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EVALUATION:

The projected conversion of th_ Defense Communications System (DCS) from

an analog FIW-FM to a digital TIM-PC? facility has accentuated the need for

automated conmmuications performance monitoring and assessment. A leading

problem in this area is the development and evaluation of concepts for channel

quality monitoring of advanced digital data transmission techniques over chan-

nels of interest to military cotmmuications. A principal area of emphasis is

estimating receiver degradation trends and classification of outages into

receiver-, media- or interference- caused.

The results of the study suggest detailed design development and testing of

experimental models of media quality units for those channels having mandated

interest. At the time of this writing that would be the LOS channel only,

although the results for tropo, HF and ionospheric scintillation are also

interesting.

For LOS links the recolmended equipment contains the following subsystems:

(1) Media sensor; (2) system function estimator; (3) short-term error rate

estimations; (4) interference-presence detection; end (5) nerrowbend interference

detection. Two kinds combinations might be advantageously implemented. The

first, essentially, employs the received date signal alone without special

probing signals and the second employs special probes. A mini-computer would

be used for short-term error rate estimation to provide feasibility for evalu-

ating different error rate estimation elgorithras with, different LOS modems.

S The study results are going to he used as inputs to on-going efforts in

project 2155, System Control Improvements. Two particular applications are

presently envisioned. First, the repor- will be provided as a reference for

the phase II 2155 effort "Automated Performance Monitoring and Assessment for

xvii
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Digital Microwave Systems." The second possible application of report results

is presently in the formulation stages and would be contingent on evolving

2155 requirements and the response to them generstod uider the projects' third

phase which is now only in the basIc planning stage.

CYARLES N. DYgM
Project Engineer

xviii
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SECTION I

SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS

The effective technical control of the projected digital DCS
(Defense Communication System) requires continuous on-line moni-
toring of the channel not only to isolate faults but, more
important, to identify degradation trends and their causes so
that corrective action may be taken before excessive degradation
has occurred. This final report presents the results of a study
involved with the conception and critical performance analysis
of such monitoring techniques for four types of radio links:
line-of-sight (LOS) microwave relay links, troposcatter links,
satellite links subjected to ionospheric scintillation, and HF
links.

The term Media Quality Unit (MQU) has be&• coined here to
describe the monitoring subsystem which impi~.r :ts the niew moni-
toring techniques arrived at in the present sUar.7, The MQU
continually estimates the long- and short-term creor rate per-
formance of a nondegraded receiver by means of &lgorithms applied
to appropriate channel measurements taken as near as possible to
the antennas of the diversity receivers. An additional function
of the MQU is the detection and identification of propagaticn
and interference outages to prevent them from being misinterpreted
as receiver faults.

In this section a summary is presented of the report with
appro riate references to the detailed discussions in Sections 2
through 6. Following this, conclusions and recommendations for
additional work following from the study are presented.

1.1 Channel Modeling

An MQU estimates continually in real time the error rate
performance that is achievable with the given channel conditions
if the radio receiver, diversity combiner, and modem were properly
functioning. For meaningful MQU concepts to be developed, rela-
tionships must be established between error rates for various
classes of modems and the time-variarnt dispersive characteristics
of the propagation media of interest.

Section 2 is concerned with modeling the characteristics ofthe radio channels of interest (HiF, troposcatter, LOS, satellite
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ionospheric scintillation) so that the relationships between
important channel parameters and digital modem performance
discussed in subsequent sections are made evident.

The discussion is general at first, and then proceeds to a
discussion of specific channels. Thus, attention is first given
to the system function characterization of radio channels, in-
cluding "instantaneous" input-output relationships, channel
correlation functions, gross channel parameters, and statistics.
Following this, attention is focused on the specific channels of
interest: HF, troposcatter, line-of-sight radio relay, and
satellite ionospheric scintillation channels. Both typical and
atypical channel characteristics and advanced digital modem
techniques are discussed. Table 1-1 has been compiled as a
compact summary of some of the salient characteristics of LOS,
troposcatter, satellite ionospheric scintillation, and HF links.

While we do not wish to repeat the material in this table,
it is worth making some comments on the LOS channel which must be
treated in a different fashion for monitoring. The most harmful
source of fading on LOS ground microwave relay links is due to
refractive anomalies which create multiple path transmission.
The multipath fading on LOS channels is extremely slow with fade
depths of 40 dB lasting for seconds -- a hundred or more times
longer than a troposcatter channel. However, it is important to
note that even in a 40-dB fade the SNR is respectable for a LOS
link (say 20 dB) while for a troposcatter link, a 40-dB fade
would result in negative dB SNR's. Thus, in monitoring a LOS
channel so as to predict modem performance, considerable attention
must be paid to the dispersive character of the channel during a
deep fade although no such attention is required for a tropo-
scatter link since additive noise has dominated performance well
before the 40-dB fade is reached. Thus, while a few nanoseconds
would be considered to cause negligible degradation due to
frequency-selective fading in a 14-MHz band for a troposcatter
link, this need not be true for the LOS link b2cause, as shown
in [1.1], the degree of frequency selectivity increases with the
fade depth. Because of the slowness of fading and the possible
importance of frequency selectivity during fades, the LOS channel
error rate performance should be estimated on an instant-by-instant
basis. Error rates averaged over the fading are not meaningful
for this channel.

In modeling the channel to compute the performance of ad-
vanced modems, it is necessary to distinguish between
"conventional" and "in-band" diversity comnunications.
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In the former case, clearly identified diversity channels
exist, each involving transmitters and/or receivers, e.g.,
quadruple space diversity for troposcatter links. In the latter
case, the decision variables at the receiver may be put in a form
"mathematically identical to the decision variables resulting from
conventional diversity combining.

In-band diversity can only be achieved when the signaling
Sk elements occupy a bandwidth over which frequency-selective fading

occurs and/or a time duration over which time-selective fading
occurs. The word signaling element here is interpreted broadly
to include all portions of the received signal involved in making
a digital decision. In particular, all the energy in a block
code would be included in this definition of signaling element.

The use of in-band diversity is under serious consideration
for advanced modems on all fading dispersive channels. The utili-
zation of codes to obtain in-band diversity has been pioneered by
D. Chase [1.2] and applied by him to the HF channel [1.3] and the
troposcatter channel [1.4]. It has been suggested that the non-
linear feedback equalizer achieves in-band diversity [1.5] and
such a modem is currently being implemented for use on tropo-
scatter links by Sylvania for the U.S. Army. Also, Raytheon has
devised and built for RADC a modem which attempts to extract in-
band diversity. In all cases, the objective of the signal pro-
cessing is to achieve close to maximum likelihood demodulation
of the received digital signals.

1.2 Channel Quality Monitoring

Section 3 is concerned with developing the rationale for the
basic sigyial processing functions of the MQU, elucidating the
procedures whereby the MQU is used in cooperation with the
Performance Monitor Unit (PMU) to establish degradation trends
and identify outages, and presenting implementing alternatives.

Lack of attention to the fading dispersive character of a
radio channel has frequently led in the past to modems whose
performances have been greatly degraded by the time-selective
(fast) and frequency-selective fading properties of the channel.
Such degradations become manifest in the appearance of symbol
distortion, intersymbol interference, crosstalk between channels,
and degraded phase references. However, for each of the radio
channels of interest in the present study, good designs are
possible wherein the performance would be rarely determined by
the time- and frequency-selective fading distortion.

1-5

Downloaded from http://www.everyspec.com



Thus, in estimating the performance of a modem based upon the
channel characteristics, major attention has been given to per-
formance limited by flat-flat fading, i.e., no frequency-selective
and time-selective distortion of symbols. This point of view is
sensible because the major benefit of the MQU will be to alert the
controller to the existence of degradation trends and sudden
faults occurring in the receiving equipment. The occasional outage
c4aused by the propagation medium is worth noting so that mis-
directed corrective action will not be initiated. However, there
is probably little technical control action other than rerouting
that would normally be taken per se during brief propagation
outages.

Primarily, then, one needs to detect the presence ;f propaga-
tion outages due to excestive multipath and Doppler spread rather
than provide a precise error rate prediction during such highly
disturbed conditions. Thus, more detailed consideration was given
to the error rate behavior for well-designed modems under normal
channel conditions, i.e., where performance is not determined by
excessi.ve time- and frequency-selective fading or unexpected
additive disturbances. Both conventional and in-band diversity
operation of modems are considered.

1.2.1 Error Rate Estimation Under Normal Conditions

For conventional operation it is shown that measurements of
the instantaneous SNR's on the diversity receivers can be used to
estimate the error rates for a nondegraded modem without making
any apriori judgments about the statistics of the channel fluc-
tuations. It is assumed, however, that the noises on the diver-
sity receivers are statistically independent and random-phased,
an assumption which is likely to be true in most cases of normal
operation. The procedure is called the "conditional error
probability" method and assumes the availability of a computable
conditional error probability expression that relates a specified
modem's error rate to the diversity channel's instantaneous SNR's
for a particular diversity-combining method.

In the case of Gaussian noise, these conditional error
probability expressions have already been derived for FSK and
PSK modems assuming several methods of diversity combining.
Several. are presented in Section 3.1 and additional references
given. For example, for maximal ratio predetection diversity
combining, Gaussian noise and differentially coherent binary PSK,
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M )
P exp/- (1.1)

where PC(-) is the conditional error probability, y (t) is the in-
stantaneous SNR on the mth diversity branch, and M Ts the order of
diversity. Short- and long-term rror rate estimates are obtained
by estimating {r(t); m-1,2,...,MT, computing PSC (Y1 y2 - e" YM)
and performing swort- and long-term averages, as indicated in
Figure 1.1.

At low error rates, the reliable estimation of average error
rates takes an inordinate amount of time. An error amplification
technique has been conceived to artifically increase the condi-
tional error rate so as to reduce the average error rate measure-
ment variance. A simple extrapolation procedure is then used to
estimate the correct error rate from the measured amplified error
rate. The theoretical basis for this technique comes from a
theorem proven in Section 3.1. It is shown that at high SNR and
for a wide class of fading and additive noise statistics the
average error rate takes the form

PC (1.2)
e rrlr 2 ... rM .

th
where rm is the average SNR on the m diversity receiver and C
is a constant dependent on the modem, diversity combiner, and
fading statistics at low signal levels.

thThe error amplification technique involves dividing the m
diversity receiver instantaneous SNR, y (t), by a factor rm> 1,
carrying out the error rate estimate with these factors, and then
dividing the resulting average error rate by the product
rr 2 ... rM. Mathematically,

1 (2'
Pe M cr r 2 >(13

m=l

where P is an estimate of P and ( ) denotes a time average.
e e
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I
A similar error rate estimation procedure, called the"threshold" method, is discussed in Section 3.1 applicable to

the high SNR case. In the threshold method,.yM is compared
against a threshold Xm and an estimate PX is made of the proba-
bility P of the joint event ýY <Xm; m=l,2,...,M}. It is shown
in 3.1 t~at the desired error rate estimate is given by

)dA d ....riM

e= PX 2 , yM)dvIdv 2 ".dYM (1.4)
e X XIX2 ... XM

Since P(y• ... ,y ) is a known function (dependent on the
modem, 5iver'sty cominer, and additive noise statistics), the
multiple integral is a constant that can be computed. For example,
in the case of predetection diversity combining, Gaussian noise,
and binary DPSK, we readily find from (1.1) that

1
U V ' Pc(yl'•y2 ''.,yM)dyldy2 '..dyM = 2 (1.5)

which leads to

A _ _ _

X (1.6)
e M2 Xm

m=1

The proof that this result is true for a wide variety of fading
and additive noise statistics at high SNR follows from the same
theorem used to prove (1.2). The use of the thresholQ technique
is limited to the same region of applicability as the error ampli-
fication technique.

If one is willing to assume that the fading statistics are
known except for some average channel parameters, in some cases
the averages over the fading can be carried out analytically to
obtain explicit formulae for error probability as a function of
these average parameters. Then measurement of the average para-
meters and their use in these formulae allow an estimation of
error probability. This approach, which is called the "formuLa"
approach, is evaluated in Section 5 for some specific cases.
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It is pointed out in Section 2.1.3 that complex Gaussian
fading statistics appear to be the best general model available.
Fortunately, there exist a considerable number of evaluations of
error probability assuming complex Gaussian statistics. To use
the formula ap, oach for error rate estimation in the case of
correlated fading on the diversity channels it is necessary to
measure the complex cross-correlation coefficients between the
diversity channels in addition to the average SNR's on each
branch.

The error rate estimation procedure described above is appli-
cable to conventional modems not employing in-band diversity. For
modems employihg in-band diversity techniques (in addition to con-
ventional diversity) which attempt to achieve near-maximum likeli-
hood demodulation, a procedure is derived in Section 3.1 for error
rate estimation analogous to that described above for conventional
modems. In this case, an estimate is made of the "instantaneous"
total received signal power sm(t) to noise power for the mth
receiver, instead of just the SNR at the center of the band.
The average error rate is estimated by

Pe =<Pc(s's 2 '...'ISM)> (1.7)

where P(SlS2 M) is an appropriate conditional error proba-

bility expression. &nfortunately, amplification, threshold, and
formula approaches cannot be applied to estimate error rate as in
conventional diversity combining unless one is willing to make
an estimate of the "equivalent" order of in-band diversity.

However, this is a heuristic concept which needs further analysis
to be applied to the present real-time estimation needs.

1.2.2 Error Rate Estimation for Atypical Conditions

The techniques discussed above will provide error rate pre-
dictions for a properly functioning receiver that can be continu-
ally compared with actual performance as determined at the
demodulator output by a PMU (performance monitor unit). This
comparison will reveal trends in the receiver degradation or
sudden failures. However, there will always be occasional pro-
pagation or interference conditions outside normal design condi-
tions which will cause the error rate to increase beyond
acceptable values, and it is important to detect these situations
so that they will not be interpreted as receiver degradation.
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We consider in sequence the effects of excessive Doppler spread,
eyzessive multipath spread, and interference.

1.2.2.1 Effect of Doppler Spread

If Doppler spreads become too large (i.e., fast fading), two
types of nonidealities occur in data reception:

a) Pulse distortion resulting in destruction of
orthogonality relationships and crosstalk in
parallel subchannels.

b) Channel measurement degradation, resulting in
imperfect predetection diversity combining and
coherent detection.

In either case, one may show that the rms Doppler spread* B
is the fundamental channel parameter not only determining the
onset of fast fading degradation but also frequently allowing a
quantitative estimate of performance degradation. The importance
of b) is illustrated by examining the effects of fast fading on
performance due to channel measurement degradation. One may carry
out similar calculations for a), but for channels and modems of
interest in this study the effects of b) dominate.

Differential phase-shift-keying is used almost universally
on modern HF modems. Fast fading will introduce differential
phase errors. It is shown in Section 3 that if Pe(S) is the error
rate for Wary DPSK with any order of diversity, assuming zero
Doppler spread and Gaussian noise, the error rate with complex
Gaussian fading and an rms Doppler spread B is Pe(Seff), where

S (-BA)2/2<< 1 (1.8)Seff=2
ff + S( BA) 2 /2

and A is the pulse width. The amount of SNR degradation in dB
caused by the Doppler spread is

It is assumed that the mean Doppler shift is tracked and compen-
sated for with some form of AFC. Additional degradation will
result from uncompensated Doppler shift. The rms Doppler spread
is twice the standard deviation of the power spectrum of a
received carrier when normali~oed to unit area.
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10 log S S 10 log(I + S(BA) 2/2) (1.9)eflf

The amount of degradation increases with the SNR. For l-dB
degradation

BA 4-S- (1.10)

For a numerical example, note that in HF communications, pulse
widths vary from 10 to 20 ms. For a 20-ms pulse width we see
from (1.10) that for less than l-dB degradation at 20-dB SNR
the rms Doppler spread must satisfy the inequality

B < 0.71 Hz (1.11)

For other channels of interest, the pulse widths would be
orders of magnitude smaller and Doppler spread would always have
negligible effect for DPSK communications. However, Doppler
spread could still have an undesirable effect when phase refer-
ences are established for coherent detection and predetection
diversity combining, because long averaging times are used to
extract the phase reference, e.g., as in the case of a filtered
pilot tone. The predominant effect of the averaging is the group
delay r suffered by the fading pilot tone. This will produce
decorre ation between the complex fading on the data signal and
that on the pilot tone. It is shown in Section 3 that if the
error rate for coherent detection and any order of diversity
without decorrelation (again, Gaussian noise and complex Gaussian
fading assumed) is P (S), the error rate with decorrelation is
given by Pe(Seff)' w~ere

sef 1 + 2(1.12)Seff I+SBgr2
1+S(vBA)gr

For 8-GHz troposcatter links, Doppler spreads of 20 Hz are pos-
sible though not common. For < idB degradation at 20-dB SNR,
only 560 gs of group delay would be tolerable.
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For more complicated channel measurement schemes, such as
those using decision-directed operations and the implicit ones
used in adaptive equalizers, the same general coiments apply.
The product of the Doppler spread by the group delay of the
measurement process must be sufficiently small.

1.2.2.2 Effect of Multipath Spread

We consider now the effects of excessive multipath spread.
As the multipath spread increases beyond modem design values, the
following nonidealities will occur:

a) Excessive intersymbol interference
b) Pulse distortion, destruction of orthogonality, and

crosstalk in patallel subchannels
c) Degradation of channel measurement functions

The major effect of these nonidealities is to produce an ir-
reducible error rate. Unfortunately, the relationship between
modem performance and channel parameters is considerably more
complex than for channel .,easurement degradation due to excessive
Doppler spread. Generally speaking, as the rms multipath spread
L increases, all the nonidealities become successively worse so
that although it is not usually possible to relate error rate
uniquely to rms multipath spread alone, one may always use the
size of L as a flag to signal the presence of atypical multipath
spreads.

Section 3 considers the kinds of channel parameters needed
to predict modem average error rate. These calculations are
useful for HF and troposcatter links. They may not be very
important for the satellite ionospheric scintillation channel
which appears to have negligible multipath. Average calculations
over the fading are probably not meaningful for the LOS microwave
relay, as mentioned previously. However, Section 3 does point
out the new channel parameters needed to specify the relationship
between excessive frequency-selective fading and modem perfor-
mance for the LOS channel.

Performance analyses of FSK, DPSK, and PSK moderns in the
presence of frequency-selective fading have been carried out by
Bello [1.61- [1.8], Bello and Nelin [1.9][1.10], Bello and Ehrman
[1.11][1.121, and Bello and Crystal [1.13]. Section 3 draws upon
these varied calculations to present a brief sunmmary of the
relationship between channel characteristics and modem performance
in the presence of frequency-selective fading.
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In discussing these relationships, the modem type is dis-
tinguished according to the presence or absence of the following
features:

1) Bandlimited or rectangular signaling pulses

2) Phase-continuous or discontinuous operation

3) The existence of receiver time gates

4) Conventional or "in-band" diversity operations

When the signaling pulses do not have slowly decreasing
spectral tails, as for a rectangular pulse, but have their energy
well-confined to a given bandwidth W, the first few terms of the
frequency power series model [see (2.14)] are adequate to charac-
terize the frequency-selective fading. Thus, for the quadrati-
cally selective fading model, it may be shown that in addition to
the rms multipath spread the third and fourth moments of the
delay power spectrum Q(Q) are the essential parameters needed to
evaluate error rates due to frequency-selective fading. Q(Q)
describes the profile of received power versus path delay.

For the LOS microwave relay channel, strictly bandlimited
communications is involved because the transmission of data with
attention to high bits/sec/Hz operation is of prime interest. As
mentioned previously, channel parameters averaged over the fading
are of doubtful significance for LOS channels. In this case, the
parameters of interest are the coefficients in the power series
channel model themselves. It is demonstrated that for moderate
distortion the output of a phase detector or frequency discrimi-
nator may be determined from these coefficients.

In the case of rectangular pulses and conventional modems
and for in-band diversity modems, it is shown that the essentialchannel parameters needed to determine error rates due to
frequency-selective fading are various integrals involving thedelay power spectrum Q(Q). Only In the case of channel measure-ment errors due to frequency-selective fading do we have a direct

performance grediction possible from the rms multipath spread
parameter L. However, degradation in all cases will increase
with L and it should be possible to flag atypical frequency-
selective distortion with a measured value of L.

The rms multipath spread is twice the standard deviation of the
delay power spectrum when normalized to unit area.
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1.2.2.3 Interference

It is assumed that under normal operating conditions inter-
fering signals will not be present. When they are present, it is
essential, as a minimum, to flag this condition. Additional
information concerning the gross structure and specific statisti-
cal parameters of the noise would be helpful in identifying the
source of noise and, if desired, estimating modem performance.

The presence of an interfering signal can be determined by
an increase in the power level of the received signal when aver-
aged over the fading. Of course, this procedure will only be
effective if no changes took place in the transmitted power and
if nonstationary changes in fading conditions are sufficiently
small over the averaging time used to establish the power level.
The former type of change would not normally be a problem since it
should be monitored at the transmitter and telemetered to a cen-
tral technical control facility. The latter type of changes are
unavoidable and their harm depends upon the degree of nonstation-
arity. There will generally be an optimum averaging time to
estimate power level since too long a time causes nonstationary
effects to degrade performance while too short an integration
time does not average out the fading fluctuations sufficiently.
Section 4 presents calculations of the effectiveness of inter-
ference detection by examination of changes in measured average
power with attention given to the effects of nonstationarity.

The presence of interference can sometimes be recognized by
the change in shape of the power spectrum if the interference is
not broadband. A simple method for distinguishing between narrow-
band and broadband interference is to examine the centroid and
rms bandwidth of the received power spectrum. A narrowband
interfering signal at band center will cause the rms bandwidth
to become smaller, while a narrowband interfering signal off band
center will cause a shift in the centroid of the power spectrum.
Thus the centroid and rms bandwidth are useful parameters for
distinguishing between narrowband and broadband interference.
Of course, if a full spectrum estimation is carried out, a variety
of pattern recognition techniques could be employed for making
such a distinction. Section 4 examines the effectiveness of an
algorithm using measured centroid and rms bandwidth to detect the
presence of a narrowband signal.

The only general study of the effect of arbitrary noise on
modem performance over fading channels has been carried out by
Bello (1.14][1.15]. As discussed previously, it has been proven
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in Section 3.1 that the error rate is primarily dependent only on
the average noise power at high SNR's for some rather general
classes of fading and additive noise statistics. This suggests
that reasonably tight bounds on error rate can be achieved with
minimal knowledge of the statistics of the interference, as has
been dem.onstrated in [1.141 and [1.15].

Unlike Gaussian noise, the statistics of noise at the output
of a filter are not simply related to those at the input and to
the filter transfer function. In fact, no general formulae exist
at the present time for relating input and output statistics when
non-Gaussian noise is filtered. The only general theorem useful
in this regard is the Central Limit Theorem which allows the
filter output to be approximated by Gaussian noise when there are
a large number of independent noise fluctuations in one time
constant of the filter.

Since all receivers employ filters for discriminating against
noise, it is necessary to deal with the noise components cf deci-
sion variables in bounding performance if non-Gaussian noise isto be handled. One may then try to work backward from. the para-meters of the noise components of decision variables to those of

the broadband input noise, or else assume the existence of pro-
cessing operations which allow the direct estimation of decision
variable noise parameters.

Section 3 reviews briefly the relation between moments of
noise parameters and error rates and Section 5 presents evalua-
tions of upper and lower bounds on error rates when such minimal
noise statistics are known, as average noise power, crest factor,
and threshold exceedance probabilities.

1.2.3 Media Quality Unit

Section 3.2 presents first an overview of channel monitoring
techniques to place the proposed techniques in proper perspective.
Consideration is given to the role of self-test units, interface
applique unihs, in-service operation, and out-of-service operation.
The rationale is given for the study emphasis on estimation tech-
niques utilizing the received information-bearing signal alone
with sensor signals picked off as close to the antenna as possible.
Very simply put, if channel measurements are taken too far intc
the receiver, there is the likelihood of receiver degradation
corrupting the channel measurements, making difficult the esti-
mation of a nondegraded receiver performance.
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Drawing upon the results of the study, a signal processing
structure has been conceived for establishing receiver degradation
trends and discriminating between media and receiver-induced per-
formance degradation. This structure is sketched in Figure 1.2
for the most complex case, the quadruple diversity troposcatter
channel. For the other channels, some simplifications of this
structure are possible; e.g., for the LOS channel, no average
error rate estimation and no gross (i.e., average) channel para-
meter estimation would be carried out.

Examination of Figure 1.2 reveals that two basic subsystems,
labeled MQU (media quality unit) and PMU (performance monitor
unit), are used to eventually reach conclusions with regard to
degradation trends, cause of outage, and the existence of inter-
mittent faults. The PMU estimates the actual raw error rate of
the digital signal passed forward to decryption, decoding, and
demultiplexing operations. The effective design and operation
of this unit is a subject outside the scope of the present Etudy,
where it is merely assumed that such a unit exists. The primary
purpose of the MQU, which is the focus of the present study, is
to provide error rate estimates for a hypothetical nondegraced
receiver based upon information concerning the media characteris-
tics. A comparison of the MQU and PMU average and short-teim
error rate estimates then allows an estimation of receiver c~egra-
dation trends, performance margins, and intermittent faults. Of
course, it also allows an identification of abrupt outages caused
by receiver malfunction. A secondary purpose of the MQU is to
provide an indication and identification of the rare outages
caused by excessive Doppler spread (i.e., fast fading), multipath
spread (i.e., frequency-selective distortion), and interfer(nce.

The inputs to the MQU come from appropriate pickoffs at RF
or IF for each of the diversity receivers. As pointed out pre-
viously, the pickoff should be as close to the antenna as fcasible
to avoid confusing receiver degradation with channel impairments.
AGC (automatic gain control) complicates some channel measurement
functions by providing a variable gain not existing in the media
itself. To account for such gains, it is assumed that those AGC
voltages affecting the signal level used as input to the MQIU are
also picked off and that gain vs. AGC calibration curves are
stored in the MQT where they are periodically updated.

The picked-off signals are filtered and brought to base band
by the media and noise sensors, in preparation for further process-
ing in the MQU. If the received information-bearing signal alone
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is to be used for channel measurements, the output of the system
function estimator would be estimates of the squared magnitude of
the transfer functions for the diversity channels at one or more
frequencies within the signal bandwidth. A detailed analysis of
the use of short-term power measurements to achieve estimates of
the squared magnitude of the channel transfer function is presented
in Section 4. Figure 1.3 shows a poss!bble signal processing struc-
ture for one diversity channel and one frequency location within
the diversity channel. Obvious time-multiplexed serial and/or
parallel processing arrangements may be used to handle all diver-• sity channels and all frequency samples required. The bandwidthof h(t) is selected small enough so that little frequency selec-

tivity occurs over its passband. The time constant of k(t) is
much longer than that of h(t) to average out the data noise fluc-
tuations but short enough not to average over the fading. With
specified shapes for h(t),k(t), it is shown in Section 4 that it
is possible to optimize the bandwidth of the predetection filter
h(t) and the time constant of the postdetection filter k(t) so as
to minimize the combined effects of data noise, noise, frequency-
selective fading, and time-selective fading.

* If special probing signals are used, the Sensor system func-
tion estimator processing shown in Figure 1.3 would have to be
replaced by an appropriate probe demodulator, such as the corre-
lation processor shown in Figure 6.1 of Section 6. However, the
remainder of the structure shown in Figure 1.2 would stay the
same. For purposes of discussion, we assume that only the
information-bearing signal is used to obtain channel information
and that the squared magnitude of the diversity channel transfer
functions are determined at selected frequencies by a strt'cture
like that shown in Figure 1.3.

With the aid of noise power measurements and removal of AGC
gain fluctuations, one may scale the squared-magnitude transfer
function measurements so that they will represent instantaneous
SNR's for each diversity branch. As discussed in Section 3.1
and analyzed in Section 5, one may use these instantaneous SNR's
in appropriate algorithms to estimate the average and short-term
error rate for a nondegraded receiver. Multipath and Doppler
spread can also be estimated from the squared magnitude of the
diversity channels' transfer functions, as discussed and analyzed
in Section 4. These parameters can be used to flag outages due
to excessive multipath and Doppler spread. However, as discussed
in Section 3.1, only with special probing signals which yield
estimates of the complex transfer function and/or impulse response
can enough information be obtained to estimate error rates due to
excessive multipath.
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The noise sensor would utilize out-of-band noise or time-
multiplexed signal-free slots to estimate noise parameters (see
Section 4.5) for determining bounds on error rate (see Section 5)ii when an interfering signal has been flagged by the interference-
present detector. The latter detector compares the neesured
average received power on each diversity channel for two adjacent
time intervals, looking for significant changes in power level
(see Section 4.4.3). Additional information on interference
presence is available from the narrowband interference detector
which uses changes in the centroid or rms bandwidth of the re-
ceived signal as a detection criterion (see Section 4.4.2 for
an analysis). If noise slots are available adjacent to the signal
band, they also can provide information concerning the presence of
an interfering signal.

Under normal conditions, excessive multipath and Doppler
spread or interference will not be present. When this is the
case, the average and short-term error rates estimated by the
MQU are compared with those measured for the receiver by the PMU.
A steady and increasing departure of these error rates will indi-
cate the presence of a degradation trend in the receiver. A com-
parison of short-term error rates will allow a determination of
whether the receiver degradation is due to an intermittent
receiver fault.

When an outage occurs, the measurements shown in Figure 1.2

should allow it to be categorized into one of the following:

* Receiver outage
* Wideband interference
* Narrowband interference
* Propagation, due to excessive Doppler spread (B)
o Propagation, due to excessive multipath spread (L)

Because of the slowness of fading on the links of interest,
it is clear that a considerable amount of the signal processing
indicated in Figure 1.2 can be carried out by small computers.
However, the sensor uses analog processing and, except for HF
channels, the short-term power measurement used to estimate the
squared-magnitude transfer functions would have to be implemented
with hardware.

Section 3.3 discusses implementation of the MQU assuming the
information-bearing signal alone is use to derive channel
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information. It focuses on the hardware and computation require-
ments and shows how these depend upon the media parameters. In
accordance with both the emphasis of the work statement and the
current trends in technology, the implementation discussed is as
digital as is reasonably possible, and the digital processing is
done by programmed hardware (computer) whenever possible.

The goal of this section was to delineate the implementation
problems of potential media quality units and to show the division
between analog, hardwired digital, and programmed digital hardware
for each case. The discussion is brief and approximate due to
time limitations but arrives at useful conclusions nonetheless.

Examination of the problem of estimating the squared magni-
tude of the channel transfer function indicates that, except for
HF channels, analog filters should be used for the predetection
filtering operation h(t). However, aside from the possible useof hardware digital processing for squaring and postdetection
filtering, the remainder of the signal processing to extract
channel parameters and error probabilities is well within the
capabilities of modern minicomputers having a hardware multiply/
divide, such as the Nova and the PDP-II. The centroid and rms
bandwidth computation for detection of a narrowband signal re-
quires the use of analog processing only to determine k and 9,
derivatives of the in-phase and quadrature components of the
received signal. Table 1-2 displays the computational burden
in terms of multiplications needed per second for major subsystems
of the MQU assuming that the squared-magnitude channel transfer
function and the in-phase and quadrature derivatives of the re-
ceived signal have already been determined. The table is )re-
sented for a fast fading quadruple diversity troposcatter channel
which represents the worst case channel for computational burden.
A sampling rate of 500/second is assumed for the input data to the
computer.

Consider several points from this table:

1) The computation burden is esE ntially a linear
function of both the order of diversity and the
Doppler bandwidth.

2) The estimation of input power spectrum centroid
and rms bandwidth imposes half the computation
burden. It would be unnecessary to calculate
these quantities on all diversity paths if it
were assumed that an interference would be

1-22

Downloaded from http://www.everyspec.com



0000 )U
E41 4.) 41"4 0)

O0 M-- 0 ) 0.0
44W @ Wr: O 4 Cu

c) 0 o*u,4 0 0Cum-p
04J r4 4 p ca

0~ 4c 0) >)0-
Si 041 .X C u

4.1 41-i ca
0 U)-4J 0 0 "4 -r4

4-) (04 df >1 r 1

1-4 14 "4 *41 r >
0 P4Or-4 4.) 411 0)0)

H .: 0 U)Q)3
to SI p ~ -r4~

(UCCuU) -4 Q S- 4J -4
(AC4.4 00Q.0

E-A.,4Du4~4 ýz -4 44-40

* C'4

w >1 cn U) U I
-0 V-4 0) a) CL

w 0 r.4 4 r -r4

0 :j 0'-40 r-40 r-4 -40

E- 44 H- 00 .40 0 40

04L ca 8.

41 110 0) 0

r4i CuE-4 -4 ~ -

w 1-4 C '-
U) *,4-44 44 4-4 E-
W. 0C~4 0r 4J 0 3d4o~t >, 10%4J

4) "o4- CLC Q)c -44

0 4J 4J 14r-45 4-JA4-H-A
~ i 4 4 d0 0l 0du . cu 0 .1

Cl) 'ca' JJl) cfSd A -14. P PQ "

U )4H% -4J E U) P J 0 14J-0

1-23

Downloaded from http://www.everyspec.com



received by all diversity branches. In any case,
quadruple diversity is usually obtained with two
transmitting and two receiving antennas. Also,
this computation is fairly simple and can be
easily implemented in digital hardware.

3) Twenty-one thousand multiplies per second corresponds
to just under 50 microseconds per multiply. Modern
minicomputers, such as the Data General Nova Series
or the PDP-11, with hardware multiply/divide have
multiplication times in the range from 5 to 20 micro-
seconds. Thus it appears that a safety factor of
about 2.5 is available.

An important warning should be inserted here. The discussion
of computation burden has focused on multiplications alone and on
multiplications that must be done at the input rate. This focus
was chosen because these multiplications are probably more than
half of the total computation load. But a safety factor must be
allowed on top of the estimates in the table. Before attempting
to implement these techniques, the burden of other operations,
especially input-output control, should be examined to insure
that the processor chosen can handle the task.

1.3 Channel Measurement Techniques Utilizing the Received
Information-Bearing Signal Alone

The proposed MQU incorporates a number of channel measure-
ment functions as discussed in Section 1.2.3 and illustrated in
Figure 1.2. Section 4 is devoted to the definition and detailed
analysis of various measurement techniques designed to carry out
the necessary measurement functions. Expressions are derived for
estimation errors and biases as a function of measurement time and
bandwidth, multipath and Doppler spread, including the effects of
additive noise and data noise.

Initially, consideration is given to the measurement of the
squared magnitude of the transfer function of a channel,
IT(f,t)j 2 , via short-term power measurement in a bandwidth of
the order of coherence bandwidth of the channel. Optimum values
of predetection and postdetection bandwidths are shown to exist
minimizing the combined effects of unfiltered data noise and
frequency-selective distortion.* Filter bandwidths and integra-
tion times are evaluated for specific filter shapes. Numerical

It is shown that the data noise dominates the additive noise
contributions.
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evaluations of performance are carried out for the HF, LOS,
Troposcatter, and Satellite Ionospheric Scintillation channels.
As pointed out several times in preceding sections, the harmful
LOS fading is the deep fading and particular attention must be
focused on measuring the LOS channel during deep fades. Thus,
pre- and post-detection filter optimization should be carried out
at the maximum fade depth of interest.

Table 1-3 presents computed values of normalized rms error
in measurement of IT(f,t)12 together with optimum pre- and post-
detection filters and assumed rms multipath and Doppler spreads
for the channels of interest. For the LOS channel, the rms error
is conditioned on and normalized to various fading depths varying
from 10 to 40 dB. Fo-: the other channels, the rms error is nor-
malized to the average value of IT(f,t)1 2 . We note that for the
LOS channel the maximum fade depth at which measurements are
desired to be accurate have noticeable influence on the predetec-
tion filter bandwidth and postdetection filter integration time.
It is interesting to note that at a 40-dB fade depth the measure-
ment error is comparable to that of a troposcatter channel even
though the latter has Doppler spreads and multipath spreads very
much larger. This phenomenon is due to the increased time- and
frequency-selective fading present during deep fades.

For all but the HF channel, a highly accurate estimation of
IT(f,t)12 is seen to be possible. It should be noted, however,
that the estimation errors given in Table 1-3 assume that the
multipath and Doppler spreads for which the filters are optimized
are those existing in the link. Since multipath and Doppler
spread may vary from the design value, the minimum error will
not necessarily be reached. Graphs are presented in Section 4
showing the variation in estimation error as the true multipath
and Doppler spreads depart from their design values. Highly
accurate measurements are still possible over a wide swing in
these parameters, except for the HF channel.

Biases in estimation of IT(f,t)1 2 exist, but these are

smaller in size than the rms fractional errors and may be removed
once estimation of the rms multipath spread, L, rms Doppler
spread, B, and SNR are obtained. Unfortunately, small errors
in estimation of B and L cannot always be obtained for the 1F
channel so that bias correction will have limited success on the
HF channel.

Techniques are proposed and analyzed in Section 4.3 for the
measurement of the gross channel parameters of Doppler spretd,
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r multipath spread, S!NR, and diversity branch correlattion coeffi-
cient utilizing the escimated tT(ft)1 2 . Three different tech-
niques are ,xamined for Doppler and mult[path spread measurement,
called the Differentiation, Correlation, and Level-crosirng tech-
niques. These techniques assume that zero-mean complex Gaussian
statistics (e.g., Rayleigh envelope statistics) satisfactorily
model the fading. This assumption is reasonable for ttoposcatter,
HF links, and VHF ionospheric sci~itillation links. However, at
UHF and above, a nonfading component will exist for the iono-
spheric scintillation channel and statistics may depart from
complex Gaussian. In such a case, special probing signals and
coherent processing techniques would be required for multipath
and Doppler spread estimation.

-j Figures 1.4 and I.5 present curves of standard deviation and
bias for the estimation of rms Doppler spread and multipath spread
for the troposcatter channel. These curves are for the differen-
tiation method which was found to be only slightly worse than the
level-crossing technique, but easier to analyze. The correlation
technique was found to be inferior to both of these.

Figure 1.4 deals with estimation of rms Doppler spread. It
is assumed in these curves that the IT(f,t)1 2 estimator filters
have been optimized for the rms Doppler and multipath spread
design values of BD=I- Hz and Ln=D0. 3 As and that no attempt has

* been made to correct the biases in the estimate of IT(ft)14.
* The curves show how the rms estimation errors and biases vary as

the true multipath and Doppler spread may vary from the design
values. We note that bias errors are negligible until the Doppler
spread get to 0.1 Hz at which point they cause the mean Doppler
spread to be 0.12 Hz. For detection of atypical fading conditions,
measuring high Doppler spread is of more interest and we note that
bias error is negligible for Doppler spreads exceeding 0.4 Hz.
The standard deviation of the estimator is around 0.08 Hz at
B =2 Hz and decreases as B decreases, indicating reliable esti-
mation for the range of 0.1 to 2 Hz rms Doppler spread. For
fast fading tropo links, the filter estimating IT(f,t)12 would
be optimized for a higher fading rate and acceptable performance
would be achieved over a considerable range.

The estimation time of 10 minutes has a dominant effect on
the rms value of the estimation error as it does for all estima-
tors which average over the fading. For all cases, the standard
deviation expressed as a fraction of the true value, i.e., the
rms fractional error, 8, takes the form
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differentiation technique assumed)
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8 - A (1.13)

where A is a function usually weakly dependent upon the channel,
and K is the number of independent samples of the channel fluctua-
tions used in carrying out the average. This number is given
usually somewhat conservatively by

K BT0  (1.14)

where T is the averaging time. Doubling the averaging time will
reduce 9 by /2. Also, an increase in the Doppler spread by a
factor of 2 will decrease 8 by /T. The absolute value of the rms
error will, of course, increase by /2. The increase in estimator
standard deviation with B in Figure 1.4 is this IN relationship.

Figure 1.5 presents curves of error standard deviation and
bias vs. rms multipath spread in As with rms Doppler spread as a
parameter. The biases do not cause any serious problem unless
the multipath spread gets too low, which is the correct direction
for estimation of atypical multipath spread. The standard
deviation of the error can become considerable if the fading rate
is too slow as evidenced by the figure and (1.13). This problem
must be faced whether special probing signals are used or not,
however.

Figure 1.6 presents the standard deviation and bias of the
error in estimating the correlation coefficient between the
envelopes of two diversity channels. From these curves we con-
clude that considerable measurement time or large Doppler spreads
are required to estimate a correlation coefficient that is close
to unity even though the bias error is negligible. Since corre-
lation close to unity is the atypical case that produces system
performance loss, this is an unfortunate situation which places
a limit on the utility of the "formula" approach for estimating
error rate.

Similar calculations may be carried out for the ionospheric
scintillation channel and for the same Doppler spreads the
measurement of rms Doppler spread would show the same behavior
as in Figure 1.4 except that the bias would be negligible because
of the reduced multipath spread of this channel.
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Figures 1.7- 1.9 present curves for the HF channel analogous
to those for the troposcatter channel. Figure 1.7 plots the
standard deviation and bias of the Doppler spread estimator as
a function of B in the range 0.1 to 2 Hz for values of L from
0.1 ms to 2 ms. We observe that large bias errors occur. A
similar problem is faced in the measurement of rms multipath,
as shown in Figure 1.8. Finally, the performance of the corre-
lation coefficient estimation is also poor, as shown in Figure 1.9.

The estimation of average SNR turns out to be unbiased and
to have a standard deviation which is given by

S; K ow B T0  (1 .15)

for all the channels where,even for HF, c is small compared to
unity. Thus, provided enough Doppler spread and/or measurement
time is available, reliable measurement of the average SNR at
least can be carried out for the HF channel using the received
signal alone for measurement.

1.4 Detection of Interference

The problem of detecting the presence of an interfering sig-
nal by in-band processing alone is treated in Section 4.4. Two

* basic procedures are analyzed. In one procedure, the centroid and
rms bandwidth of the power spectrum of the received signal are
examined to see if they have changed significantly from their
a priori known values. This procedure is effective in the measure-
ment of the presence of a narrowband interference. In the other
procedure, an attempt is made to detect a sudden change in re-
ceived power level. The effectiveness of this procedure is
analyzed considering the influence of channel nonstationarities
which could be confused with a change in power level.

It is a reasonable intuitive notion, when the data is totally
totally swamped out by the narrowband interference, that the rms
bandwidth of the received signal will be equal to that of the
interference, and its centroid will be equal to the frequency
offset (difference between interference and data carrier frequen-
cies) of the interference.

Optimal procedures for detecting the presence of narrowband
interference can be based on the observations of both fR' the
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frequency centroid of the total received signal, and BR, its rms
bandwidth. Decision-theoretic concepts have been appled to the
development of a detection technique utilizing estimates of these
quantities. The effectiveness of any such scheme must depend, of
course, on the reliability of the estimates, and this is discussed
at some length in Section 4.4.

The detection schemes which are discussed and evaluated in
this report are suboptimal in the sense that there are ideaiized
detectors, not necessarily implementable, that can do better.
Nevertheless, the calculated detector operating characteristics
for the detection schemes discussed here show good performance
Their relation to the optimal detectors is given detailed
discussion.

The best narrowband interference detector studied employs
the strategy shown in Figure 1.10. From the received signal
in-phase and quadrature components, estimates are formed of the
rms bandwidth Bs and centroid of the received signal relative 1..o
the carrier frequency fs. Thresholds are selected based upon
the a priori known interference-free mns bandwidth and centroid
(averaged over tih fading). Usually the a priori centroid will
be at the center of the band, i.e., at fs =0. The decision rule
is: decide that a narrowband interference is present if either
the rms bandwidth drops below a specified threshold or else the
centroid exceeds another threshold, and decide no interference
when both of these events do not occur. Figure 1.11 show, plots
of probability of detection, PD, vs. probability of false alarm,
PF, for this detector. In the example shown, the interference
power is 10 dB below the signal power level. The difference
between the carrier frequency of the interference and that of
the data equals 0.4 times the data signal nns bandwidth. The
rms bandwidth of the interfering signal is assumed 0.1 times
that of the data signal. A family of curves is drawn for dif.,
ferent BT 0 products.* Note that a B T0 product of 100 (at a
1-Hz Doppler spread this corresponds to 100 seconds) yields a
detection probability of 0.998 and a false ,`,?rmn probability of
0.01. Performance improves rapidly with increasing averaging
time.

The other scheme for interference detection involved the
successive measurement of power (averaged over channel fading)

In Section 4.5, Bc is used for the channel's ims Doppler spread.
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in the received signal with an averaging time T and a comparison
of these powers. If they differed sufficiently, an interference
was said to be present; otherwise not. Because of slow changes
in the transmission loss, the averaging time T cannot be too
large, lest decreasing transmission loss be identified with the
presence of an interference or, conversely, increasing loss mask
the presence of an interference. On the other hand, if T is too
small, unaveraged channel fluctuations will result in poor detec-
tor performance.

The evaluation of the effectiveness of such a detection
scheme is hampered by the lack of definitive knowledge on non-
stationary characteristics. Fortunately, some measurement of
nonstationary changes was carried out by Bello, et al. (1.16]
for a troposcatter channel. The curves in [1.16] indicate that
3% to 96% cumulative distribution of the 20-minute median trans-
mission loss change is contained roughly in the - 3 dB to + 3 dB
range and 1% to 99% in the +4 dB range. As a typical large value
for the detection performance curves in Section 4 we have used
the values + 2 dB/20 minutes.

Numerical results are indicated in Figure 1.12. The curves
marked "0" indicate the performance that would be obtained in the
absence of any channel nonstationarities. For this case, the
symmetry in the PF and P curves exists because the initial
threshold was chosen so Phat the (PFPD) pair fell along the
line PD = I - F of the receiver operating characteristic. With
the threshold so set, the other curves indicate how the detecta-
bility is affected by linear nonstationary changes with trans-
mission slopes + 2 dB/20 minutes. We see, in the case of
+ 2 dB/20 minutes and 0 dB, that the detection probability rises
slightly more rapidly than in the stationary case, but that P
falls more slowly until finally it begins to rise with increasing
observation time. By 1000 seconds, the nonstationarity has taken
over fully. We note, however, that there is an "optimum" point
on the P curve where it bottoms out. This point is at an obser-
vation time of 200 seconds and corresponds to PF = 0.0666 and
PD = 0.9985 whereas the curves for - 2dB have the values PF 0.0065
and PD =0.96 at the same point.

The performance improves when the fading is faster. This
is clear from an examination of the curve in Figure 1.13 which
corresponds toB -10 Hz in contrast to Figure 1.12 for which
B= I Hz. It is clear that the "optimum" time takes place at
T =200 seconds as before; this time, hoWever, the probability of
false alarm has decreased to 0.109 xlO-'" whereas the probability
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of detection is essentially unity near the optimum point (to
within five decimal places). These results indicate some poten-
tial utility to the detection of noise by measurement of change
of power level, but there are important situations where nonsta-
tionary channel changes can disrupt fixed threshold schemes de-
tecting a weak interfering signal. However, performance in the
presence of nonstationarities improves as SNR decreases or B
increases.

1.5 Measurement of Noise Parameters

In Section 4.5 we analyze techniques for interference measure-
ment when idle frequency or time slots are available. By the
latter it is meant that the transmitted data signals have fre-
quency slots or time slots that are idle in the sense that they
carry no data power. One useful variant of the time slot idea
is the "temporary-service-'interrupt". This can provide a rapid
means of determining, in the presence of communication impairment,
whether or not additive interference is the main contributor to
the degradation. It also provides the means of developing esti-
mates for error rate bounds, even in the presence of interference
for which there is available only a bare minimum of statistical
information. This latter topic is discussed at some length in
Section 5.7.

It is demonstrated, following [1.17], that the use of idle
time slots in the data (with a temporary service interrupt being
a special case) i• the most general and useful method for accumu-
lating interference data. The reason for this is that the inter-
ference is picked off and analyzed in just such a way that its
final form coincides with the form it takes on in the receiver's
decision circuitry. Figure 1.14 shows an example of the signal
processing operations involved. If a service interrupt is in-
volved, it would be necessary to set the AGC voltage at some
typical average value due to possible nonlinear effects caused
by spikes of noise because the statistics of the measured noise
would be affected by the gain of the receiver up to the point of
pickoff. The manner in which this interference variable is pro-
cessed, and the reliability of the measurements of the various
pertinent interference parameters, is discussed in detail in
Section 4.5. It is pointed out from the results in [1.17] that
the probability of error for FSK, PSK, and DPSK matched filter
communication systems in complex Gaussian fading diversity chan-
nels depend directly on the ioint probability density function
of the generalized interfereikce variables U and V, where U and V
are given by
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k kL 2 (1.16)

In this expression, the index k just indicates sunmation over the
M diversity branches, whereas the value of 4 and n are linearly
related to matched filter sampled output noise. Clearly, then,
an accurate measurement of the joint pdf for U and V would lead
to accurate predictions of error rate. However, it is shown in
Section 5.7 that some pairs of gross parameters of the U or V
statistics suffice to determine surprisingly close upper and
lower bounds. These parameters are mean noise power and peak/
average noise power ratio or mean noise power and the probability
of exceeding some threshold measured in units of noise power.
It is also assumed that the ratio of peak noise to the average
signal power that would exist in the absence of interference is
constrained to some value by receiver dynamic range.

Estimates are selected for these parameters and expressions
* developed for the standard deviation of the estimators as a

function of measurement time and processing bandwidth. The error
in measurement of peak noise power and threshold nrobability were
examined for different classes of noise distribution and, as
expected, distributions with long "tails" require more measurement
time to achieve a given accuracy. However, the measurement times
involved to achieve satisfactory accuracy would in almost all
cases of interest be considerably smaller than that required to
estimate media channel parameters. This comes about because the
fading is usually much slower than the noise fluctuations of
interest and the essential determinant in estimator variance is
the number of independent samples of the parent population
selected.

1.6 Error Rate Estimation Utilizing Channel Measurements Based
Upon Received Information-Bearing Signal Alone

Section 5 of this report deals with the specification and
analysis of techniques for predicting the error rates for the
fading channels of interest. A variety of techniques are con-
sidered varying in complexity and performance. It is pointed
out in Section 2 that the LOS channel should be analyzed on a
quasi-stationary basis because bad performance occurs only during
deep fades which, by link design, are (hopefully) made to be rare.
It is more meaningful, for channel quality monitoring, to esti-
mate the error rate on a short-term basis due to the observed
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channel strength and frequency selectivity, than to average over
an assumed stationary fading channel because the fading is too
slow to obtain meaningful averages over the time duration of the
fading state. Thus, the results here should be regarded as appli-
cable to the HF, Troposcatter, and Satellite Scintillationchannels although strictly for comparison purposes we have

Whben to he fadn Trpscfattoer, and Steitel DScinSsytil batindit
presented average error rate estimate for the LOS channel also.( When the fading is flat over the typical DCS IDS system bandwidth
of 14 MHz, a very reliable estimate of quasi-stationary error
rate is obtainable by using the measured IT(f,t)12 in an appro-
priate error rate formula. When frequency selectivity is present,
such presence may be determined from measurements of IT(kF,t)1 2 .
However, quasi-stationary error rates cannot be estimated knowing
JT(f,t)j 2 alone.

The error rate estimation techniques conceived and analyzed
are concerned in the main with normal or typical channel condi-
tions in which the modem performance is not determined by exces-
sive multipath spread, excessive Doppler spread, or interference.
As discussed in Section 1.2.1, for conventional diversity combining,
the estimation techniques conceived fall into three categories:

1) Conditional Error Rate Method

2) Threshold Probability Method
3) Formula Method

For in-band diversity modems, only the conditional error rate
method is applicable.

In the case of the conditional error rate estimator, one
general case and two special cases are identified. The general
case is applicable to any fading statistics, diversity combining,
and modem technique provided the noises are statistically inde-
pendent. In order to evaluate the effectiveness of the error
rate estimation techniques, some fading statistics, diversity
c6•1bining, modem, and additive noise statistics must be assumed.
For purposes of analysis, predetection maximal ratio combining,
binary DPSK, complex Gaussian fading and additive noises were
assumed throughout.

One special case studied corresponded to the case of high
SNR where it was possible to amplify the apparent conditional
error rate before averaging by reducing the measured instanta-
neous SNR's and yet recover a good estimate of the true error
rate by reducing the measured amplified error rate by a known

1-45

Downloaded from http://www.everyspec.com



factor. This approximate technique is needed because error
rates are difficult to measure at high SNR's.

The other special case studied is an alternate approach to
reducing the estimation variance at high SNR. However, it is more
restrictive in that it assumes some specific receiver and modem
structure, namely, predetection maximal ratio diversity combining
and incoherent or differentially coherent detection, and it
assumes that any correlation between fading on the diversity
channels may be neglected. In order to obtain error rate esti-
mates for other diversity combining and modem techniques, one
would have to apply theoretical adjustment factors already com-
puted for error rates due to complex Gaussian fading, as discus-
sed in Section 5.

Figure 1.15 presents curves of error probability for binary
DPSK transmission, complex Gaussian fading and additive noise,
and predetection diversity combining with non, dual, and quadruple
diversity. Slow nonselective fading is assumed. Also ploLted is
the standard deviation of the error rate estimate using the con-
ditional error rate method. The standard deviation of the esti-
mator, when the error amplification technique is used, is shown
in dashed lines for non, dual, and quadruple divezsity.

These curves when properly interpreted are applicable to t ie
four channels of interest. First, the product of BT =600 for
these curves, where B is the rms Doppler spread in Hz and T is -he
averaging time in seconds. Thus, the measurement time needed to
achieve the estimator standard deviations will vary with the
channel's Doppler spread. We have presented a table of measure-
ment times for BT= 600 in Figure 1.15, assigning appropriate
Doppler spreads to each channel. As the reader was forewarned,
note the ridiculously long time of 1650 minute- required to
measure the average error rate for a LOS channel.

Some comments are in order with regard to applying Figure 1.15
to the HF channel. The error rate estimator uses estimates of
IT(ft)12 as the basic input. It was assumed that filters were
properly optimized for measurement of IT(f,t)1 2 for each of the
channels. When this was done, it was found that the estimator
standard deviations were very little different for the four
channels of interest, satisfying the presentation of the single
figure. However, bias errors in the estimator were found to be
significant on the HF channel but negligible on the others. Thus,
the accuracy implied by Figure 1.15 cannot be achieved for the
HF channel unless special probing signals are used; otherwise
the biases will genetally be intolerably high.
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Figure 1.15 Error Probability and Standard Deviation of Error
Probability Estimation Using the Conditional Error
Rate Method. Slow, Nonselective Fading; Predetec-
tion Maximal Ratio Combining and DPSK Modulation
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With tHie above provisos and B~T -600, we note that fairly
acourgte me.asurement of error rat:e can be achieved for arbitrary
Cading sut-Atstics on the diveraity channels down to low error

rtmIf Ohw ertror amplification t~echni1.que is used when OR'
becoini' Large. When the diversity becomnes very large, however,
low orror rates can be. achieved at low SNR's where the error
ampl~ification technique would not be applicable. in such a case,
if no assumptionsi are to be made about fading statistics, there
is no recourse but averaging longer to obtain the desired reduc-
t~ion in eactiak.tor variance. However, if too long a measurement
time is used, channel nonstationarities will begin to have effect
and the calculations in Figure 1.15 would have to be usedwith care
since. they asknuied stationary channel fluctuations. Keeping the
above cautions in mind, we note, that error standard deviations of
1/6 the desired error rate can be achieved for quadruple diversiLy,
1/10 for dual diversivy, and less for nondiversity.

The threshold method is applicable to general fading statis-
tics but: assumes high SNR as in the error amplification approach.
Tts performance is close to -that provided by the error amplifica-'
tion technique shown in Figure 1.15 and, thus, was not plotted.

The formiula appr-oach assurnes the exi.stence o-' a formula
leat.ing, average error rate to channel parameters and. statistics.

,\[out t~he only formulas of a general nature that may be derived
are those for complex Gaussian fading statistics. Complete speci-
ficat~ion of such statistics Is possible via the complex correlation
mat~rix of the complex time-vearying gains defining the diversity
channel fading. Rowever, su.,:h a general matrix cannot be measured
using the received ~-omt ion- bearing signal alone as a probing
signal. In one particular case of interest, dual diversity and
inc oherent or dii5ferentia I )y coherent detection, only the magni-
tude 0of the correlation coefficient I~s needed and this can be
e~stimated by operat~ing on the received signal alone. However,
only relatively high correlations cause significant degradations
and, as we have sec~n, it is difficult to measure correlation
coefficients when chey are high. Thus, the formula approach
would seemi t~o be most useful when statistical dependencies of
the fadling on diversity channels way be ignored and when the
fading statistics are known. In such a case, they provide the
simplest and most accurate estimation technique.

In the case of modems employing in-band diversity, only the
conditional error rate method applies for channel measurei-,ent.
Rewever., the measurement of PrTM (f~t)I2df Is used as Input instead

of T M(f't)02  mii1,2,... 1M. We have not carried out specific
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evaluations for such modems. However, we note that such modems
are equivalent to a conventional modem operating at a sufficiently
high order of diversity and, thus, our general comments centering
on Figure 1.15 apply here, with the exception that the error
amplification technique is not rigorously applicable. If one is
willing to define and measure the "equivalent in-band diversity"
then all the techniques discussed above may be applied. In lieu
of this heuristic approach, the only general technique to use is
the Conditional Error Rate Method.

Some consideration was given to error rate prediction for an
FDM-FM system including irreducible error rate due to multipath.
A formula approach may be used based upon prior work of Bello
[1.12] [1.18] which provided error rates as a function of SNR and

rmns multipath spread assuming complex Gaussian fading and indepen-
dent diversity channels. Calculations were carried out for the
troposcatter channel.

The estimation of short-term error rate can be quite useful
in distinguishing error bursts due to the channel from those due
to an intermittent receiver fault. Consideration was given to
the effectiveness of measurement of short-term error rate using
a small averaging time with the conditional error rate method.
Except for the Ff channel, the calculations show that the rms
value of the difference between a short-term error rate estimate
(via the conditional error rate method) and a true counted error
rate over the same averaging time interval, will be small com-
pared to the average error rate for averaging time intervals of
the order of the fading time constant of the channel and for
average error rates down to 10-6. Thus, burst error rates ex-
ceeding the average error rate of the channel will be easily
identifiable.

1.7 Measurement Techniques Using Special Probing Signals

The use of special probing signals for channel measurements
is discussed in Section 6. It is pointed out that the coherent
processing possible with such techniques allows data noise and
additive noise to be very much smaller than for the estimators
discussed above which use the received information-bearing signal
alone as the source of channel information. As a result, one may
be generous in allowing more noise through to essentially remove
distortion effects.
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Both in-service and out-of-service probing is considered.
For out-of-service probing, the output SNR's of all good system
function estimators are related to the input SNR by

Pin 
(1.17)Pout S • (.7

where S, called the spread factor of the channel, is defined by

S B tot Ltot

where Btat is the total Doppler spread and Ltot is the total
multipat spread of the channel. For all the channels of interest

S <«< 1 (1.19)

It follows that excellent measurement accuracy is possible for the
system functions of the channel [e.g., for T(f,t)l with out-of-
service probing because the communication system is designed so
that Pin>> . Thus, the channel parameters of the HF channel
(e.g., B) can be measured very well with out-of-service probing
although they could only be measured very poorly when the received
data signal was the probe.

In-service probing is clearly preferable to out-of-service
probing. Various methods of in-service probing are examined
depending on how the data signal and probing signal are combined.
The most practical arrangements are those that do not require
special formatting of the data signal. In this connection, the
transmission of a wideband probing signal in the same band as the
data is an interesting possibility.

An examination of this type of probing revealed that it was
feasible for the LOS, Troposcatter, and Satellite Ionospheric
Scintillation channels but questionable for the HF channel. The
probing signal must be set low enough not to interfere with the
data but not so low that the data noise appearing at the channel
measuring equipment output is intolerable. It is shown that if
a data/prober SNR of pP and a measurement output SNR of pMD due
to data noise is desire , then the spread factor of the channel
must satisfy the inequality
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S (1.20)S~PMD PDP

Typical values that might be selected are

PMD = PDP = 100 (1.21)

which leads to S 10-4. But the hF channel with Doppler spreads
of 1- 2 Hz and multipath spreads of 1 -2 ms has S lying in the
range 10- 3 < S< 4 x 10" 3 . This implies that PMD"= Pap cannot exceed
12 to 15 dB or, alternatively, if PDP is set at 2 dB, then pMD
would vary from 4 to 10 dB.

We now review the practical system function measurement
possibilities for each of the channels of interest. First, as
we have just pointed out, the HF channel is not a good candidate
for wideband in-band in-service probing. However, because of the
use of SSB with multiple subcarriers, it is easy to insert a pilot
tone at the band edge (in fact, an unmodulated tone is usually
transmitted for AFC). This would allow the measurement of the
transfer function at one frequency. If the transfer function is
desired at more than one frequency, additional tones would have
to be transmitted, reducing channel capacity.

In the other channels, transmitted signals are constant
envelope and nonlinear essentially hardlimiting amplifiers are
used at certain points in the transmitter. An analysis of the
output of a hard limiter containing a probing signal plus a con-
stant envelope data signal reveals that if the probing signal is
20 - 30 dB below the data signal, the limiter output will contain
the desired probing signal suppressed by 6 dB. Only one other
spurious output component would be of sufficient size to offset
channel measurement, but it is shown that as long as the data
signal remains wideband when its modulation index is doubled,
this spurious component may be neglected. It follows that either
PN or parallel tone in-band probing is feasible for LOS and tropo
channels.

For satellite ionospheric scintillation channels, multipath
is not a factor of importance, and a single low-level tone placed
adjacent to the data signal can be used to characterize the
channel.
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The error rate estimation techniques discussed in Section
1.6 based upon processing estimated values of the squared
magnitude of the channel transfer function may obviously be used
when the actual complex transfer function or impulse response is
known. Moreoever, the bias errors which were especially trouble-
some for HF channels will vanish and variances of the estimation
errors will reduce. The latter reduction will not be so dramatic
as the reduction of biases because the unaveraged channel fluc-
tuations represent the major source of estimation error variance.

An important benefit of the use of special probing signals
comes from the ability to measure the delay power spectrum Q(Q)
which was shown to be necessary for estimating the irreducible
error probability produced by excessive multipath in troposcatter
modems.

With regard to LOS modems, measurement of the complex trans-
fer function at three frequencies will allow construction of
a quadratically frequency-selective model and, from this model,
an estimation of "instantaneous" error rates including the effect
of selective fading.

1.8 Conclusions

As a result of the stidy summarized above, the following
conclusions have been reached:

* The MQU as conceived in this study has the potential
for estimating the error rate for a normally functioning
receiver and, by comparison with a PMU output, of allow-
ing the determination of receiver degradation trends.
Also, it has the potential for distinguishing between
three basic causes of outages: interference, excessive
multipath and/or Doppler spread, or receiver failure.

* The use of the received information-bearing signal alone
as a source of channel information (called data signal
probing) for the MQU is effective for the LOS, Tropo-
scatter, and Satellite Ionospheric Scintillation chan-
nels, but only minimally for the HF channel. Accurate
estimates of error rates for the LOS channel in the
presence of fi .quency-selective fading and for the
troposcatter channel in the presence of excessive
multipath spread cannot be obtained with data signal
probing. However, the presence of these disturbing
conditions may at least be detected. Reliable error
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rate estimates for a normally functioning receiver can
be obtained fc' the typical situation where the perfor-
mance is not ilndted by time- or frequency-selective
distortion.

* The use of spcial probing signals allows the MQU to
estimate time-varying error rates for the LOS channel
in the presence of frequency-selective fading and the
troposcatter channel in the presence of excessive
multipath spread. Error rate estimation for the HF
channel also becomes possible.

* The MQU should pick off its input signals as close as
possible to the receiving antennas.

* A special wideband probing signal may be transmitted in
the same band as the data signal if its strength is
selected correctly for the LOS, Troposcatter and Satellite
channels, but not for the HF channel. In the latter case
only noninterfering tones seem feasible for probing
signals. For the LOS channel it appears sufficient to
transmit three tones in a 14-MHz band to measure para-
meters needed to calculate error rate.

* With regard to implementation, only the basic system
function measurement (squared-magnitude transfer
function in the data probing signal case and complex
transfer function or impulse response measurement in
the special probing signal case) need be done with
analog and/or digital hardware. All the rest of the
computations can be handled with a typical current
minicomputer having hardware multiply/divide, such asthe Nova or PDP-II.

The Conditional Error Rate method of estimating errorrates is preferred because it provides an adequately
accurate error rate estimate with no detailed assump-
tions made about the fading statistics.
Detection of the presence of a narrowband interference
appears feasible through measurement of the centroid
and rms bandwidth of the received signal and applying
the detection algorithm proposed in this study.
Detection of the presence of an interfering signal
through estimating changes in average power level can
be effecti-'e if the channel is not too nonstationary
and the fading rate fast enough. Calculations for
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troposcatter channels indicate the approach to have some
promise uending the availability of more definitive infor-
mation on nonstationary path loss variations.

SThe measurement of a few noise parameters, e.g., moments,
peak/ave•'age, average, and threshold exceedance probability
can provide remarkably close upper and lower bounds to
error rate in fading channels.

1.9 Recommendations

In view of the positive results arrived at during this study
on the calculated performance of various channel measurement
techniques used in the MQU (e.g., see Figures 1.4, 1.5, 1.15,
and 5.8), the general recommendation is made that detailed design,
development, and testing of experimental models of troposcatter,
LOS, HF, and Ionospheric Scintillation channel MQU's be carried
out with diversity configurations as appropriate. If this recom-
mendation is carried out, the effectiveness of the MQU may be
demonstrated both in classifying sources of degradation into the
three major categories of receiver-caused, propagation-caused,
and interference-caused, and in estimating receiver degradation
trends.

We consider the troposcatter channel first. The recommended
equipment contains the following subsystems and signal processing
operations:

"* media sensor

"* system function estimator
"* multipath spread estimation

"" Doppler spread estimation

"* SNR estimation
"" average error rate estimation for nondegraded receiver

"" short-term estimation for nondegraded receiver
"* interference-presence detection

"* narrowband interference detection

The media sensor picks off signal power at the RF or IF level
and filters it in a narrowband predetection filter (see Figure 1.3).
For the advanced high-speed troposcatter data modems inband diver-
sity would be employed, and error rate estimation with the MQU would
require the media sensor to either examine the short-term power
in narrow bands at several spaced frequencies within the data
signal spectrum or else use a wideband predetection filter (see
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Section 5.6). The latter approach is recommended as being simpler
and probably more effective (p. 5-93). As pointed out in Section
3.2.2, i1t is desirable to select the pickoff location of the media
sensor unit as near to the antenna as reasonable to avoid confusing
front-end-produced degradations with channel-produced degradation.
However, consideration must be given to the possible degradation
in effective noise temperature for the communications receiver
caused by coupling too much energy to the media sensor at low RF
signal levels.

The system function estimator estimates the squared-magnitude
of the time-variant channel transfer function by computing the
short-term power at the output of the narrowband predetection fil-
ter of the media sensor (Figures 1.3, 4.1, and Section 4.1). With
suitable optimization of the time constants of the pre- and post-
detection filters, useful estimates of the channel's squared-
magnitude transfer function can be obtained (e.g., 2% error,
Table 1-3). Hardware implementation of the squaring anti post-
detection filtering is recommended (Section 3.3.1, pp. :-48 and
3-49).

It is recommended that the gross channel parameters of multi-
path spread, Doppler spread, and SNR in addition to average and
short-term error rate estimates be carried out with the aid of a
minicomputer having a hardware multiply/divide. The feasibility
of this type of implementation is discussed in Sections 3.3.3 and
3.3.4. The computer provides the flexibility for changing the
algorithms for channel parameter measurement and error rate esti-
mation to accommodate a wide variety of troposcatter channels,
diversity-combining methods, and modem techniques. It also allows
the comparative testing of competing estimation algorithms such as
the conditional error rate (Section 3.1, pp. 3-2 to 3-7; also
Sections 5.1.2 and 5.1.3), threshold (Section 3.1, pp. 3-9 to
3-11; also Section 5.2), error rate amplification (pp. 3-7 and
3-8), and short-term or burst error rate (Section 5.1.4) measure-
ment techniques.

The detection of the presence of an interfering signal by
measuring a sufficient change in power level and the detection
of a narrowband interference through measuring sufficient changes
in the centroid and rms bandwidth of the received signal are dis-
cussed in detail in Section 4.4 and reviewed in Section 1.4. The
calculation of detection performance shows promise in these detec-
tion methods (see Figures 1.11, 1.12, and 1.13; also Section 4.4).
Thus, it is recommended that these detection techniques be imple-
mented also. Implementation of these interference detectors
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requires the addition to the above hardware and computer of little
more than hardware differentiators for the in-phase and quadrature
components of the received signal (see Figure 3.6 and Section
4.3.3).

To check out the effectiveness of the MQU in categorizing
sources of degradation and estimating receiver degradation trends,
it will be necessary ultimately to have available a digital tropo-
scatter modem and radio. Conventional digital troposcatter modems
not employing in-band diversity are already available, and ad-
vanced modems utilizing in-band diversity should be available in
the near future. However, even in the absence of a modem, the
Rake prober and the troposcatter simulators available at RADC may
be used for checking out channel and interference measurement
functions of the MQU.

In addition tc application to the troposcatter channel, it
has been demonstrated that the MQU concept should be quite useful
in the LOS, Satellite, and HF channels. Our attention haq focused
on the troposcatter channel in detail because of the somewhat
greater complexity of the required MQU. Since LOS links are of
major importance in the DCS, we also summarize below our recom-
mendations for the application of MQU concepts to such links.

For LOS links, the recommended equipment contains the follow-
ing subsystems:

* media sensor

* system function estimator

* short-term error rate estimation
* interference-presence detection
* narrowband interference detection

As has been discussed frequently in this study (p. 1-2,
p. 1-25, p. 1-44, p. 1-45, Section 2.2.2, p. 4-1, p. 5-1), measure-
ment of error rates and channel parameters averaged over the fading,
while meaningful for troposcatter links, are not meaningful for LOS
links. In the latter case, only short-term or quasi-stationary
measurements of error rates and channel parameters is recommended.

It is recommended that two kinds of media sensor/system
function estimator combinations be implemented. First, it is
recommended that the techniques discussed above for use on the
troposcatter channel (pp. 1-54, 1-55) be implemented. These
employ the received data signal alone without special probing
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signals and invoke short-term power spectral estimation in several
frequency bands by analogous hardware to obtain an estimate of the
squared-magnitude of the channel transfer function (Figures 1.3,
4.1, and Section 4.1). Measurement accuracies of 1% are attainable
(see Table 1-3). Such measurements will allow a determination of
the presence and degree of frequency selective fading and, thus,
aid in properly isolating the source of degradation.

The second media sensor/system function estimator combination
that should be implemented involves the use of special probing
signals and the measurement of the complex transfer function
(amplitude and phase). As pointed out in several places (e.g.,
pp. 3-21, 3-22, 5-1), only the complex transfer function allows
the estimation of short term error rates in the presence of fre-
quency selective fading on LOS links. Either low-level multiple
tone or pseudo-noise probing signals should be effective and
allow in-service probing with little disturbance to the data sig-
nal, as discussed in Section 6.2. The final decision will have
to be based upon relative complexity and cost and should be part
of the design study.

The detection of the presence of an interfering signal and
of a narrowband interference should be implemeuted as discussed
above for the troposcatter channel (paragraph beginning on the
bottom of p. 1-55).

It is recommended that a minicomputer be used for short term
error rate estimation based upon the measured complex transfer
function characteristics obtained from the media sensor/system
function estimator hardware. This will provide the flexibility
for evaluating different error rate estimation algorithms with
different LOS modems.
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SECTION 2

CHANNEL MODELING

The major objective of this program is the development and
comparative analysis of concepts for determining the quality of
certain radio transmission media for digital data transmission.
As has been discussed in Section 1, such media quality units
(MQU's) show great potential for determining the existence of
degradation trends, outages and performance margins caused by
equipment malfunction while at the same time preventing propa-
gation media induced performance loss from being interpreted as
equipment malfunction.

An MQU should estimate continually in real time the error
rate performance that is achievable with the given channel con-
ditions if the radio receiver, diversity combiner, and riodem
were perfectly functioning. For meaningful MQU concept:, to be
developed, relationships must be established between error rates
for various classes of modems and the time-variant dispersive
characteristics of the propagation media of interest, w:ith pro-
per regard being taken for the additive disturoances on the
channel.

This section of the report is concerned with model-ng the
characteristics of the radio channels of interest (HF, -ropo-
scatter, LOS, satellite ionospheric scintillation) so that the
relationships between important channel parameters and digital
modem performance discussed in subsequent sections are made
evident.

The discussion is general at first, and then proceeds to a
discussion of specific channels. Thus, Section 2.1 discusses
the system function characterization of radio channels, including
"instantaneous" input-output relationships, channel correlation
functions, gross channel parameters, and statistics. Section 2.2
focuses attention on the specific channels of interest: HF,
troposcatter, line-of-sight radio relay, and satellite ionospheric
scintillation channels. Both typical and atypical chantel charac-
teristics and advanced digital modem techniques are discussed.
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2.1 System Function Characterization of Random Time-Variant
Channels

The propagation channels of interest here are linear and
their behavior may be described on an "instantaneous" input-output
basis with the aid of system functions, as discussed in Section
2.1.1. Section 2.1.2 introduces channel correlation functions to
provide the simplest second-order statistical description of these
channels on a quasi-stationary basis. Section 2.1.3 summarizes
various statistical channel models that have been useful plus the
minimal kind of statistical information needed for performance
estimation at high SNR. Section 2.1.4 discusses two basic canonic
models that will be used in defining essential parameters char-
acterizing the radio channels of interest.

2.1.1 System Functions

There exists a variety of system functions for characterizing
the input-output behavior of linear time-varying systems. The
most general discussion of these system functions and their rela-
tionships has been presented in [2.1]. For the purposes of the
present brief discussion, it is sufficient to confine attention
to the time-variant transfer function T(f,t) and the time-variant
impulse response g(t,i). For simplicity of presentation, we shall
use complex envelope representation throughout. Thus, the input
signal would be represented by the complex signal z(t). The real
signal would be a narrowband process with envelope lz(t)l and with
phase 4 z(t) measured with respect to carrier phase 2fff 0 t, where
f is the carrier frequency.

In complex notation, the input-output relationships corres-
ponding to the use of T(f,t), g(t,ý) are

w(t) = Z(f) T(ft) ej2 'ft df (2.1)

w(t) = z(t - ) g(t,ý) dý (2.2)

where w(t) is the output signal (complex) and Z(f) is the spectrum
of z(t).

The transfer function T(f,t) and impulse response g(t,ý) are
Fourier transform pairs,
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c 2yrf (2.3)

g (,• L ' ,'T f~t ed2 ITf 4 df1 (2.4)

It is , ,.,t I i y seen tlimt. the time- variant transfe7r function
C1i tile f :•.quon%,', f (actualLy f Hz away from carrier Frequency fo)
is )•tt cquial. to the complex modui.ation observed on a received
RY! (2• i,,.,r t:clAUUt: ted at fo0+ V Hz. Thus, the time-varying enve-
lope of re,'clved carrier is IT(f,t)l and Hi-. time-varying
phase of chl ` iv'cei-.ed cuarrier measured witn respect to the input
car,"der p1s.as, is 4 r(f,t).

Whl. 1 g(t: ! ) may he dec ribed formal ly as the response at
tiute t O an Impulse input at t-P,, it is helpful in modelin:g
radio chminnels to regard g(t,$) ai the differential complex time-
varying gain ,ass••~iated with path delays in the delay interval
(•,.'i in a differencial tapped delay line interpretation of
(2.2).

With HIhe u';e of de&it:a functiions, the integ-'a.I. formulations
above inc olude as a spec a case the ideali:zed radio channel con-
sisting of a f1Ul.te nwumber V° of discrete paths, i.e.,

g(t-,tj L• C Gk(0:) 6(Q- k) (2.5)k'k

for kohich (.2.2) Jin:d (2.,3) become

w(Lt - G, (t( ) 7z(t - k)(2.6)

W(f) - G(t) ei 2 ,ftk (2.7)

The tapped delay line interpretation it g(Lt, ) is particularly
evident: in (2.5) through (2.7).

Thc discrete model i.s particu I lar ly us 1uL I in modelling the
Hi,', LWS radio relay, ancd satl ltte ionospheric scintillatlon
channels. The inL,-:gra foatmulation is appropr ate for scatter
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channels, such as the troposcatter link and scatter portions of the

line-of-sight and surface scatter channels.

2.1.2 lation Functions

While the fiui.,aations in radio channels are due to non-
stationary statistical phenomena, on a short enough time scale
and for small enough bandwidths the fluctuations in time and
frequency can be approximately characterized as statistically
stationary. For want of a better word, this approximate station-
arity is called quasi-stationarity. A mathematical basis for
defining quasi-stationary radio channels is presented by Bello
in [2.2].

When the time-variant transfer 'nction is idealized to have
stationary fluctuations in time and frequency, the channel is
said to be [2.2] wide-sense-stationary-uncorrelated-scattering
(WSSUS). For the WSSUS channel

T*(f,t)T(f+4,t+r) =R(,r) (2.8)

i.e., the cross-correlation function between the complex envelopes
of received carriers transmitted 0 Hz apart is dependent only on
the frequency separation 0 and time lag r. The function R(Q,r)
is called the time-frequency correlation function.

Because of the Fourier transform relationship between T(f,t)
and g(t,4), one may show that (2.7) implies

g*(t,•)g(t+T'n) = ~,)6 (?1- •(2.9)

where 6(.) is the unit impulse function and Q(T~,•) is the Fourie=.
transform of R(n,r) on the r? variable. Q(T,ý) has been called
the tap gain correlation function because it is proportional to
the autocorrelation function of the fluctuations in the complex
tap gain at delay t, in the differential tapped delay line model
interpretation of Eq. (2.2). Equation (2.9) implies that the
fluctuations of the complex gains at different positions on the
delay line are uncorrelated, which is the reason for the US in
WSSUS.
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The power spectrum of the complex gain fluctuations at a
given tap delay ý is proportional to the Fourier transform of
Q(r,ý) with respect to r. This power spectrum, S(Q,v),has been
cal.led the scattering function. It is given by

S(Q,v) - I Q(r,ý) ej2fr (1r7 (2.10)

The scattering function exhibits directly the delay and Doppler
spreading characteristics of the channel.

To make practical. use of the WSSUS model, the functions R(CO,r),
Q(r,$), and S(Q,v) must be regarded as "mildly" dependent on both
time origin and carrier frequency, as discussed in [2.11.

A cruder but frequently adequate description of the average
fading dispersive properties of the WSSUS channel are provided by
the delay and Doppler power spectra Q(Q), P(v) and their trans-
forms, the frequency and time autocorrelation functions q(Q),
p(T), respectively. The latter are defined as

q(0) = R(Q, 0) (2.11)

p(T) = R(O,') (2.12)

q(n) is the complex cross-correlation coefficient between two
received carriers as a function of their frequency separation.

When the frequency separation is such that the cross-
correlation function q(P) is very near the maximum value q(O) for
all 1I1 <Wcg , it is clear that all transmitted frequency com-
ponents within a band of frequencies of width less then W oh will
be received fluctuating in a highly correlated fashion. for this
reason, Wcoh is called the coherence bandwidth.

The time correlation function p(T) is the autocorrelation
function of the complex envelope of a received carrier. Clearly,
one may define a coherence duration parameter Tcoh in terms of
p(r) in the same way as Wcoh is defined in terms of q(O2).
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The gross channel parameters W h and T c are particularly
useful in predicting the onset of frequency ana time-selective
distortion when the WSSUS channel contains no discrete paths.
Then both q(C2) and p(r) drop to zero as fl, T- , and pulses with
bandwidths greater than W coh or time durations greater than T _oh
will suffer ever-increasing amounts of distortion. When there
are discrete paths, q(Q) and p(r) can approach nonzero constants
as 0, r-. If a single discrete path is sufficiently strong,
increasing the pulse width beyond T oh or the bandwidth beyond
Wcoh may produce only a small amoun• of additional distortion.
Of course, if the specular component is very strong, W oh
T oh may equal if they are defined as values of C2 and r for
which q(0) and p(r) drop to a specific fraction of q(O) and p(O),
respectively.

The Fourier transform of the frequency correlation function
q(0) is the delay power spectrum Q(Q) which can be expressed in
the following forms:

Q(Q) = Q(0,,) f S(Q,v) dv (2.13)

This function is proportional to the intensity of the complex tap
gain at delay ý in a differential tapped delay line model of the
channel. One may define a multipath or delay spread parameter
as the "width" of Q(Q) where width is defined in some convenient
fashion.

Two measures of width that occur frequently in applications
are "1total" and "'rms", The total delay spread, L , is meant
to define the extent of Q(Qj) for values of Q whert°&(•) is signi-
ficantly different from zero (e.g., 40 dB down from the maximum
value of Q(Q)). The utility of Ltot is that it defines the width
of g(t,ý) vs. ý. Then, by Nyquist's sampling theorem, the trans-
fer function T(f,t) vs. f must be samplod at least at a sampling
"rate" of I/Ltot samples/Hz to allow reconstruction of T(f,t).

"Ihe rms delay spread, L , is defined as twice the standard
deviation of Q(Q) when it hasPeen normalized to unit area and
regarded as a probability distribution. This parameter may be
shown to control the degree of frequency selectivity in a band-
width which is some small multiple of the coherence bandwidth [2.1].
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The Fourier transform of the time correlation function p(r)

is the Doppler power spectrum P(v), which is the power spectrum
of a received carrier. This spectrum may be expressed as an
integration over S(Q,)

P(v) = S,v) dý (2.14)

The "total" Doppler spread, Btot, and rms Doppler spread, Brm,
parameters are defined analogous to L and L respectively,
and have analogous utilities, tot

When the product of the coherence bandwidth and time duration
Wioh, Tcoh of a channel exceeds the time-bandwidth product of the
signaling elements used in communicating over that channel, both
time and frequency-selective distortion will not be simultaneously
active. Then P(v) and Q(Q) [or, equivalently, p(r) and q(n)j are
sufficient to describe the average multipath and Doppler spreading
characteristics of the channel. In effect, for the class of wave-
forms considered, one may replace the actual scattering function
"S(Q,v) by the simpler scattering function

S0(,V) = P(v)Q(•) (2.15)

without altering the observed average time and frequency selective
distortion on the received signals. For the determination of raw
(uncoded) error rates, it appears that the simplification (2.15)

may be used for the channels of interest in the present study.

The reader should be reminded that to be practically meaning-
ful, the functions S(Q,v), P(v), Q(Q) must be regarded as slowly
varying with time and generally dependent on carrier frequency,
in addition to being dependent upon the physical location and
motion of the terminals of the link.

2.1.3 Statistics

In order to be able to evaluate analytically the performance
of various modulation techniques over a channel, it is necessary
to have more statistical information than the channel cr-relation
functions defined in 2.1.2. Strictly speaking, for an tL. t
statistical characterization one needs multi-dimensional proba-
bility distributions of the system functions. Unfortunately,
these have not been measured and, if they were, they would be
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prohibitively complex to use. Fortunately, however, there are
useful statistical models that may be used in characterizing
radio links. In addition, as will be discussed in Section 3
at high SNR's the error rate behavior is only weakly dependent
on the statistics of the fading and additive noise.

The detailed analytical statistical. models use Gaussian
processes to model channel. fluctuations either directly or in-
directly. The utility of the Gaussian characterization, either
direct or indirect, is that: the statistics can he completely
specified from the correlation functions of the Gaussian processes.

Three very useful models that keep recurriLng are:,

a) The Gaussian WSSUS channel
b) T'he Gaussian discrete WSSUS channel

c) The Gaussian phase-modulation discrete
staionary c~hannel

Model. a) is useful for troposcatter links, model b) for HF link~s
and ionospheric scintillation links, and model c) for LOS links.

The Gau'ý0an WSSUS channel is a WSSLJS channel in wh~ich the
transmission ci: a carrier results in the reception of a narrow-
band process whose in-phase and quadrature components are sta-
tionary Gaussian processes. A special case of this channel,
which is the onfe most often used, is the complex Gaussian [2.2] ,
[2.31 stationary scatter channel in which th~e in-phase and quad-
rature components of a received carrier are of equal strength
and satisfy certain symmetry conditions that- force the average

T(f.,t)T(f +o4t: 4-r) =0 (2.16)

Note that the left side of (2.16) i[s not the time--frequeiicy cor-
relation function because che conjugate sign is missing [c.f.
(2.8)].

One of the characteristics of the complex Gaussian channel
isi that a received carrier has an envelope which has the Ray-
leigh probabilicy density funcýtion. Both theoretical considera-
tions involving the central limit theorem and measurements of
the distribution of recei~ved carrier env(lopes for HF, t~ropc-
spheric scat:ter, and F trongly scintilla.ting satellite channels
frequentlY exhibit the Rayleigh character and in modeling Such
channels it has~ become customary to use the complex Gaussian model.
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The utility of the complex Gaussian model is that the time-
frequency correlation function R(ra,1 ) or, equivwlently, Q(T,4)
or S(Q,,') completely specifies the statistics of the channel and
frequently makes possible the analytic computation of error rates.
In any case, the Gaussian assumption allows the determination of
system performance by hardware or software simulation techniques.

The Gaussian discrete WSSUS channel. has the property that the
fluctuations Gk(t) in (2.6) have Gaussian (possibly nonzero mean)
statistics. The complex Gaussian discrete WSSUS channel is of
interest also, for which the moment property

(Gk-Gk)(Gj-G) G 0 (2.17)

applies.

The Gaussian phase-modulation discrete stationary channel is
a stationary discrete channel in which Gk(t) takes the form

Gk(t) Ak ek (2.18)

where A is constant and W0k(t) is a Gaussian process. Note that:
n general, Gk(t) has a nonzero mean, i.e.,

Gi(t) g Al e (2.1.9)
k K

where Y is the rms value of the phase fluctuation,.

In some applications, a is so large compared to 2f that
(6 is regarded aa uniformly d'stributed, modulo 21T, and 1n-0.

The stationary statistical models described above are con-
veitient idealizations. However, the actual radio channel charac.-
teristics are nonstationary. Thus, in the practical use of these

Sikodels, a quasi-stationary approach must be used with the channel
correlation functions and others defining t:he statistics of the
Gaussian processes, allowed to vary slowly with time, carrier.
frequency and system geometry. From the point )f view of predict-
ing perfcxinance apriorl, ft is clearly desirabl2 to have statis-
tical information on the variation of channel c-)rrelatLion func-
tious or as a minimum the variation of such gross channel
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parameters of multipath and Doppler spread. Surprisingly little
definitive information of this type is available and Section 2.2
summarizes some of this for the channels of interest.

The difficulty of the statistical modeling problem is fur-
ther compounded by the fact that reliable and practical communi-
cation over fading dispersive channels, such as those of inter-
est here, require the use of diversity methods. Conventional
diversity communications involves the transmission of the same
information over more than one channel, preferably fluctuating
independently, and combining the outputs of the channels to
reduce the frequency of deep fades. There are several ways to
physically implement diversity channels and several ways used to
combine channel outputs. The following section discusses
typical diversity methods used for each of the channels of inter-
est. Further discussions of diversity combining are presented
in Section 3 where relationships between error rate and channel
characteristics are discussed.

From a channel modeling point of view, diversity communi-
cations with M channels involves characterizing the joint statis-
tics of M channels having time-variant transfer functions
[Tt(f,t); t-l,2, ... MI. The assumption of complex Gaussian
WSSUS channel statistics allows the complete specification of
performance from channel correlation functions, e.g.,

T*(f,t)T (f+ ,t + ) - Rp(0,r) (2.20)

As pointed out above for the single channel., 'R-1(,r) is only a
quasi-stationary correlation function and long term statistics
of these are needed in performance ptediction.

The difficulties of the statistical modeling and perfor-
mance prediction problem are somewhat mitigated by the following
observations:

1) In most cases of interest the divervi"
channels can be selected to have small cor-
relation, most of the time.

2) Performance evaluations have indicated that
remarkably high correlations between diversity
channels can occur before significant per-
formance loss occurs.
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3) A well designed modem will not usually be
performance-limited by time and frequency
selective fading distortions.

4) Low error rates usually require high SNR's
on fading dispersiw, c'hanne, ls.

5) At high SNR the error rate performaince of a
digital modem is weakly dependent on the
precise statistical characters of the fading
and the additive noise.

Considerable use is made of modeling simplifications arising
from the above observations in the development of concepts for
MQU's in the succeeding sections.

2.1.4 Canonic Models
The finite bandwidth of signals transmitted over the real

channels allows certain discrete representations of the channel
that simplify the representation of received signals. The reader
is referred to [2.11 for the most general development of canonic
model representations for time-variant linear systems. We pre-
sent here only two of the canonic models, the cascade differen-
tiator (or just differentiator) model and the tapped dea_ line
(or just delay line) model.

2.1.4.1 The Differentiator Model
The differentiator model is particularly effective in model-

ing the channel when the degree of frequency selectivity is small
over the bandwidth of the input pulse, i.e., when the pulse band-
width Wmoderatelyexceed Wcoh, the coherent bandwidth of the
medium. Since the period of the highest frequency variation in
T(f,t) vs. f is Wmax =I/Ltot, the cascade differentiator model
is most useful when

W
S-=WLtot << 1 (2.21)

max

where W is the bandwidth of the input signal. A cascade differ-
entiator model is derived in [2.11 by representing T(f,t) as its
Taylor series expansion in f about f-0. The resulting expansion
converges fastest when the time origin is chosen so that the
delay occupancy region is centered at 4-O. For simplicity, we
assume that the spectrum of z(t) is centered at f-0. Vie result-
ing input-output relationship is

w(t) E T1 (t) dnz-t (2.22)
n-0 dtn
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where the time-varying complex gain Tn(t) is given by

Tn (t) - n (_,)ng(t't) dt (2.23)

In practice, only a finite number of terms of the sum in (2.22)
would be used to approximate w(t). A double power series model
involving expansion of T(f,t) in f and t is discussed in [2.1]
and used effectively in Section 4 to determine the effects of
selective fading on an estimator.

Instead of using a finite number of terms in the Taylor ser-
ies expansion of T(f,t) at f-0 to represent T(f,t) for f < W/2,
one may use other approaches for generating polynomial approxi-
mations to T(f,t) for f < W/2. The general form of the input-
output relationship will still be (2.22) although the Tn(t) will
no longer be given by (2.23). Figure 2.1 interprets (2.22) as a
cascade of differentiators with complex time-varying gains applied
after each stage of differentiation. The outputs of the multip-
liers are summed to form the output w(t).

For the stationary scatter channel model, the cross correla-
tion between the complex gains (2.23) becomes

T*(t)T(t) - mn , (•) d( (2.24)
n mn~m .() (.4

In applying (2.24) to the quasi-stationary scatter channel model,
the ensemble auto- and cross-correlation coefficients in (2.24)
must be assumed slowly varying in time (and mildly dependent on
carrier frequency). For the complex Gaussian channel, the com-
plex functions Tn(t) are complex Gaussian processes. Note that
the scatistics of the complex gains are completely determined from
the delay power spectrum Q(t).

When the degree of frequency selectivity is small, the first
few terms in the series (2.23) is a good approximation to the out-
put w(t). Use of the first three terms above irt (2.23) produces a
channel model called the quadratically-selective fading model [2.1]
which should be adequate for computing signal degradation when
the signal bandwidth begins to exceed the coherence bandwidth.
For LOS links, using typical bandwidths for DCS links, the differ-
entiator model should be quite good.
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2.1.4.2 Delay Line Model

The second channel model is the one most commonly used both
for analysis and the basis of channel simulation, the tapped delay
line model. The derivation of this model is based upon the
assumption, as in the differentiator model, that the spectrum of
the input signal complex envelope Z(f) is essentially confined to
a finite bandwidth, say, -W/2 < f < W/2. Then the time-variant
transfer function outside this interval clearly does not affect
the output signal since only the product Z(f)T(f,t) occurs in

w(t) = J, Z(f)T(f,t)eJ 2ffft df (2.25)

One may then replace T(f,t) by aperiodic function in f T(f,t),
which is identical to T(f,t) within -W/2 < f < W/2, where ý > W,
without changing the output complex envelope w(t). However,
since this modified time-variant transfer function is periodic,
it has a Fourier series expansion and its Fourier transform on
the frequency variable, g(t,t), has the discrete representation

g(t,) -- • gk(t)6(• - K/W) (2.26)

where gk(t) are the (time-variable) Fourier coefficients in the
expansion of T(f,t). In [2.1], W was chosen equal to W which
leads to the two equivalent expressions for the kth tap complex
gain

gk(t) = J' sinc [W(t-k/W)]g(t,4) da (2.27)
S~~1W/22kfW

i(t) = (f, t)eJ df (2.28)
-•W/2

where
sinc Wý = sin 'rWL (2.29)

fTW4

Equation (2.26) leads to the input-output representation

w(t) =f Y' gk (t)z(t-k/W) (2.30)
COO

which, as shown in Fig. 2.2, is identical to the output of a
uniformly tapped delay line with taps spaced 1/W seconds apart
and with time variable complex tap "gain" gk(t) applied to the
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tap providing delay k/W. Strictly speaking, the nt-ýiber of taps
is infinite; however, practically speaking, an adequate approxi-
mation may be achieved with a finite number. Fror. (2.27) we see
that for W-W, the kth tap gain is given by sampl,,. at delays
I/W apart of the convolution on the delay variable : of the
impulse -esponse with the function sinc[WýJ. The ...ýc'th of the
former is Ltot. The width of the latter is infinite. strictly
speaking. However, one may choose a value of a suc., that for
Wý1 > /W, sine Wý will be as small as desired. Because sinc[W$1
decreases so slowly with t, a can be a large number for any
reasonable definition of width. The convolution of sinc W: and
g(t,t) will be effectively nonzero for values of ý in an irterval
of duration Ltot+a/W. Since the taps are spaced I/W apart, the
number of taps needed is

N W Ltot + (2.31)

For a stationary scatter channel, it is readily found that
the cross-correlation coefficients between the complex tap gains
is given by

9g (t)g (t) - sine W(ý - k/W) sine 17(4 - t/W) Q(Q) dý

(2.32)

Note that these correlation coefficients can be determined
once the delay power spectrum is specified. When Q(Q) varies
little in a delay interval l/W, we see from (2.32) that

Q(k/W) k

g*(t)g (t) (2.33)

0 k#¶

i.e., the taps become uncorrelated with strengths proportional to
samples of the delay power spectrum.
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In the case of the complex Gaussian quasi-stationary scatter
channel, the {gk} would be complex Gaussian with slowly varying
strengths and correlation coefficients dependent upon the time
variation of Q(•).

2.2 Specific Channel Characteristics

The preceding section has provided a framework within which
the characteristics of specific links of interest may be dis-
cussed. We consider, in order, troposcatter, LOS microwave radio
relay, HF, and satellite links. For each case we present a brief
discussion of the basic radio propagation phenomena, ranges of
system parameters (e.g., path length, power, etc.), channel
characteristics vs. system/propagation parameters, and modem
techniques with error performance peculiarities appropriate to
the link.

2.2.1 Troposcatter Links

The physical basis for communication beyond the horizon at
UHF frequencies is reflection and scattering from inhomogeneities
i, the refractive index structure of the lower atmosphere (tropo-
sphere). Since the refractive index at any point in space is a
function of temperature, pressure, and humridity, meteorological
conditions have a direct influence on troposcatter propagation.

For sizable fractions of an hour the quasi-stationary com-
plex Gaussian WSSUS channel model appears to be a good approxi-
mation and simulators designed on this basis have been found
useful in system design.

Figure 2.3 indicates the geometry associated with a tropo-
scatter link. The antenna beams are aligned along a great circle
path. The intersection of the antenna beams, called the common
volume, limits the region from which scattering takes place. If
the common volume is broken up into small elemental volumes and
the scattering cross section of each volume is specified as
a function of spatial position, one may compute the deiay power
spectrum Q(t) by summing up the power returned from all elemental
volumes yielding the same path delay. This elemental volume is a
thin ellipsoidal shell as indicated in Fig. 2.3. Such calcula-
tions of Q(4) have been presented by Bello [2.4].

Movement of the scattering and reflecting elements within
the common volume will cause Doppler spreading. For example,
moving scatterers approaching the center of the common volume
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produce a positive Doppler shift which decreases to zero as the

center is reached and becomes negative as the scattering element
recedes from tle center of the conmmon volume. Since there are
scattering elements throughout the comnon volume a range of
Doppler shifts or a Doppler spread, is produced.

The scattering cross section per unit volume and thus the
power received is a rapidly decreasing function of the scattering
angle a (Fig. 2.3) which is the angle between the ray from trans-
mitter to scattering volume and the ray from scattering volume
to receiver.

Changes in the mean refractive index with height influence
the pointing of the antenna beams. Such bending of the beams
may be calculated with the aid of ray tracing techniques. From
the geometry of Fig. 2.3 we see that the common volume will
increase or decrease in size as the beams bend upward or down-
ward. As a result there is a tendency for path loss, multipath
spread, and Doppler spread to increase or decrease together as
gross changes in the mean refractive index gradient occur with
atmospheric conditions.

For a given link the Doppler spread can vary over an order
of magnitude or more, due to variations in wind speed and propa-
gation mechanisms within common volume. For a given beamwidth,
the fading rate will generally increase with carrier frequency.
For a 1 GHz carrier frequency and a typical set of link para-
meters, rms Doppler spreads varying from .1 - 2 Hz may be
expected while an increase in operating frequency to 10 GHz will
result in an approximate tenfold increase in this range of Dop-
pler spreads.

There are very few measurements of multipath spread. From
what has been measured,variations in multipath spread appear to
be less severe* varying over a range of around 3 to 1. For path
lengths and parameters of interest the predicted average rms
multipath spread can vary from a very small fraction of a micro-
second for the shorter paths to a substantial fraction of a micro-
second at Lhe longer paths (350 miles).

An abnormal condition known as ducting occurs when there is a
sufficiently strong negative gradient of mean refractive index.
In such a case a guided mode of propagation exists, Doppler and
multipath spread become very small and the received signal be-
comes very strong. We exclude this mode from our general
discussions. 2-19
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Path losses are high for troposcatter communications and
hourly median path loss fluctuations can easily vary by 30
dB or more over a year. Thus, an attempt is made to provide
sufficient power at the higher path losses, to obtain some minimum
average SNR, say, 20 dB, resulting in large swings in hourly
median SNR during a year.

Large transmitter powers (10 kw for the average link) large
antennas (.0 ft. diameter dish for the average link), and diver-
sity recept.Lon (four'.h-order typically for strategic links) are
required. To obtain the required large average powers essen-
tially cw operation is required. The only fomn of diversity
used extensively is space-diversity. Multi-channel radio tele-
phony is carried out by FDM/FM (frequency division multiplex and
frequency modulation). Typically 60 analog voice channels may
be carried by a troposcatter link. Presently, data transmission
takes place through a voice channel slot or for higher data rates,
a whole group (12 channels). This procedure is an inefficient
mode of data transmission both from the utilization of bandwidth
and power, and consideration has been given by DOD to more effic-
ient means of high speed data transmission.

Except for the GRC-143 built by ITT, only experimental
models of high speed TDM modems have been built. These modems
may be classified according to whether the signaling pulses have
been designed to suffer small distortion from the channel or not.
Modems in the former class, with one exception, have been around 1 Mbs
and use incoherent detection techniques. The measured and modeled
performance of a few of these modems is presented in [2.5]. The
exception is a 3 Mbs coherent FSK/PSK modem [2.6]. This modem
uses synchronized time gates to eliminate portions of received
pulses contaminated by intersymbol interference. After the time
gates a maximum likelihood (i.e., minimum probability of error)
demodulator is constructed. The 3 Mbs is achieved by transmit-
ting a one psec pulse having one of four frequencies and one of
two phases. Time gates of 1/2 usec duration are used provided
protection against 1/2 gsec of multipath.

Subsequent to the development of the FSK/PSK modem new
techniques have been proposed which use pulses that can be highly
distorted by the propagation medium. The object of these sys-
tems is to obtain a performance close to that achievable by a
matched filter system where the receiver is matched to the
received distorted pulse and intersymbol interference has been
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made negligible. Thus if a particular received pulse is wt(t),
for the tth diversity channel, the error rate of such a system
at the time of reception would depend upon an energy/bit to noise
power density ratio of*

L2

SEb/N0 E 2 w, (t) dt (2.34)

Assuming the troposcatter channel can be modeled by a tapped
delay line with K independently fading paths one may show* that
approximately

2K ()2

w-(t)l 2 dt K 2 (2.35)
S~k~l

where g..) is the value of the kth complex gain in the tapped
delay line model of the Utý jiversity channel at the t'ine of
reception. Because the (gkt are fluctuating independently the
matched filter output has the same mathematical properties as
the output of a maximal ratio diversity combiner with K paths.
Such diversity has gone by several names: in-band, inherent,
multipath, and implicit diversity. We shall use the terminology
in-band.

There are three modem techniques suggested for achieving
this in-band diversity, one of which has been built and one is
in development. The one which has been conceived and built by
Raytheon involves the transmission of 4 PSK pulses at a duty
cycle of 50% resulting in a 3 dB power loss at the transmitter.
The receiver attempts to set up a filter matched to the trans-
mitted pulse shape and thus achieve the benefits of in-band
diversity.

The one presently under development by Sylvania utilizes
4 PSK transmission 100% duty cycle with an adaptive nonlinear
equalizer. Data rates up to 12.6 Mbps are to be achieved. Some
simulations [2.71 have indicated that this equalizer under some
ideal conditions can yield a performance close to0 the inter-
symbol interference free matched filter receiver.

,
This point is discussed in detail in Section 5.6.

2-21

Downloaded from http://www.everyspec.com



The third approach is the maximum likelihood receiver which
provides the minimum error probability and thus is superior to
the nonlinear equalizer.

Assuming that one or more of these can extract the in-band
diversity, it is clear that the performance of the modem will
vary with the multipath spread since the number of independent
paths is approximately K - WL where W is the bandwidth occupied
and L is the multipath spread of the channel. For sufficiently
small multipath spread the in-band diversity will disappear.
The demodulator would be designed to handle some maximum multi-
path spread as determined from measurements or theoretical pre-
dictions. For multipath spreads exceeding the design value
intersymbol interference will appear causing an "irreducible"
error probability.

Another form of in-band diversity, which we shall call
time diversity, can be achieved on troposcatter links for any
modem by use of coding techniques. This class of techniques has
been studied by CNR [2.8] and CNR is currently under contract
[2.9] to implement and field test such techniques. The basic
concept is one of interleaving bits or blocks of bits to have
the coding constraints spread over a time interval encompassing
several fades. This technique will improve in performance as
the Doppler spread increases but will show no benefit if the
Doppler spread becomes too small.

The advanced modems all use some form of channel measure-
ment. If the Doppler spreads become too large the channel mea-
surements will degrade primarily because of fixed processing
delays in the system. Thus the phase corrections required in
coherent processing will lag, causing an uncorrelated component
of output to appear. This component acts like an effective addi-
tive noise and will result in an irreducible error probability.

Given a properly designed system, excessive multipath and
Doppler spread that cause an irreducible error probability to
dominate performance should be a rare event. However, even in
the usual case where performance is limited by additive noise,
it should be clear that for the in-band and time diversity sys-
tems the error rate will be determined by the amount of multipath
and Doppler spread since these parameters determine the degree
of in-band and time diversity.

2-22

Downloaded from http://www.everyspec.com



2.2.2 LOS Microwave Relay Links

Unlike the troposcatter link, which is always a fading dis-
persive channel, the LOS microwave link acts as a fading disper-
sive channel only a fraction of the time. For a well designed
over-land link the primary source of multipath fading is the
existence of certain meteorological conditions which cause a
sharp negative gradient in refractive index. The most conmmon
meteorological condition producing such negative gradients are
temperature inversions which occur in the evening due to rapid
cooling of the earth's surface from radiation and wind convec-
tion.

Aitalysis of propagation through a layer of sharp negative
refractive index gradient based upon geometric optics reveals
the existence of several ray paths from transmitter to receiver.
Thus the impulse response of such a link corresponds to a dis-
crete multipath model in contrast to the troposcatter link where
a continuum of differential paths exist. While small phase
fluctuations occur on these paths due to atmospheric turbulence,
the major source of phase fluctuations of the paths is due to
the movement of the layer which causes a time-variant change in
the group delay of each multipath component. The relative ampli-
tudes of each path show much less variation than the relative
phases with layer movement.

The most recent calculations of multipath spread as a
function of link parameters have been carried out by CNR (2.10)
for RADC. These calculations generally agree with the limited
amount of measurements available, predicting multipath spreads
of up to a few nanoseconds. The rates of fading are extremely
slow with characteristic time constants measured in minutes.

Under normal nonfading conditions the received SNR's are
very large, e.g., 60 dB in a 14 MHz bandwidth with only 5 watts
transmitter power. Thus only at the bottom of very deep (>40 dB)
fades will the SNR L'/come small enough to produce poor performance.
However at the high Jata rates of interest, 12.6 x 2 n Mbs, this
would involve degradation of a considerable block of data since
such deep fades can last several seconds. Dual space diversity,
usually with selection combining, is used to alleviate the fad-
ing problem.

Because the outages occur only during deep fades and because
such fades occur very slowly by comparison to the data rates of
LAterest, the appropriate media quality estimate of error rate
performance should occur on an "instantaneous" or "frozen channel"
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basis. Averages over fading conditions do not appear meaning-
ful for LOS channels. The achievable error rate performance of
the LOS digital modem should be predicted on an instant-by-
instant basis particularly during the deep fades. Estimation of
error rates during deep fades requires a channel model condi-
tioned on the existence of a fade. While the multipath spread
is small and one would normally expect little frequency selec-
tive fading over a typical DCS 14 MHz bandwidth, the ciegree of
frequency selectivity has been found to be greatly enhanced
during deep fades [2.101. In [2.10], the effect of frequency-
selective fading on signal distortion was analyzed using a
power series channel model. An approximate calculation showed
that small distortion required the satisfaction of the inequality

-L V - << 1 (2.36)ý/ maxa

where vmax is the peak frequency deviation of the transmitted
signal (assumed constant envelope), L is the rms multipath
spread, and a is the fade depth relative to average signal
strength in the absence of fading. Large distortion is defined
by the equality

iTL
UmaV L = 1 (2.37)

max

Note that the rms multipath spread and the fade level a
occur as the ratio L/a so that the deeper the fading, the smaller
the tolerable multipath spread for a given level of signal dis-
tortion. To choose a typical example, assume an rms multipath
spread of L=2 nanoseconds, Vmax - 5 MHz. Then it is found that
intolerable distortion occurs at a level of a corresponding to
a 33 dB fade, or lower. An rms multipath spread of I nanosecond
corresponds to excessive distortion occurring at a 39 dB fade,
or lower. Alternatively, one may say that the rms multipath
spread must be much less than 2 and I nanosecond to cause neg-
ligible distortion at a 33 and 39 dB fade, respectively.

Frequency-division-multiplex (FDM) followed by frequency
modulation (FM) has been used universally for voice transmission
on military links. Data transmission at the present time would
have to take place either by using channels prior to the FDM or
else by by-passing the FDM and placing high speed baseband data
into the frequency modulator. The latter technique was inves-
tigated recently [2.30] by the Defense Communication Agency. A
12.6 Mbps three-level partial-response digital baseband signal
was used with frequency deviation adjusted to make the radiated
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signal occupy a 99% power bandwidth of 14 MHz. Research and
development work is contemplated by the USAF to produce experi-
mental models of LOS modems which can achieve data rates at
multiples of the 99% bandwidth occupancy. CNR, Inc. recently
completed a study [2.10] involved with devising and evaluating
such techniques for DCS links.

No consideration has been given yet to counteracting the
affects of frequency selective fading with modem design, so
that, as a minimum, channel quality monitoring should provide
knowledge of the presence of excessive frequency selective fading.
For the more typical case of flat fading an essentially con-
tinuous estimate of error rate should be sufficient.

2.2.3 HF Links
toThe nominal frequency range quoted for HF communications is

3 to 30 MHz. Long distance communication takes place in this
frequency range via the mechanism of continuous refracLive bend-

* ing of the transmitted wave as it passes obliquely through
ionized regions in the upper atmosphere.

The earth is surrounded by ionized regions which are
approximately arranged in layers at different heights and with
different approximate thicknesses. These heights and thick-
nesses are dependent mostly on ultraviolet and soft x-ray solar
radiation and thus the pattern of their distributic-n and degree
of ionization change daily, seasonally, and in response to the
eleven-year sunspot cycle. The layer of most importance to long
range communication is the F layer which is the most highly
ionized and highly variable lyer located from 240 - 400 km

r height. The lowest layer, D, located from 60 -80 km is respon-sible for most of the absorption of transmitted electromagnetic
S• energy by the ionosphere. In addition to these layers unusual

regions of high ionization occur near the polar caps where
auroras exists.

The refractive index of an ionospheric layer is less than
unity, decreases as the electron density increases, and increases
as the transmission frequency increases. This causes an electro-
magnetic wave leaving the earth at some take-off angle (angle
with respect to horizontal) to be continually refracted towards
the earth as it traverses regions of continually lower refractive
index (higher electron density). If the refractive index drops
low enough the wave will return to the earth, providing the
mechanism for HF communications. As pointed out, the refractive
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index increases with increasing frequency. If the frequency of
the transmitted wave is too high, the refractive index will be
prevented from dropping to a sufficiently low value to allow
the wave to return to earth. This maximum critical frequency
of return is a function of take-off angle, decreasing as the
take-off angle increases. The frequency above which waves are
not refracted back to earth for a particular HF link is called
the MUF (maximum usable frequency) of that link.

The following types of ray paths are discussed repeatedly
in HF propagation,

1) High-angle and low-angle rays

2) Ordinary and extra-ordinary rays.

For a given path length and ionospheric layer and operation
below the MUF it may be shown that two ray paths with different
take-off angles exist connecting the transmitter and receiver.
The lower ray path is called the low-angle ray and the upper
ray path is called the high-angle or Pederson ray. When the
operating frequency approaches the MUF the high and low angle
rays merge. Above the MUF (assuming a single layer) no ray
path exists at the given path length. The path length for
which the operating frequency is the MUF is called the "skip"
distance. At path lengths smaller than this no communication
is possible by refraction from the layer at the same operating
frequency.

The magnetic field of the earth introduces anisotropy into
the ionosphere which causes each ray path to split into two
magneto-ionic paths called the ordinary and extra-ordinary
rays. Thus in general it is possible for a layer to have four
ray paths connecting transmitter and receiver, i.e., ordinary
and extra-ordinary, upper and lower rays. The two magneto-
ionic waves corresponding to a transmitted linearly polarized
wave have oppositely rotating circular polarization. Iono-
spheric absorption will cause the amplitudes of the magneto-
ionic components to differ, producing elliptical polarization.
In addition changes in the ionosphere will affect the magneto.-
ionic components differently causing the axis of the polariza-
tion ellipse to change, producing fading in a linearly polar-
ized receiving antenna.
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A lower limit on useful transmission frequency, called
LUF, also exists due to D layer absorption and atmospheric
noise, both of which increase as frequency is reduced. Both the
MUF and LUF vary hourly in a more or less systematic way, some-
times requiring more than one change of operating frequency
during the day to maintain adequate quality of communication.

Because of the large wavelengths at HF, narrow beam widths
require large physical structures and are not economical. Thus
at HF most transmitting antennas transmit rays at many differ-
ent take-off angles (200 - 300 beamwidth typically) and receiv-
ing antennas correspondingly will receive waves coming in at a
range of angles. This fact, coupled with the possible existence
of several refracting layers and multiple reflections between
layers and ground, produce a number of simultaneous paths between
transmitter and receiver having different time delays. More-
over, under the influence of the sun, the intensity of ioniza-
tion of these layers changes with time causing the electrical
lengths of these paths to be time-variant and producing fading
in the combined signal at the receiver. By operating close to
the MUF it is possible to prevent many paths from reaching the
receiver. However, since the MUF varies with time and not in an
entirely predictable way, there is the danger Lhat the transmis-
sion frequency may exceed the MUF for some period, causing com-
plete interruption of communications.

The multipath spread varies with path distance, operating
frequency, time of day, season, and sunspot number. R.K. Salaman
[2.11] has derived (from both ray-path theory and erperiments)
a family of curves that allow one to estimate the mu'lipath
spread as a function of operating frequency (relative to thti MUF)
and path length. All paths which are 30 dB smaller than the
strongest path are neglected in the calculation and he claims to
have included the variations due to time of day and season (no
mention is made of sunspot numbers). From Salaman's curves it
may be seen that at a path length of 2000 kilometers and an
operating frequency of .83 MUF, the multipath spread will be .5
Ms. The maximum multipath spread of approximately 3.5 ins occurs
at around .42 MUF for a path length of 2000 Km. For path lengths
exceeding 600 km the multipath spread is less than 6 ms.

The dual of Salaman's curves have not been obtained for Dop-
pler spread although a start has been made by Pickering [2.12].
Reported fading rates show sharp differences between transauroral
paths and others, the former usually being an order of magnitude
higher.
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It may be of interest to examine Fig. 2.4 which presents
one of the only probability distributions of measured rms Dop-
pler spread that we have been able to find. This was undertaken
by Stanford Research Institute for the U.S. Army as part of an
experimental research program on HF channels. Power spectra were
derived from measurements [2.13] made on a mid-latitude 4100 km
path and a 5050 km transauroral path at 7.366 Mcs for four months
(February, March, June, November 1964). They noted that the
Doppler spread in June was around twice that of the other months.
Most of this increased spread was attributed to the existence of
many more propagation modes in that month due to the greater
level of ionization remaining in the F region during the night
in June. In particular for the other three months 7.366 was near
the MUF while in June it was not. The multipath spread increases
as the operating frequency becomes a smaller fraction of the MUF.
Evidently the Doppler spread increases also. Figure 2.5 presents
measured rms Doppler spread as a function of ionogram-measured
time-spread for the mid-latitude path. A definite trend is
exhibited. For wild guesses (these seem to be the only ones
available) one may use multipath spread from Salaman's curves
and the straight line trend of Fig. 2.5 to predict Doppler spread.
r'rom this trend one might estimate an rms spread in Hz equal to
the rms multipath spread in ms.

The complex Gaussian model has been found useful in model-
ing the amplitude and phase fluctuations of received carriers.
Measurements of the amplitude distributions of individual paths
do not always show the Rayleigh distribution characteristic of
zero-mean complex Gaussian fluctuations but rather the Ricean
distribution characteristic of non-zero-mean complex Gaussian
fluctuations [2.14].

Three types of noise are of importance on HF links, atmos-
pheric noise, man-made noise, and cosmic (or galactic) noise.

Cosmic noise has the characteristics of thermal noise, i.e.,
Gaussian noise essentially flat over a receiver bandwidth.
However since it traverses the ionosphere it may be subjected to
fading by the ionosphere. From the point of view of worst case
performance calculations it appears sufficient to model cosmic
noise as white Gaussian noise.

The term "atmospheric noise" has been employed with some-
what different meanings in the literature depending upon the
point in the receiver at which it is measured. However, no

2-28

Downloaded from http://www.everyspec.com



lU PUN[N,"(LJ III
01 0).! . ' 0.4 0 ' Ob 0.( 041 0.9 1.0 1.1 I.;' 1.3 1 I .6 1. 1.8.

<30

0"W • F'r. MONMOUTH (UPPER SCALE)

0 A-S' THUILE (LOWEiR SCALL::)

< 30 -

I)
9J 50

"Iq"
C, -(-

I..

-~J
0.

U 90 -
U)
o 9,5-

L--

FREQUENCY SPRFAD (2Cr X ~- cp~

Figure 2.4 Distributions of Fort Monmouth-and Thule-to-Palo
FAlto Path Frequency Spread on Normal Probability
Scale

2-29

Downloaded from http://www.everyspec.com



1.0

b•

Uj

0, JUNE

0.,,, ,.,.- "tN 0 V..(TM c)•

a. 0.4

wj 0.2 .

0 01 0.2 0.6 0.4 0.5
TIME -PREAD- msec-

Figure 2.5 Frequency Spread a3 a Function of Ionograim-Measured
Time Spread-Fort Monmouth-to-Palo Alto Path

2-30

Downloaded from http://www.everyspec.com



ambiguity exists as to the source of atmospheric noise, namely
lightning discharges. These discharges occur randomly in time
and geographical location and propagate over long distance via

* ionospheric reflection. The collective nature of these discharges
is such as to produce random pulses of electromagnetic field at a
given receiving antenna. These pulses are of the "low pass"
type, i.e., their perceptible spectrum extends from very low fre-
quencies up to around 30 Mc/s. Thus it is not meaningful to
talk about either the phase or envelope of the received atmos-
pheric voltage in a hypothetical infinite bandwidth receiving
antenna. However, antenna bandwidths are finite, and, more to
the point, the filters used to detect HF digital signals are
narrow band filters centered in the HF band. Thus in determin-
ing error rates for digital systems used over the HF ionospheric
medium, one must deal with an interfering noise at the detector
output which is the result of exciting a narrow band filter with
randomly occurring "low pass" pulses having random amplitudes and
shapes.

Measurements of atmospheric noise have dealt almost exclus-
ively with the envelope at the output of a narrow band filter.
An extensive series of such measurements carried out on a world-
wide basis and over a wide frequency range has 'een accomplished
by the National Bureau of Standards [2.15]. These measurements
include both noise power and probability distributions. Although
measurements were performed for a 200 c/s bandwidth, correction
curves are given to allow conversion of the results to other
bandwidths. It has been found [2.15] that the probability dis-
tribution of the envelope is close to the Rayleigh distribution
only for the small-noise high-probability levels. However, In
the high-level low-probability region there is marked departure
from Rayleigh, the measured distribution having a much longer
"tail." Such a distribution might have been expected apriori,
the small noise levels being caused by the overlapping of a
large number of low level atmospheric discharges and the large
noise levels by much fewer distinct atmospheric "spikes" extend-
ing above the ambient noise level.

It has been found [2.16], [2.17] that the peak values of the
large atmospheric noise spikes have a probability distribution
which conforms rather well with the log-normal distribution.
This fact, no doubt, is the reason why the tail of the log-
normal distribution fits closely with the tail of the measured
envelope probability distributions, as pointed out In [2.18].
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For signal-to-noise ratios of practical interest it is primarily
the spikes of noise that cause errors and thus it is primarily
the tail of the noise probability distribution that is of inter-
est. Consequently, as far as error rate computation is concerned,
it appears reisonable to assume that the envelope Aetected noise
distribution in the receivers to be analyzed can-be approximated

Sby a log-normal distribution, which has the same "tail" as the
true measured probability distribution. Unfortunately, for an
arbitrary receiver to be analyzed, the narrow band filterE do not
necessarily have the same transfer function or bandwidth as the
200 c/s filter used for noise measurements by NBS. Although NBS
gives curves which allow one to take account of a change in band-
width on the envelope probability distribution, no curves are
given to allow one to determine the effect of a change in filter
shape. It is necessary to make the assumption that the NBS
envelope distribution curves apply to arbitrary receiver filters
for lack of the correct measured distributions. However, this
assumption is not likely to make final answers less useful for
performance prediction than if the correct measured distribu-
tions were available since the random variations of measured
distributions at a given geographic location and in a given time
block will probably introduce sufficient unavoidable prediction
error to obscure the foregoing approximation error.

The wide number of different sources for man-made noise and
interference make it unlikely that any simple probability distri-bution will be meaningful. Thus in evaluating the effects of
man-made noise a wide variety of possible distributions should
be considered, ranging from Gaussian noise to impulse noise and

including interfering communication signals.

The transmission of high speed, highly reliable digital
data in a voice bandwidth is difficult because of the multipath
spread (up to a few milliseconds), Doppler spread (up to a few
Hz), and ambient noise and interference of HF links. Also the
variability of propagation conditions require frequent changes
of operating frequency to optimize transmission and, sometimes,
ionospheric storms may interrupt communications. Despite these
difficulties, and in the face of satellite communications, HF
communications still has military significance.
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Essentially linear power amplifiers are available at HF
frequencies which can transmit the required average powers with
signals whose peak-to-average power ratios approach those of
Gaussian noise. To conserve bandwidth single-sideband trans-
mission is used. High speed data transmission would normally
take place by transmitting the data signal through a 3 kc chan-
nel usually reserved for voice. Dual frequency diversity is
employed sometimes by using an adajcent 3 kc slot. A typical
data rate for high speed transmissior iF 2400 bits/sec., imple-
mented with subcarriers uniformly spaced in frequency with each
subcarrier carrying a low data rate stream employing some form
of differential phase shift keying. The parallel transmission
format is necessary because of the large degree of frequency
selective fading present in the 3 kc bandwidth. The low band-
width occupancy of each subcarrier data pulse greatly minimizes
frequency selective distortion. The differential-phase format
is chosen over coherent phase-shift keying because the increase,!
averaging time necessary to extract a phase reference in the
latter case increases the irreducible error rate due to fast
fading.

The development of advanced modem techniques have been
supported by the Navy based upon the CODEM work of Chase [2.19].
These have allowed simultaneously a doubling of the data rate to
4800 bits/sec. and a reduction of the error rate as compared to
conventional modems. Adaptive equalizer concepts were pro-
posed for the HF channel [2.201 but after implementation did not
perform well. Although indications are that the fading time
constant is not long enough in comparison to the impulse response
duration to prevent significant error from occurring in adaptive
equalizer systems, the utility of adaptive channel measurement
techniques for HF channels is still an open question,

The most viable approach presently available is that of
Chase, referenced above. A code is employed across the data
bits of all the subcarriers in the same time slot. Through use
of the channel measurement decoding algorithms of Chase [2.211
a near maximum likelihood demodulation is achieved, allowing the
attainment of in-band diversity. Time gates are used exten-
sively on advanced HF modems for the elimination of intersymbol
interference and crosstalk caused by multipath.
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If the Doppler spread gets too large an irreducible error
probability will occur in the advanced modems, all of which
employ differential phase shift keying. Too small an amount of
multipath spread will not allow much in-band diversity to be
achieved, as in troposcatter links. Too much multipath will
eventually degrade performance because the time guard bands
provide a fixed amount of multipath protection.

2.2.4 Satellite Links

Normally satellite links provide reliable conmmunications.
Assuming elevation angles of the LOS link from transmitter to
satellite exceeding 80 the only serious propagation problem
experienced is "ionospheric scintillation". For lower elevation
angles, refractive anomalies in the lower atmosphere can cause
problems as in LOS links. Also, if the beamwidth is wide enough
surface reflection and scatter multipeth can occur [2.311. For
military links we assume that a well-designed system will not
suffer from the latter two propagation problems.

The words "ionospheric scintillation" refer, generally, to
the phenomenon whereby the amplitude and phase of a radio signal
change in a random manner after passage through the ionospheric
transmission medium. The occassional fading of transionospheric
signals is now known to be caused by the same phenomena earlier
associated with the fluctuations in the reception of signals
from radio stars; random electron density irregularities in the
ionosphere, arising primarily in the F-layer of the ionosphere
at a mean height of about 250 kilometers, scatter radio waves
incident on them and produce interference effects through phase
mixing. Due to an internal reconfiguration of the electron
density irregularities and a slow east-west drift, the ampli-
tude of a received signal can be observed to fade in time after
transmission through the ionosphere. Unfortunately little data
are available on the statistics of fade rate. Koster [2.22]
made crude fade rate estimates for six months of the data
obtained during his 1967 - 1968 observations and his results
indicate an average fade rate of six per minute during the peak
evening hours. Time correlation functions of VHF fading pre-
sented by Pomalaza, et al., [2.231 show correlation times ranging
from one second to 4 seconds. These temporal changes in signal
strength occur due to a west to east drift of ionospheric irregu-
larities at a velocity of approximately 100 meters/second. Values
of Doppler spread can be estimated from the time autocorrelation
function p(r) by using a Taylor's expansion and retaining t.erms
to second order. Using the Pomalaza data it is found that a
typical value for the rms Doppler spread, B, is given by
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I
B=0.2Hz

This applies to a fixed lint of sight. A moving line of sight
increases the fading rate. Values up to 7.2 Hz have been observed
[2.24, p. 15] for a low orbiting satellite at VHF.

Amplitude fluctuation of received signals are usually cate-
grozied in recent work according to the scintillation index, S
which is essentially just the standard deviation of the
received power normalized to the mean received power. This
parameter can be related to the specular-to-scatter power ratio,
y, which characterizes the fluctuations under the assumption of
Ricean fading. The relation is given by

(I - 2 1•/2
41/2 (2.38)

1 - (I - S4)/

Once thought to be just an approximation [2.251, this relation
has been shown to be exact [2.261. Note, when S4=1, that ^/0
and the fading becomes Rayleigh.

Other indices have been found useful, especially for experi-
mental purposes. One such is

P - P
S.I.M(%) Pmax + Pm x 100 (2.39)

max mmn

Cumulative distribution of signal amplitude measurements made
using this index are illustrated in Fig. 2.6 (in decibels). Some
idea of fade depths can be gained from this figure which is
taken from ATS-3 data at 136 MHz [2.27].

Questions relating to the statistics of amplitude fluctua-
tions still remain generally unresolved. Fremouw and Rino [2.281
argue for utilizing a general (non-equal means, non-equal var-
iances) joing Gaussian distribution for the in-phase and quadra-
ture components, and their 2 calcul~tions do indeed seem to indi-
cate that the variances, ax and a of the two components can be
markedly unequal. Their predictizns await experimental verifica-
tion, however, and current engineering practice is to use the
Ricean distribution. In many situations of importance, i.e.,
high scintillation conditions, the fading takes on more of a
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Rayleigh character (y- 0) and at the lower frequencies (where
scintillation is more pronounced) this may be the norm. This
seems to be borne out by the curves in Fig. 2.7, where we note
the proximity of the data to the S4=1 limit; especially for the
150 MHz data.

At the higher frequencies, i.e., in excess of 1.5 GHz
the effects of fading tend to be considerably reduced and are
often unobservable. Nevertheless, fades as high as 6 dB peak-
to-peak have been observed to occur with non-negligible fre-
quency in the equatorial zone. Generally, though, the fading
tends to be Ricean in nature with the specular-to-scatter power
ratio y remaining in excess of 6.

Multipath on the ionospheric scintillation channel has been
studied to even less a degree than the previously mentioned
phenomena. One can only make gross estimates of multipath
spread from the limited data and theoretical work on frequency
correlation. From the curves in [2.24, p. 381, one can estimate
multipath spread as approximately equal to the reciprccal of the
carrier frequency, but this estimate is rough in the extreme.
At L-band frequencies we get a multipath spread on the order of
10-9.

According to Crane [2.24] either space or time diversity
can be used effectively but not frequency or polarization
diversity.

For both UHF and SHF satellite links variable rate phase
shift keyed modems are generally employed which interface with
the radio equipment at 70 MHz, (as for tropo and LOS ground
microwave relay), with data rates varying from 75 bits per
second to as high as several megabits per second. While conven-
tional and differential phase shift keying is generally employed,
staggered quadraphase and minimum shift keying are some times
utilized for obtaining desirable spectrum with class C operation.

Assuming that the multipath spread is sufficiently small to
be neglected, the ionospheric scintillation channel acts as a
single complex time-varying gain (apart from the mean path
delay). Doppler spreads exceeding system design values can cause
irreducible error rates to appear but for high data rates it
appears unlikely that this will ever be a serious source of
error. Thus a performance estimation of the digital modem in the
presence of slow non-selective fading will be adequate for most
cases of interest.
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SECTION 3
CHANNEL QUALITY MONITORING

The previous section discussed the modeling, of fading dis-
persive channels both in a general framework and specifically
for the channels of interest in the present study. Critical
channel parameters were identified and typical ranges of numerical
values associated with these parameters given for each channel.
The types of advanced digital modems being considered for each
link were discussed and the gross effect of variations of channel
parameters on modem performance was pointed out.

In the present section we wish to develop the rationale for
concepts studied in detail in succeeding sections. Section 3.1
discusses quantitatively the relationships between digital modem

error rate performance and channel characteristics and parameteis.
A classification of channel quality monitoring techniques is first
presented in Section 3.2 to place the proposed techniques in the
proper perspective. Following this, the recommended MQU (media
quality unit) configuration is discussed. The major signal proces-
sing functions in the MQU are identified and the cooperating role
of theMQU and other channel quality monitoring techniques in iden-
tifying degradation trends and fault isolation is discussed.
Section 3.3 discusses implementation alternatives for the MQU
concepts considered in the study.

3.1 Error Rates Vs. Channel Characteristics

Lack of attention to the fading dispersive character of a
radio channel has frequently led in the past to modems whose
performances have been greatly degraded by the time-selective
(fast) and frequency selective fading properties of the channel.
Such degradations become manifested in the appearance of symbol
distortion, intersymbol interference, crosstalk between channels,
and degraded phase references. However, for each of the radio
channels of interest in the present study good designs are pos-
sible wherein the performance would be rarely determined by the
time and frequency selective fading distortion. Thus in estimat-
ing the performance of a modem based upon the channel charac-
teristics our major attention will be given to perfornance limited
by flat-flat fading, i.e., no frequency selective and time selec-
tive distortion of symbols. This point of view is sensible
because the major benefit of the MQU will be to alert the con-
troller to the existence of degradation trends and sudden faults
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OCCU-'Ot•g in the receiving equipment. The occasional outage
caused by the propagation meditnn is worth noting so that mis-
directed corrective action will not be initiated. However there
is probably little technical control action that would normally
be taken per seduring brief propagation outages. Primarily,
then, one t &eeds to detect the presence of propagation outages
due to excessive multipath and Doppler spread rather than pro-
vide a precise error rate prediction during such highly disturbed
conditions. Thus we first consider in 3.1.1 the error rate
behavior for well designed modems under normal cl-i.,-l conditions,
i.e., where performance is not determined by excessive time and
frequency selective fading or unexpected additive disturbances.
Section 3.1.2 considers performance under disturbed conditions.

3.1.1 Error Rate Estimation for Well-Designed Modems
Under Normal Conditions

In considering modem performance over fading dispersive
channels it must be realized that unless enormous SNR's can be
achieved, diversity reception must be employed. We consider con-
ventional or "explicit" diversity communications first in 3.1.1.1,
where clearly identified diversity channels exist. The newer
techniques employing "in-band" or "implicit" diversity are con-
sidered in Section 3.1.1.2.

3.1.1.1 Performance With Conventional Diversity Methods

Conventional diversity communications involves the trans-
mission of the same digital data over more than one channel,
preferably fluctuating independently, and combining the outputs
of the channel to reduce the frequency of deep fades. 11 T- modem
would be designed so that each diversity channel would produce
decision-variables identical to those for slow non-selective fad-
ing. Thus the received signal w(t) corresponding to the trans-
mitted complex envelope z(t) would be

w t(t) = g,,(t)z(t) + 77t(t) (3.1)

where gt(t) is a slowly fading complex gain characterizing the
Lth diversity channel, and ,U(t) is a received additive noise.

Several methods of combining diversity channels are used.
The ones most commutonly discussed are:
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* Maximal ratio predetection

* Equal gain predetection
* Selection

* Post-detection

Predetection diversity combining is carried out prior to
the filtering processes associated with digital decisions and
involves adjusting the signal components of each channel so that
they add in-phase. Such techniques are useful when the data
signal bandwidth is much greater than the total Doppler spread
of the channel, Bt~t. Since the data signal must occupy a band-
width no greater t an the coherence bandwidth to avoid distor-
tion we see that

Woh
--o >> I(3.2)

Btot

must be valid for the use of predetection diversity combining.
Of the channels studied here only the HF channel is questionable
for predetection diversity combining.

For maximal ratio predetection combining and equal strength
noises* on each channel the combined signal takes the form

M
w(t) = 1 g*(t)w (t)

M 29g (t) z (t) + g*(t)7 (t)} (3.3)

while for equal gain predetection combining

If the noises are not of equal strength gains should be applied
to each channel to make them equal prior to combining.

3-3

Downloaded from http://www.everyspec.com



M g*(t)
w(t) E L Tw t(t)

,t=I 19g(t)

M 1t
E g4z W) + I g 7(tl (3.4)

where M is the number of diversity channels.

In the case of selection combining the channel with the
largest SNR is selected and the others are not used. This selec-
tion process can take place pre- or post-detection. Thus

w(t) =w m(t) (3.5)

where w (t) is the received signal of the diversity channel hav-
ing themmaximum SNR.

Post-detection combining involves summing decision variables
(samnpled matched filter outputs) and cannot be expressed simply
in terms of the complex envelope of received signals as in
(3.2) - (3.5). For FSK we may express the post-detection
"diversity combined (sometimes called square-law combined)
decision variable in the form

M 2 M 2
qM z I gt,+ , Z 177 It 1 (3.6)

where •4, nr are sampled output noises. For binary differen-
tially coherent PSK the decision-variable becomes

qM = Re j + ]g + 7J (3.7)

In terms of decision variables for binary PSK the maximal
ratio predetection, equal gain predetection, and selection com-
bining techniques would read

L
qM = Reir g*[g +74 (3 8)
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I
M

qM E Re Ig + 77 (3.9)

qM Re Ilgml + ? 7m (3.10)

To develop the rationale for some of the error rate estima-
tion procedures discussed in Section 5 it is convenient to
express the error probability Pe as an average over the channel
fluctuations of the conditional probability of error given a
"frozen" channel. It is clear from the above formulations that
for well designed modems not limited by time and frequency
selective fading, the conditional error probabilities for all
the combining techniques depends only on the complex amplitudes
of the channels (gt; t = 1,2, ... M). If, in addition, as will
almost always be true for the channels of interest, the noises
are statistically independent with uniformly distributed phases,
it is also easy to see that the conditional error probabilities
depend only on the "instantaneous" SNR's on each branch, i.e.,

Pr(errorlfrozen diversity channels) = PC(vlv 2 , ... YM)

(3.11)

where

tt (3.12)
nl2

is the instantaneous SNR on the tth branch.

The desired error rate can then be expressed in the form

e "" S Pc(7'1 '72' .. dd ... d"IdM

(3.13)
where W(y1 , ... 7') is the joint density function of the SNR's
on the diversity'branches.

3-5

Downloaded from http://www.everyspec.com



Assuming that some unexpected interference is not limiting per-
formance, the noises may be adequately modeled as complex Gaussian
for all the channels of interest except the HF channel. For the
HF channel log- ,,-mal random phase noise appears to be a good
model (see calculations by Bello [3.1]). In either case one may
derive expressions for the conditional error probability
Pc(1',Y2, ... -yM) for any of the diversity combining techniques.
For example, with differentially coherent PSK and additive Gaus-
sian noise the conditional error probabilities become

I maximum ratio

2 exp E Y predetection

equal gainSexp - predetection
Pc (1 '729 "' L)

2 exp [-m; selection

exp I FM( Et) ; postdetection

(3.14)

where [3.2]

FM-1 (M-1• c m+M.1I •m+M-i) 1 Yj (3.15)
FM(Y) = Z L m-j 2 (1

j=0 mj j 2

If the instantaneous SNR's are available one may estimate
the average error probability by forming time averages of the
conditional error probabilities,

P <Pc(y 1 (t),y2 (t) ... yM(t)) (3.16)e C(Y )Y() ''"M~)

where Pc(.) would be selected appropriate to the combiner tech-
nique and modem to be monitored. This estimation technique,
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called the conditional error probability approach is studied in
Section 5. Note that no assumptions need be made about the fading
statistics with this approach,

When the error rate is low it is well known that error
counting to estimate errors requires a rapidly increasing amount
of measurement time to achieve a given estimation error. As the
calculations in Section 5 indicate, the same effect occurs in
trying to estimate error rates by averaging conditional error
rates. For low error rates in the diversity combined signal we
may employ an "error amplification" technique to make the1• apparent error rate larger and then use an extrapolation pro-
cedure to estimate the true error rate from the amplified error
rate. It is noteworthy that for high SNR's there is a simple
extrapolation procedure valid for general classes of additive
noise and fading statistics. The derivation is sufficiently
simple to be presented here.

The joint density function for the instantaneous SNR's on
the diversity channels can be expressed in terms of a normalized
density function in which the average signal strengths on the
diversity channels have been normalized to unity average SNR, i.e.,

W(Y1 Y2, '"/M= M W Mrl , . M (3.17)
lir

where

S= (3.18)

is the average SNR of the tth branch. Using (3.17) in (3.18)
we find that

e M " P (I,2, ... YM)WM(r , "

dy1dY 2 ... dyM

(3.19)
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The conditional error probability Pc(yl, ... •yM) drops
from 1/2 to small values, as yý... ýK increases from zero to
large values (e.g., refer to (3.14) or the case of Gaussian
noise). For large [F,; 4 - 1, ... MI the normalized density
function will "spread out" and be flat around the origin and
Pc(YlY2, ... yM) will look impulsive by comparison with
WMl(Yl/iY9/r21 ... y'M/N) provided that the latter is not a
singular distribution. A Taylor expansion of wM(Yl/rl,y2/T2,
YM/NM) about the origin may be used to provide an expansion of
• in inverse powers of SNR. The first term in this series is

given by

wM(O) I Pc(y) dy (3.20)Pe M 3

where we have used the vector notation

WM(D) = WM(0,0, ... 0) (3.21)

SPc (y) dy = cl2' . yM)dylN ... dyM
0 0 (3.22)

If w(O) is identically zero or very small compared to
w(y) at nearby y values one must include other terms in the ser-
ies expansion. However this does not appear necessary for the
troposcatter, HF, and satellite ionospheric scintillation chan-
nels. The question does not arise for LOS channels because we
have already pointed out that for this channel average error rate
has questionable meaning for quality monitoring for quality moni-
toring and that conditicsal error rates should be presented instead.

In the error amplification approach the instantaneous SNR
on the tth branch is reduced by rt so that

71Y2 ")

Pe(r) -- P .. (3.23)
SrI r 2 "" rM8
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is computed. Asstming that the new reduced SNR's are still high
enough to use the approximate expression (3.20), we see that with
sufficient averaging time

M (r I
'P e(D -. 4.! ( wM (2) f Pe(Y d*Y",-l rc

M
ff r P (3.24)

e

so that as our extrapolated error rate estimate we may use

Se (rl,r 2 , ... rM )S- (3.25)
e M

f r•

An estimation of the set of branch SNR's [rhj can provide
guidance in the selection of (rtj so that the set frt/rt] are
still reasonably high SNR values but not so high that estimation
error standard deviations are not acceptable.

We now consider a somewhat simpler error probability estima-
tion procedure which we call the "threshold" method. This tech-
nique is also applicable to general classes of fading statistics
and additive noise, but unlike the conditional error probability
approach will not be useful at low SNR's. That is to say it
will be effective for SNR's in the same range as those making the
error amplification technique work.

In the "threshold" method yt is compared against a threshold
Xt and an estimate is made of the probability PX of the joint
event {y < X -; t = 1,2, ... MI,

PX J j2 "'" j M WM ,1 r2, d... dVYd2 ... dM
0 0 0 wr (

(3.26)
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The average SNR's r are assumed measured and the thresholds [X4.
are set sufficiently below [ii] so that

wM ('I , ... M M(0 ,o, . 0) (3.27)

Using (3.27) in (3.26) we see that

M
PX "wM(OO, 0) r x /r (3.28)

Since the product on the right-hand side of (3.27) is known we
can obtain an estimate of WM(O),

PX
WM(0'0' ... M (3.29)

Sx, /rq-IT

From (3.20) we see that P can be determined at high SNR
from knowledge of wM(O), the S R's, and the integral (3.22).
But we have estimated the first two quantities and the last may
be computed since the conditional error probability expression
Pc(yl'2, "' YM) is a known function. In terms of PX, the
estimated threshold probabilities, we see that our error rate
estimate becomes

A A J c(y) dy
e X M (3.30)

SX
=I

Analysis of this procedure in Section 5 reveals that the
estimator bias is less for the threshold than for the conditional
error probability approach at high SNR.
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If one is willing to assume that the fading statistics are
known except for some average channel parameters, in some cases
the averages over the fading ( .13) can be carried out to obtain
explicit formulae for error probability as a function of tho'se
average parameters. Then measurement of the average parameiers
and their use in these foruuimla allow an estimation of er'roi
probability. This approach, which is called the "formula"
approach, is also evaluated in Section 5 for some specific cases.

It has been pointed out in Section 2.1.3 that complex Gaus-
sian fading statistics appear to be the best general model tvail-
able. Fortunately, there exist a considerable number of evtlua-
tions of error probability assuming complex Gaussian statistics.
A recent summary of such results is provided in [3.3]. To use
the formula approach for error rate estimation in the case of
correlated fading on the diversity channels it is necessary to
measure the complex cross correlation coefficients between the
diversity channels in addition to the average SNR's on each branch.

* 3.1.1.2 Error Rate Estimation for Advanced Modems
Utilizing In-Band Diversity

The modems discussed in the previous subsection use signal-
ing elements that are affected minimally by the intersymbol
interference and signal distortion caused by frequency selective
fading. As pointed out in Section 2.2 modems have been con-
ceived and are being developed which attempt to achieve close to
maximum likelihood demodulation when the bandwidth occuped by a
pulse exceeds considerably the coherent bandwidth. In such a
case considerable intersymbol interference and signal distortion
will result but the demodulation procedure "unscrambles" the
individual pulse returns and ideally achieve close to a matched
filter receiver response on the individual received pulses. By
estimating the performance of the matched filter receiver and
applying correction factors, performance estimates of advanced
modems may be obtained.

The instantaneous SNR at the matched filter output of the
tth diversity channel is given by

2 ¶p (t)02 dt
S2N 0 (3.31)
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where p4(t) is a particular received pulse for this channel and
the noise has been assumed white with real one-sided noise power
density of No. Assuming independent noises with uniform phase
distributions the conditional error probability will be a func-
tion of I,V2, ''' VM only and the error rate can be expressed
in a form identical to (3.13)

Pe ' P(ls' "' M)W (Sl'S2 "' M)dS ds2' dSM

(3.32)

where WI(sl,s 2 , ... sM) is the joint density function of the
matched filter output SNR's.

Techniques are proposed in Section 5 for measurement of the
quantities (s*; C=l, ... , M). Thus one may estimate the error
rate by the time average

Pe = <Pc'(SlS2' 2"" sM)) (3.33)

The conditional error probability expressions are formally
identical. to those in (3.14) with st replacing y.. Thus for
maximal ratio combining and binary DPSK modulation,

1 M
Pc(SSS2, . M) = exp E • s4 (3.34)

For conventional systems not employing in-band diversity
we described an error amplification approach to aid in estima-
tion of low error rates. A corresponding procedure does not
exist in a rigorous sense for the present case because the

"amount" of in-band diversity is not only unknown but not even
clearly definable. However, if one were willing to make such an
estimate, one could generalize the error amplification approach
to the present case. The same conmments apply to the "threshold"
and "formula" methods discussed previously, i.e., they do not
apply directly.
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3.1.2 Error Rate Estimation for Atypical Situations

The techniques discussed in the previous section will pro-
Z' vide error rate predictions for a perfectly functioning receiver

that can be continually compared with actual performance as
determined at the demodulator output. This comparison will
i:veal trends in receiver degradation or sudden failures. How-
ever there will always be occasional propagation or interference
conditions which will cause the error rate to increase beyond
design values and it is important to detect these situations so
that they will not be misinterpreted as receiver degradation.
We consider in sequence the effects of excessive Doppler spread,
excessive multipath spread, and interference.

3.1.2.1 Excessive Doppler Spread

If Doppler spreads become too large (i.e., fast fading) two
types of nonidealities occur in data reception:

a) Pulse distortion, destruction of ortho-
gonality relationships, and crosstalk
in parallel subchannels

b) Channel measurement functions degrade.

In either case one may show that the rms Doppler spread* B
is the fundamental channel parameter not only determining the
onset of fast fading degradation but also frequently allowing a
quantitative estimate of performance degradation. We will illus-
trate the importance of B by examining the effects of fast fad-
ing on performance due to channel measurement degradation. One
may carry out similar calculations for a) but for the channels
and modems of interest in this study the effects of b) dominate
(for calculations that typify a) see [3.41).

For conventional modems channel measurement appears prim-
arily in the guise of providing phase references for coherent
or differentially coherent detection and for predetection diver-
sity combining. Consider for illustration purposes a DPSK modem.
Let wl, w2 denote the complex representation of the integrate-
and-dump outputs for two successive pulses. The decision vari-
able for DPSK is

d = Re (w w2 ) (3.35)

It is assumed that the mean Doppler shift is tracked and com-
pensated for with some form of AFC.
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The complex outputs contain signal and noise components are

wI " v 1zI + n1  (3.36)

w 2  2 z 2 + n2  (3.37)

where ni, n2 are independent noises, y1 and y take on the values
+1, and z , z 2 are proportional to the value 9f the channel
complex ghin at two instants separated by the bit duration •.
That is, assuming a WSSUS channel

zz2 - T*(f,t)T(f,t+A) = R(O, )A p (A) (3.38)

where R(Q,r) is the channels time-frequency correlation function
and p(r) is the channels time correlation function.

When A is less than the coherence time duration of the
channel

& < Tcoh (3.39)

then zI will differ little from z 2 . If we also assume the addi-
tive noise negligible then the decision variable becomes

2
d I ly2 (3.40)

and d will be positive if vI, Y2 have the same sign and negative
otherwise yielding zero error probability.

For simplicity assume that 71=Y2=1 and consider the effect
of decorrelation introduced between zI and z2 by excessive Dop-
pler spread. Any two correlated random variables may be expressed
in terms of a common correlated part and uncorrelated parts as
follows

z /p*(&) z + /I - IP(A) 1 (3.41)

Z2 =V/p(A) z +l - Ip(A)I V (3.42)

where we have normalized

p(O) = 1 3-14 (3.43)

LV
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and u, v, z are uncorrelated with unit average magnitude squared.
For complex Gaussian statistics this means that ., v, z are
mutually independent.

Assuming that mean Doppler shift has been removed by AFC and
that such mean is defined by the centroid of the Doppler power
spectrum, the following Taylor expansion applies

ff2 B32A2
p() - 2 + (3.44)

where B is the rms Doppler spread. For p(,) near one

z + IBA (3.45)
S4/2

z2 z+ IB- (3.46)42

Use of (3.46) in (3.36) and (3.37) for yl=y2=1 results in

w + + n, (3.47)

+z _v n (3.48)
22 2

Assuming n, and n 2 complex Gaussian we see that the effect of
Doppler spread is to introduce effective additive noise components
that exist even when the true additive noise vanishes, i.e., an
irreducible error probability is introduced. If the error prob-
ability expressiou for zero Doppler spread is given by Pe(S)
where

2
S L(3.49)

In 2
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Is the SNR, then we see that the error rate with non-zero Dop-
pIor spread is given by Pe(Seff) where

Sefia - 2 (3.50)
1. + S(wBA) /2

For Doppler spread not to degrade performance at all we see
that

(B)2 L-- (3.51)it 2(B)<., ' (.1

A numerical example may prove interesting. At 19 dB SNR (3.51)
imp. ies that

2
(20BA) << 1 (3.52)

A value of
1

B& - (3.53)
BA60

makes the left-hand side of (3.52) equal to 1/9.

In HF communications pulse widths from 10 to 20 milli-
seconds are used. For Doppler spread to have negligible effect
on performance at an SNR of 19 dB (around 10-2 error probability
with nondiversity operation) we see that for a 20 ms pulse width

B < 5/6 Hz (3.54)

For the other channels of interest the pulse widths would
be orders of magnitude smaller and Doppler spread would always
have negligible effect for DPSK communications. However Doppler
spread could still have an undesirable effect when phase refer-
ences are established for coherent detection and predetection
diversity combining, because long averaging times are used to
extract the phase reference, e.g., as in the use of a filtered
pilot tone. The predominant effect of the averaging is the
group delay suffered by the fading pilot tone. This will produce
decorrelation between the complex fading on the data signal and
that on the pilot tone.
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Normally the noise on the pilot tone is negligible so that
a different resolution from (3.47) and (3.42) is used to relate
error rates with and without Doppler spread. Thus if the com-
plex representation of the pilot tone is z and that of the com-
plex fading on the data is w one uses the representation

w = p z+l W -_P 12 A (3.55)

where , and z are uncorrelated,

z*w = P (3.56)

and we have normalized

1zI2 = IwI 2 = I¶t 2  I (3.57)

As we have mentioned, the group delay of the averaging
filter Agr is the primary cause of decorrelation. Then

2 g2 2

7 B (a-ir agr + * (3.58)
gr 2

and assuming small decorrelation

w z + ffBA gr (3.59)

Normally the received signal is accompanied by noise

w=z + BA pt + n (3.60)B•gr•

from which we see that decorrelation is equivalent to adding a
noise component. Thus it may be seen that if the error rate
without decorrelation is P e (S) the error rate with decorrelation
is Pe(Seff); where

S
S S (3.61)eff I + S ( 7TBA ) z 3317gr
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For a numerical example we note that if Doppler spread is to
have negligible effect at an SNR of 16 dB

1
BAgr - 60 (3.62)

For 8 GHz troposcatter links Doppler spreads of 20 Hz are pos-
sible although extreme. From (3.62) we see that the group delay
of the channel measurement should be less than 833 Usec to have
negligible degradation with such a Doppler spread.

For more complicated channel measurement schemes, such as
those using decision directed operations and the implicit ones
used in adaptive equalizers the same general comments apply.
The product of the Doppler spread by the group delay of the mea-
surement process must be sufficiently small.

3.1.2.2 Excessive Multipath Spread

As the multipath spread increases beyond modem design values,
the following nonidealities will occur:

a) Excessive intersymbol interference
b) Pulse distortion, destruction of orthogonality,

and crosstalk in parallel subchannels

c) Degradation of channel measurement functions

The major effect of these nonidealities is to produce an
irreducible error rate. Unfortunately, the relationship between
modem performance and channel parameters is considerably more
complex than for channel measurement degradation due to excessive
Doppler spread. Generally speaking, as the rms multipath sproad,
L, increases, all the nonidealities become successively worse so
that although it is not usually possible to relate error rate
uniquely to rms multipath spread, one may always use the size of
L as a flag to signal the presence of atypical multipath spreads.

We consider now the kinds of average channel parameters
needed to predict modem average error rate. These calculations
are useful for HF and troposcatter links. They are not important
for the Satellite Ionospheric Scintillation channel which has
negligible multipath. Average calculations over the fading are
probably not meaningful for the LOS microwave relay, as mentioned

3-18

Downloaded from http://www.everyspec.com



previously. However, we do point out the essential channel para-
meters needed to specify the relationship between excessive fre-
frequency-selective fading and modem performance for the LOS
channel.

Performance analyses of FSK, DPSK, and PSK modems in the
presence of frequency-selective fading have been carried out by
Bello [3.5] - [3.71, Bello and Nelin [3.81,[3.9], Bello and
Ehrman [3.10],[3.11] and Bello and Crystal [3.12]. We draw upon
these varied calculations to present a brief summary of the rela-
tionship between channel characteristics and modem performance in
the presence of frequency-selective fading.

In discussing these relationships, it is necessary to dis-
tinguish the modem type according to the presence or absence of
the following features:

1) Bandlimited or rectangular signaling pulses

2) Phase-continuous or discontinuous operation
3) The existence of receiver time gates

4) Conventional or "in-band" operation

When the signaling pulses do not have slowly decreasing
spectral tails, as for a rectangular pulse, but has its energy
well-confined to a given bandwidth W, the first few terms of the
frequency power series model (see Section 2.1.4) are adequate to
characterize the frequency-selective fading. Thus for the quadra-
tically selective fading model

w(t) , T0 (t)z(t - r 0 ) + T,(t) (t-T0) + T2 (t)(t - TO)

(3.63)

where z(t), w(t) are the complex envelopes of the transmitted and
received signal, T0 is a mean path delay, and T0 (t>, T (t), and
T2(t) are the complex zero mean slowly-changing channeI coeffi-
cients. Assuming complex Gaussian channel fluctuations, the
statistics of w(t) given z(t) will be completely determined from
the correlation matrix of the coefficients. From (2.24) we see
that this correlation matrix is completely determined from the
first few moments of the delay power spectrum Q(P). However, the
second moment is just the centroid of Q(Q) and may be set equal to
zero by explicit definition of the mean path delay TO in (3.63);
i.e., we set
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r • Q(Q)dt = 0 (3.64)

For convenience, we normalize

J' Q(Q) d = 1 (3.65)

with (3.64) and (3.65), the square root of the second moment of
Q(Q) equals just half our definition of rms multipath L, i.e.,

Q() dý L (3.66)

The other two moments can be related to dimensionless shape
parameters called the "skewness" 03 and the "excess" 04 in classic
probability theory,

t = 3 (3.67)
(L/2) 3

k4= .Qt)4dt (3.68)
94 (L/2) 4

Theoretical calculations of L, #3, and 14 have been carried out
in [3.11] for troposcatter links as a function of range and
antenna size.

Except for the case of data transmission by the frequency-
division-multiplex of parallel data subchannels on an FM carrier,
data transmission analyses have been concerned with sharp,
essentially rectangular, pulses. If calculations are carried out
for PCM-TDM data transmission with bandlimited pulses, it will be
found that the channel parameters L, 031, 4 (in addition to SNR,
of course, are sufficient to predict error late performance. In
fact, the shape parameters ft and 14 may sometimes have little
effect as was found in [3.11T so that L will frequently be the
dominant parameter. To summarize, for bandlimited communication
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with conventional* modems, the essential. average channel para-
meters to estimate error rates due to complex Gaussian frequency-
selective fading are L, $3 and $4.

For the LOS radio relay channel, strictly bandlimited com-
munications is involved because the transmission of data with
high bits/sec/Hz data rate packing is of prime interest to the
military. The parameters of interest are the coefficients To, TI,
T2 themselves rather than L, 03, 04 because averages over the
fading have little meaning for the LOS microwave ground link.

Whether a linear or nonlinear modulation scheme is used, TO,
Ti, T2 will allow calculation of distortion. Yor example, when a
frequency discriminator or phase detector is employed, one may
model the output as a series expansion of linear and nonlinear
distortion terms (3.13]. If the transmitted signal is phase-
modulated,

z(t) ejo(t) (3.69)

where (o(t) is the input phase modulation containing the data
signal. In [3.13] it is shown that with small-frequency-selective
distortion the output of the phase detector can be represented as

p out (t) - (D(t-rO) + A(t)4,(t-To) + B(t)0(t- rO) + C(t)o, (t- TO) +...

(3.70)

where

A(t) = Re - (3.71)

T2 T*
B(t) = ReJ (3.72)

IT0 12(

C(t) = Re ol Im I (3. 73

Not multipath "unscrambling".
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For FM, where

jJx(t)dt
z(t) - e (3.74)

where x(t) is the input frequency modulation, the output of the
discriminator takes the form

X outx(t) - x(t-TO) +A(t)k(t-ro) +B(t)*(t-ro)

+ 2x(t-% 0 )M(t-,r 0 )C(t) + .... (3.75)

where derivatives of A, B, C have been neglected because of the
slow fluctuations of the channel.

In the case of rectangular pulses and conventional systems,
the essential channel parameters are one-sided moments rather than
two-sided moments as in the bandlimited pulse case. However, the
particular moments needed depend upon whether phase-continuous
operation or phase-discontinuous operation is employed [3.5],[3.9]
and whether time-gating is used in the receiver [3.121. Thus, for
a four-phase QPSK modem not using time gates, it is found [3.5]
that the following one-sided moments allow prediction of modem
error rate:

+
m f Q( ) dP (3.76)

0
0 CO

m Y Q(Q) dý = ý Q(Q) dt (3.77)
"-O 0

+ CO 2m2 M Y Q4) d2 (3.78)

0
02 2

m2 = t Q(Q) dt = S 2Q(-ý) dý (3.79)
0

On the other hand, for phase-continuous FSK transmission [3.9]
one finds that the pertinent parameters are
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+ CO2
m2 S t Q(2 Odt (3.80)

0

m3 f3 Q(+±)dt (3.81)
0

+m 4 (3.82)

m4 Q s ± dý0

The expressions for error rate in terms of these parameters
and SNR are rather cumbersome and will not be reproduced here.

When time gates are used as in the FSK/PSK modem conceived
by Bello [3.12], the essential channel parameters are also one-
sided integrals over the delay power spectrum with integration
interval determined by the time gate duration.

For the case of multipath unscrambling modems which attempt
to achieve the intersymbol interference-free matched filter per-
formance, the presence of multipath spread in excess of the design
values results in the demodulator "matching" to the received sig-
nal corresponding to only part of the multipath structure. The
unmatched part acts like an additive noise and produces an irredu-
cible error rate. Thus, let us assume that the impulse response
g(t,4) is divided into two parts:

g(tO) = g0 (t,') + gl(tI) (3.83)

where

g*(tr)g0(t,n+0) (3.84)
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g-(tt)gl(t~n+) " (3.85)

Q(0)6(1- 0 t •>tm

g*(t P7)g(t,1+0) ff Q(0)6(?-) -0(3.86)

The impulse response go(t,ý) corresponds to the main part of
the actual impulse response contributing path delays up to tm,
while gl(t,ý) is the "tail" of the impulse response corresponding
to path delays in excess of " . We assume that the demodulator
is capable of producing the iMeal receiver for path delays up to
tm and ignores contributions due to other paths. The maximum
likelihood demodulator takes the deceptively simple form

MMin J, w(t) -w(k) (t) 2 dt (3.87)
k

where w(k)(t) is the received signal corresponding to the kth
transmitted data sequence and the received signal is constructed
on the basis of the impulse response go(t,t). The process w(t)
is the complex envelope of the received signal,

w(t) = W0 (t) + wl(t) + I(t) (3.88)

where

w0 (t) = f z(t - $)go(t,t) dt (3.89)

w1 (t) f z(t - t)g,(t,') dt (3.90)

and n(t) is an additive noise.

For any given transmitted squence, wl(t) is complex Gaussian
and independent of wo(t) for a complex Gaussian WSSUS channel.
When k is selected correctly,
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w(k) (t) - W0 (t) (3.91)

and the integral in (3.87) reads

f w(t) -w(k)(t)1 2 dt fw lw1(t)+n(t)'2dt (3.92)

It is clear that the unmatched part of the received signal acts
identically like an additive noise term producing an irreducible
error rate. We note that

1w0 (t)I Iz2 .r Q(Q) dý (3.93)

W 2 - z1 2 Q() d (3.94)

m

If an expression for error rate as a function of SNR, Pe(S), is
available in the absence of mismatch, then it may be seen that
the error rate with mismatch is given by using in place of S
an effective SNR

S (3.95)
eff C

S+ SJ Q(Q)ds Q(4)ds

Only when Ltot >m will no irreducible error rate occur. It
is clear that for the advanced modems an integral over the delay
power spectrum is required to estimate error rates.

For a final situation of interest, consider the channel
measurement degradation caused by frequency-selective fading
when predetection diversity combining is attempted with a complex
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reference taken from the center of a band and used to demodulate
a data stream offset from the center by F Hz. This situation
was studied in [3.8]. Here we present a simplified analysis.
This analysis parallels closely that for fast fading presented in
the previous section. The predetection operation involves the
formation of the product z*w where z represents the transfer
function complex amplitude at the center of the band and w repre-
sents the complex amplitude of the data channel. As in (3.55),
we represent

w m Pz+ -i+t2  A (3.96)

where A and z are uncorrelated,

z* P (3.97)

and we have normalized

2 . W 2 " 2 - 1 (3.98)

In the present case,

0 q(F) (3.99)

where q(0) is the frequency correlation function of the channel

q(O) - T*(f,t)T(f+O,t) - f Q(Q) e dý (3.100)

Assuming that mean p&th delay has been included in the definition
of time origin, we find the following expansion dual to (3.58):

q(F) - I L F + (3.101)2

where L is the rms multipath spread of the channel. Assuming
small decorrelation
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w - z + 1 LFm (3.102)

Normally, the received signal is accompanied by noise

w - z + w LFp + n (3.103)

from which we see that frequency-selective fading adds an effective
noise component. If Pe(S) is the error rate without selective
fading, then the error rate with selective fading will be Pe(Seff)
where

S S (3.104)eff I + S(w L F) 2

For a numerical example we note that if multipath spread is to
have negligible effect at an SNR of 16 dB[1

LF <- (3.105)60

For a troposcatter link with an rms multipath spread of 1/3 ps,
(3.105) leads to a maximum allowable separation frequency between
the reference and the data of 50 kHz.

To summarize, we note that to handle the general case of
error rate estimation due to frequency-selective fading, certain
integrals over the delay power spectrum Q(&) are needed. In
some cases these are conventional moments, in others single-sided
moments and integrated tails of Q(Q). Only in the case of channel
measurement errors due to frequency-selective fading do we find
direct performance prediction possible from the single rms multi-
path spread parameter. However, degradation will increase uni-
formly with this parameter and it should be possible to use it to
flag atypical frequency-selective distortion.

3.1.2.3 Interference

It is assumed that under normal operating conditions, inter-
fering signals will not be present. When they are present, it is
essential (as a minimum) to flag this condition. Additional
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information concerning the gross structure and specific statisti-
cal parameters of the noise would be helpful in identifying the
source of noise and, if desired, estimating modem performance.

The presence of an interfering signal can be determined by
an increase in the power level of the received signal when averaged
over the fading. Of course, this procedure will only be effective
if no changes took place in the transmitted power and if nonsta-
tionary changes in fading conditions are sufficiently small over
the averaging time used to establish the power level. The former
type of change would not normally be a problem since it should be
monitored at the transmitter and telemetered to a central techni-
cal control facility. The latter type of changes are unavoidable
and their harm depends upon the degree of nonstationarity. There
will generally be an optimum averaging time to estimate power
level since too long a time causes nonstationary effects to de-
grade performance while too short an integration time does not
average out the fading fluctuations sufficiently.

The presence of interference can sometimes be recognized by
the change in shape of the power spectrum if the interference is
not broadband. A simple method for distinguishing between narrow-
band and broadband interference is to examine the centroid and
rms bandwidth of the received power spectrum. A narrowband inter-
fering signal at band center will cause the rms bandwidth of the
spectrum to become smaller while a narrowband interfering signal
off band center will cause a shift in the centroid of the power
spectrum. Thus, the centroid and rms bandwidth are useful para-
meters for distinguishing between narrowband and broadband inter-
ference. Of course, if a full spectrum estimation is carried out,
a variety of pattern recognition techniques could be employed for
making such a distinction.

The only general study of the effect of arbitrary noise on
modem error performance over fading charnels has been carried out
by Bello [3.1],[3.141. It has already been proven here in Sec-
tion 3.1 that the error rate is primarily dependent only on the
average noise power at high SNR's for some rather general classes
of fading and additive noise statistics. This suggests that
reasonably tight bounds on error rate can be achieved with minimal
knowledge of the statistics of the interference, as has been
demonstrated in [3.1] and [3.14].

Unlike Gaussian noise, the statistics of noise at the output
of a filter are not simply related to those at the input and to
the filter transfer function. In fact, no general formulae exist
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F
at the present time for relating input and output statistics when
non-Gaussian noise is filtered. The only general theorem useful
in this regard is the Central Limit Theorem which allows the
filter output to be approximated by Gaussian noise when there are
a large number of independent noise fluctuations in one time con-
stant of the filter.

Since all receivers employ filters for discriminating against
noise, it is necessary to deal with the noise components of deci-
sion variables in bounding performance if non-Gaussian noise is to
be handled. One may then try to work backward from the parameters
of the noise components of decision variables to those of the
broadband input noise, or else assume the existence of processing
operations which allow the direct estimation of decision variable
noise parameters.

The decision v~riable noises of interest are either sampled
outputs of filters or linear combinations of mark-space filter
outputs. We consider the simplest case for discussion purposes,
binary PSK transmission. Assuming complex Gaussian fading and
predetection maximal ratio diversity combining, it is shown [3.11,
[3.14] that the error rate depends only on the composite noise
variable

M 2Mm- 117m12 (3.106)

where rm is the matched filter output noise for the m diversity
channel and M is the order of diversity. in particular,

Pe F W(U)G(U) dU (3.107)
0

where W(U) is the density function of U and

mi~l e -(M-l
G(U) e I r(U) (3.108)

and IY(U) is the modified Bessel function of order r. In (3.100)
the signal component at the decision variable output has been
normalized to unit strength so that the individual noise variables
{77, are actually instantaneous noise-to-average-signal power
ratios.
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In (3.14], upper and lower bounds on error probability due
to additive noise were derived as a function of an SNR constraint
assuming that two practically meaningful peak constraints exist
for the additive noise. One of these constraints is a maximum
allowable value for the ratio of peak-to-average noise power, i.e.,
i constraint on the maximutu "crest factor" of the detected noiseP.
The other constraint is a maximum allowable value for the ratio of
peak noise power to average signal power y in the absence of noise.
This constraint arises from. the finite dynamic ranges of receivers,
which cause the outputs to saturate for sufficiently high input
voltages. A receiver is designed to have sufficient dynamic range
to handle a specified class of input signals having certain mean
and peak powers. One may thus assume that detected noises cannot
exceed the design value of output signal power by more than some
factor.

For moderate crest factors, the bounds are surprisingly close
and, for nondivervity operation, the upper and lower bounds coin-
cide for large SNR. For B : 10, they are only around 2 dB apart at
15 dB SNR.

Upper and lower bounds on error probability in terms of
moments of the generalized noise variable U are given in [3.2] as

C 1  CL (3.109)
L t e Lp P

where p is the SNR at the matched filter output,

SMM (3.110)
CL 2m

2 M!

M+l [
DL = 4•(2M+1)

in which j is the normalized noise variable

UU (3.112)

U
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which has unit mean value. The moments in (3.111) and (3.112)
can be expressed in terms of F(g), the amplitude probability
distribution of g, as

m rn-ig m-F(g) dg (3.1.13)

0

where

F(r) P LU_> 1} (3.114)
[U

As a result of (3.110), at large SNR the binary PSK error
rate becomes

p e ) (3.115)

e (4p)M M!

and a single moment of the noise is required to estimate error
rate. Note that since, by hypothesis,

Ss= 1 (3.116)

we find for nondiversity operation that

P e -4 (3.117)e 4p

independent of noise statistics.

The more the information measured on the noise statistics,
the better the estimation of error rate. Thus one may develop a
crude histogram, as suggested in [3.14], and develop tighter upper
and lower bounds or else use different parameters of the noise.
For example, in Section 5, upper and lower bounds are derived with
the crest factor constraint replaced by a threshold exceedance
probability constraint. Generally speaking, it does not appear
that very precise knowledge of noise statistics is necessary to
closely bound error rates for deep fading channels utilizing
moderate orders of diversity.
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3.2 Media Quality Unit

This subsection develops the basic signal processing struc-
tures proposed for the MQU, discusses its use in relation to the
PMU to estimate receiver degradation trends and distinguish
outages in the receiver from those in the media, and investigates
implementation alternatives. Section 3.2.1 presents an overview
of channel monitoring techniques, and Section 3.2.2 presents the
rationale for the study emphasis on estimation techniques utili-
zing the information-bearing signal alone with pickoff of signals
as close to the antenna as possible. Finally, Section 3.2.3
presents a block diagram of the MQU subsystem and a discussion
of their use in channel quality monitoring.

3.2.1 An Overview of Channel Monitoring Techniques

In this section we present an overview of channel monitoring
techniques to place the techniques selected for study in proper
perspective. Figure 3.1 presents a breakdown of attributes for
channel monitoring techniques. The first breakdown shown is
according to physical location and traffic continuity.

With regard to physical location, one may consider two
mutually exclusive approaches:

* Self-test units for communication subsystems
built-in by manufacturer

* External test hardware applied at appropriate
interfaces between communication subsystems

The use of self-test and fault indication circuits is becoming
standard procedure in manufacturing communication subsystems,
particularly in digital implementations, because of rhe complexity
of large systems. Clearly, the outputs from these self-test units
are of direct relevance to the quality of a channel.

The other channel quality monitoring techniques involve
specially built test hardware applied to appropriate interfaces
of the communication system. One may identify three classes of
such techniques depending on where the interface is located:

"* Techniques applied to RF interfaces

"* Techniques applied to IF interfaces
"* Techniques applied to baseband interfaces
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As the interface is moved from the front end to the information
sink in the receiver, more and more hardware is being included
in the definition of a "channel". By considering the simultaneous
use of monitoring techniques at each of these interfaces, it is
possible to isolate faults and degradations to subsystems lying
between monitored interfaces.

"Traffic continuity" is a property of a channel measurement
technique which describes whether traffic can occur during moni-
toring or not. Thus, channel monitoring is said to occur "in-
service", i.e., while data is flowing, or "out-of-service". In
the latter case, traffic has to be interrupted so that channel
parameters can be measured.

For out-of-service operation, channel parameter measurements
other than those of additive noise require the use of special
probing signals and processing techniques. A wide variety of
probing signals are possible, the most typical being tones or
psuedo-noise (PN) probes.

For in-service operation, probing signals may also be used
but they must be multiplexed in with the data signal. Generally
speaking, one may consider orthogonal (e.g., FDM, TDM) and non-
orthogonal multiplex approaches. In the case of FDM, a frequency
slot either in-band or out-of-band would be provided. A probing
signal could be sent in this slot to be used for channel paramneter
measurement or else the slot could be left empty, providing the
means for estimating noise characteristics. A dual approach
could be used for TDM, with the received probing signal or noise
being recovered by appropriate demultiplexing. A popular example
of nonorthogonal multiplexing is the use of a wideband probing
signal and data signal in the same band. Another possibility is
the addition of very low level tones. In either case, careful
consideration must be given to the mutual interference created
by the nonorthogonal multiplexing.

Even without special purpose probing signals, useful channel
information can be obtained by processing the received informa-
tion bearing signal itself, regarded as a wideband "noise" probe
which is unknown at the receiver.

3.2.2 Rationale for Study Emphasis

The use of tt•e received information-bearing signal alone for
channel measurement, when effective, has clear advantages over
the other approaches: no instrumentation for generation of
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probing signals, no loss in channel capacity, no multiplexing and
dermultiplexing equipment, and in-service operation.

Figure 3.2 presents a classification of measurement techni-
ques which use the data signal alone. We first subdivide these
techniques into two subclasses depending upon whether or not
signals normally present inside the data demodulator (e.g.,
decision variables, binary decisions, bit synchronization, etc.)
are involved in the channel measurement process. Each of these
subclasses is further divided into two parts. In the case of
signal processing external to the data demodulator, we subdivide
into measurements at RF and IF and measurements at baseband. In
the case of signal processing involving signals within the data
demodulator, we subdivide into those techniques that depend on
utilization of the values of digital decisions (e.g., decision-
directed techniques) and those that depend only on the decision
variable (e.g., integrate-and-dump outputs).

We first discuss some channel measurement techniques that
utilize processing within the data demodulator. All the tech-
niques reported in the literature are both decision-dependent and
decision-variable-dependent. Thus, Epstein and Franco [3.151
(using the basic error rate formulation of incolerent and differ-
entially coherent systems in the presence of fading multipath
formulated by Bello and Nelin [3.9])classify integrate-and-dump
outputs for different triplets or quadruplets of transmitted bit
sequences. This classification reveals different dependencies on
noise, multipath, and signal, from which, by algebraic manipula-
tion, one may estimate noise, multipath, and SNR for FSK and DPSK
systems. Similarly, Hingorani and Chesler [3.16], in developing
an error rate prediction technique based upon the error rate for-
mulations of Bello [3.11,[3.141, show that the noise component
of the decision variable may be estimated if the bit decision
information is available.

These techniques and their obvious decision directed generali-
zations will only estimate the channel parameters if

1) there is a modest, but not high, error rate

(because of the decision direction),

2) bit synchronization exists,

3) the modem has suffered no equipment failure.
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Since a main objective of the study is to develop techniques
which will allow an assessment of receiver degradation trends and
also allow a d4 stinction to be made between propagation outages
and equipment failure, the excessive dependence of the above
techniques upon modem operation makes them highly undesirable for
channel measurement.

If channel measureament techniques appropriate to the objec-
tives of this study are to be utilized which depend upon variables
within a modem, then these variables should at least be independent
of bit synch and bit decisions. Unfortunately, there is little of
a general nature that may be said about the existence of these
techniques, because they would depend very intimately upon the
detailed structure of the modem signal processing. For example,
the FSK/PSK digital troposcatter modem designed by Bello [3.17]
utilizes pilot tones. The relative amplitude fluctuations of
these pilot tones can be used to estimate frequency selectivity
and multipath spread. However, some modems will not use pilot
tones and such an approach would be inapplicable.

For the above reasons no effort was expended upon studying
channel measurement techniques that involve the data demodulator.
This does not mean that effective utilization of variables in the
data demodulator cannot take place in some technical control
functions. In particular, raw error rate estimation by a PMU
(performance monitor unit) can be carried out effectively by using
data demodulator variables, as discussed by Gooding [3.181.
However, the development of performance monitoring techniques per
se is not within the scope of the present study. It is assumed
that an effective PMU exists.

In considering measurement techniques external to the data
demodulator, we have pointed out that processing can occur after
the demodulator, at baseband, or before the data demodulator at
RF or IF. One may readily dispose of baseband processing as being
an important source of channel measurement for the present effort.
Note that much of the receiver instrumentation has been traversed
by the time this point has been reached, so that channel and
receiver degradations are very much intermixed in their effect on
the reconstructed digital sequence. At this point the only
parameter than can be available for discrimination between channel
and receiver degradations is the distribution of detected errors.
While some gross distinctions can probably be made between error
patterns induced by bad channel conditions and those induced by
equipment malfunction, it is also clear that considerable confu-
sion is possible.
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In view of the above, we have concentrated our efforts pri-
marily on the use of the received signal alone for channel measure-
ment. Moreover, in developing concepts for channel. measurement
utilizing the data signal, we have confined our attention to
techniques which examine received signals at RF and IF inter'aces.
In essence, the data signal is regarded as a random probing sig-
nal with known statistical characteristics at transmission.

3.2.3 Proposed System Configuration

Drawing upon the results of the previous sections, a signal
processing structure has been conceived for establishing receiver
degradation trends and discriminating between media and receiver-
induced performance degradation. This structure is sketched out
in Figure 3.3 for the most complex case, the quadruple diversity
troposcatter channel. For the other channels, some simplifica-
tions of this structure are possible; e.g., for the LOS
channel, no average error rate estimation and no gross (i.e.,
average) channel parameter estimation would be carried out.

Examination of Figure 3.3 reveals that two basic subsystems,
labeled MQU (media _uality unit) and PMU (performance monitor
unit), are used to eventually reach conclusions with regard to
degradation trends, cause of outage, and the existence of inter-
mittent faults. The PMU estimates the actual raw error rate of
the digital signal passed forward to decryption, decoding, and
demultiplexing operations. The effective design and operation
of this unit is a subject outside the scope of the present study,
where it is merely assumed that such a unit exists. The primary
purpose of the MQU, which is the focus of the present study, is
to provide error rate estimates for a hypothetical nondegraded
receiver based upon information concerning the media characteriE.-
tics. A comparison of the MQU and PMU average and short-term
error rate estimates then allows an estimation of receiver
degradation trends, performance margins, and intermittent faultE;.
Of course, it also allows an identification of abrupt outages
caused by receiver malfunction. A secondary purpose of the MQU
is to provide an indication and identification of the rare outages
caused by excessive Doppler spread (i.e., fast fading), multipath
spread (i.e., frequency-selective distortion), and interference.

The inputs to the MQU come from appropriate pickoffs at RF
or IF for each of the diversity receivers. As pointed out pre-
viously, the pickoff should be as close to the antenna as feasible
to avoid confusing receiver degradation from channel impairments.
AGC (automatic gain control) complicates some channel measurement
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functions by providing a variable gain not existing in the media
itself. To account for such gains, it is assumed that those AGC
voltages affecting the signal level used as input to the MQU are
also picked off and that gain vs. AGC calibration curves are
stored in the MQU where they are periodically updated.

The picked-off signals are filtered and brought to baseband
in the media and noise sensors in preparation for further process-
ing in the MQU. If the received information-bearing signal alone
is to be used for channel measurements, the output of the system
function estimator would be estimates of the squared magnitude of
the transfer functions for the diversity channeJs at one or more
frequencies within the signal bandwidth. A detailed analysis of
the use of short-term power measurements to achieve estimates of
the squared magnitude of the channel transfer function is presented
ii Section 4. Figure 3.4 shows a possible signal processing struc-
tire for one diversity channel and one frequency location within
the diversity channel. Obvious time-multiplexed serial and/or
parallel processing arrangements may be used to handle all diver-
sity channels and all frequency samples required. The bandwidth
of h(t) is selected small enough so that little frequency selec-
tivity occurs over its passband. The time constant of k(t) is
much longer than that of h(t) to average out the data noise fluc-
tuations but short enough not to average over the fading. With
specified shapes for h(t),k(t), it is shown in Section 4 that it
is possible to optimize the bandwidth of the predetection filter
h(t) and the time constant of the postdetection filter k(t) so as
to minimize the combined effects of data noise, noise, frequency-
selective fading and time-selective fading.

If special probing signals are used, the sensor system func-
tion estimator processing shown in Figure 3.4 would have to be
replaced by an appropriate probe demodulator, such as the corre-
lation processor shown in Figure 6.1 of Section 6. However, the
remainder of the structure shown in Figure 3.3 would stay the
same. For purposes of discussion, we assume that only the
information-bearing signal is used to obtain channel information
and that the squared magnitude of the diversity channel transfer
functions are determined at selected frequencies by a structure
like that shown in Figure 3.4.

With the aid of noise power measurements and removal of AGC
gain fluctuations one may scale the squared-magnitude transfer
function measurements so that they will represent instantaneous
SNR's for each diversity branch. As discussed in Section 3.1
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and analyzed in Section 5, one may use these instantaneous SNR's
in appropriate algorithms to estimate the average and short-term
error rate for a nondegraded receiver. Multipath and Doppler
spread can also be estimated from the squared magnitude of the
diversity channels' transfer functions, as discussed and
analyzed in Section 4. These parameters can be used to flag
outages due to excessive multipath and Doppler spread. However,
as discussed in Section 3.1, only with special probing signals
which yield estimates of the complex transfer function and/or
impulse respons- can enough information be obtained to estimate
error rates due to excessive multipath.

The noise sensor would utilize out-of-band noise or time-
multiplexed signal-free slots to estimate noise parameters (see
Section 4.5) for determining bounds on error rate (see Section 5)
when an interfering signal has been flagged by the interference-
present detector. The latter detector compares the measured
average received power on each diversity channel for two adjacent
time intervals, looking for significant changes in power level
(see Section 4.4.3). Additional information on interference-
presence is available from the narrowband interference detector
which uses changes in the centroid or rms bandwidth of the re-
ceived signal as a detection criterion (see Section 4.4.2 for
an analysis). If noise slots are available adjacent to the signal
band, they also can provide information concerning the presence of
an interfering signal.

Under normal conditions, excessive multipath and Doppler
spread or interference will not be present. When this is the
case, the average and short-term error rates estimated by the MQU
are compared with those measured for the receiver by the PMU. A
steady and increasing departure of these error rates will
indicate the presence of a degradation trend in the receiver. A
comparison of short-term error rates will allow a determination
of whether the receiver degradation is due to an intermittent
receiver fault.

When an outage occurs, the measurements shown in Figure 3.3
should allow it to be categorized into one of the following:

* Receiver outage

* Wideband interference
0 Narrowband interference
* Propagation, due to excessive Doppler spread (B)
* Propagation, due to excessive multipath spread (L)

3-42

Downloaded from http://www.everyspec.com



Because of the slowness of fading on the links of interest,
it is clear that a considerable amount of the signal processing
indicated in Figure 3.3 can be carried out by small computers.
However, the sensor uses analog processing a-ad, except for HF
channels, the short-term power measurement used to estimate the
squared-magnitude transfer functions would have to be implemented
with hardware. Some general implementation considerations arc
presented in the following section.

3.3 Implementation Considerations

This section discusses implementation of the MQU assuming the
information-bearing signal alone is used to derive channel infor-
mation. It focuses on the hardware and computation requirements
and shows how these depend upon the media parameters. In accor-
dance with both the emphasis of the work statement and the current
trends in technology, the implementation discussed is as digital
as is reasonably possible, and the digital processing is done by
programmed hardware (computer) whenever possible.

Our goal in this section is to delineate the implementation
problems of potential media quality units and to show the division
between analog, hardwired digital, and programmed digital hardware

Sfor each case. Estimation of the magnitude squared of the channel
Stransfer functions is the major calculation, and it dominates the

system.

Consider the system diagram shown in Figure 3.3. Given the
RF or IF input signals, the MQU computes an estimate of the
magnitude squared of the channel transfer function and, from this
estimate, calculates other desired channel parameters and error
rate estimates. In what follows we discuss first estimation of
the magnitude squared of the channel transfer function and then
discuss the remaining computation burdens given that the magnitude
squared of the channel transfer function has already been
computed.

3.3.1 Estimation of the Magnitude Squared of the Channel
Transfer Function

Figure 3.4 shows the estimation of the squared-•magnitude
transfer function in block diagram form. Figure 3.5 displays
a maximally digital implementation of this estimator. The signals
are mixed down from IF or RF, passed through an analog lowpass
filter to prevent aliasing, and then converted to digital samples.
All further filtering is then performed digitally either in
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hardwired logic or a computer, depending upon the data rate.
(As an aside, notice that this design is not necessarily the
maximally possible digital form for the HF channel. Because of
the low IF and narrow bandwidths involved, it would probably be
technically possible to do the anti-aliasing filtering and
sampling at IF.)

The essential parameters of this system are the bandwidth
of the filters h(t) and the duration of the integrating filter
k(t). The bandwidth of the predetection filter h(t) determines
the minimum sampling rate S, and thus determines the anti-aliasing
filters.

Table 3-1 presents optimum predetection filter bandwidths
from Section 4 together with calculated minimum sampling rates
corresponding to a sampling frequency of twice the filter band-
width. Since h(t) is only a two-pole lowpass filter and Wopt is
the 6-dB bandwidth, this sampling rate is only approximate.
However, for the purposes of the present discussion they will be
close enough to give a good idea of the implementation problems.

These sampling rates determine the implementation technique
used. Consider first HF, and count only multiplication operations.
A second-order filter for h(t) would require two multiplications
per sample. Squaring the output of h(t) requires one more multi-
plication per sample. Allowing for dual diversity and both an
in-phase and quadrature signal path filter required, a total of
12x300= 3600 multiplications are required each second.to imple-
ment the h(t) filters. However, the measurement of rms multipath
spread requires that IT(f,t)1 2 be estimated for at least two fre-
quencies within a diversity channel. Thus, we arrive at 2x3600
7200 multiplications per second. Similarly, using the sampling
rates given above and maximal diversity as indicated, we obtain
Table 3-2.

The filters for the HF channel can easily be accommodated
in a modern minicomputer or future microprocessor. At 7200 multi-
plications per second, there are about 139 microseconds available
for each multiply. But current minicomputers perform a multipli-
cation in 5 to 20 microseconds. Thus, for an HF channel, the h(t)
filters would occupy less than 20% of minicomputers' available
processing time.

The tropo channel and LOS (30-dB fade) parameters are com-
parable. The required sampling rate on one signal path is 173
and 226 kilo samples per second, or about 5.8 and 4.3 microseconds
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TABLE 3-1

OPTIMUM BANDWIDTHS FOR h(t)

Channel Wopt Minimum Sampling Rate
(1Hz) (samples/second)

HF 1.5 x10 2  300

LOS* 8.64 x 104 173,000

Tropo 1.14 x 10 5  226,000

Satellite, I0.].x 106 20.2 million
Ionospheric
Scintillation
(1.6 GHz)

Filter parameters optimized for measurements at a
fade depth of 30 dB.
t is assumed that the transmitted signal bandwidth

exceeds Wopt. Otherwise the predetection filter
bandwidth would be set equal to that of the trans-
mitted signal bandwidth.
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TABLE 3-2

COMPUTATION REQUIRED FOR h(t) FILTER

Maximal Multiplications/second
Channel Diversity for h(t)

HF 2 2x3x4x300 = 7200

LOS 2 2x3x4xl.73x10 5

4.16 x 0

Tropo 4 2x3x8x2.26x 10=

1.68 x 10 7

Satellite, 23 x 4 x 20.2 x 106

Ionospheric 2.4 x 108
Scintillation

Multipath spread measurement is probably not of
interest for this channel
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per conversion. This is well within the range of today's inexpen-
sive 12-bit A/D converters. However, the complete multiplexing of
A/D's for diversity operation would yield too high a conversion
rate and some parallel processing would have to be used.

The arithmetic burden of 4 to 10 million multiplies per
second is too great to load onto a processor and further hard-
wired digital filters arranged for parallel processing would have
to be implemented at these data rates.

The high sampling rates of the optimized I-GHz ionospheric
scintillation channel mandate an analog implementation.

The above discussion was predicated upon values of Wnn equal
to the optimal bandwidths of the h(t) filter to minimize the
estimator variance. The sampling rate and computation burden are
a linear function of this bandwidth. One possible design alterna-
tive,which is applicable to all except the HF channel, is to
decrease the bandwidth of h(t), degrading performance to some
still satisfactory level, but simplifying implementation.

A block diagram of a maximally analog implementation of the
estimator is shown in Figure 3.4. Notice how few extra analog
components are required compared to the maximally digital imple-
mentation. Analog filters are needed for h(t) but the anti-
aliasing filters have disappeared. Thus the circuit has actually
simplified.

Next comes a squaring circuit which can be implemented at the
frequency bands of interest by an analog multiplier module.
Finally there is a summing junction followed by an integrate-and-
dump to implement the filter with impulse response k(t). The
output of the integrate-and-dump is A/D-converted and fed to the
digital processor. Table 3-3 tabulates values of optimum integra-
tion time T for a rectangular impulse response filter derived
in Section ýpt If a sample is taken from the filter with impulse
response k(t) after each integrate-and-dump on each diversity
path, the sampling rates shown in Table 3-3 are obtained.

The entry for the tropo channel is not unusual for strategic
links but it is low for tactical links since it is based upon an
rms Doppler spread of I Hz. A more representative value for
tactical links is an rms Doppler spread of 20 Hz. With quadruple
diversity the total sampling rate might be as high as 1300 samples
per second. Even this worst case is still slow compared to the
rates of current technology A/D converters and computer interfaces.
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TABLE 3-3

SAMPLING RATES

Channel Diversity Topt Sampling Rate
(s) (samples/s)

HF 2 0.53 3.7

LOS* 2 0.49 4.1

Tropo 4 0.059 67.8

Satellite, 2 0.088 22.7
Ionospheric
Scintillation

30-dB fade measurement estimation
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Comparing the digital and analog implementations of the
estimator of IT(f,t)l , the following conclusions can be drawn:

1) Except for the HF channel, the filters with impulse
response h(t) should probably be analog filters and
could replace the anti-aliasing filters if the
design is carried out carefully.

2) If all the digital processing is to be done in a
computer, then a maximally analog implementation
of the estimator of IT(f,t)1 2 is probably best.
This concLusion is based upon today's components
and priccs.

3) Hardwired digital filters could be used to imple-
ment both the squaring operation and the post-
detection filters except in the satellite channel.
However, this digital processing does not signi-
ficantly Aimplify the design.

3.3.2 Estimacion of RMS Doppler Spread and RMS Multipath
Spread

Three techniquLes will be presented in this report in Section
4 for calculation of B, an estimate of B, the rms Doppler spread
of the channel. These are called th; level-crossing method, the
differentiation method, and the correlation method. Each of these
techniques takes, as given, the estimates of the magnitude squared
of the ýhannel transfer function, and uses these estimates to cal-
culate B. The best in performance is the level-crossing technique.
The major part of the computation burden of the level-crossing
technique is the calculation of a square root which might be
regarded as equivalent to a few, say three, multiplications.
This square root must be calculated for each sampled value of
the estimate of squared magnitude of the channel transfer function
IT(F,t)12 . Other calculations are required, of course, but the
square root is the dominant computation.* The differentiation
method provides slightly poorer performance but requires only two
multiplications per sample. One of these multiplications is
involved in estimating the mean value of 1T(F,t)1 2 , and is common
to the differentiation method of measurement of multipath spread.
The correlation.technique also requires two multiplications for
each value of IT(F,t)lZ and has far poorer performance.

However, note that one may change the algorithm, if desired, to
a level crossing applied to IT(F,t)I 2 instead of 4IJ(Ft)12.
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Since the differentiation technique provides almost equiva-
lent performance but with a reduction in computation burden, it
seems to be the method of choice unless the level-crossing al-
gorithm is changed to apply to a squared envelope.

Three techniques also exist for estimating the multipath
spread on the channel. These techniques are exactly the time-
frequency duals of the techniques for estimation of the Dopplerspread. However, estimating the multipath spread creates a new
problem, as mentioned above, since all methods require estimates
of IT(F,t)1 2 at more than one value of F. But to do this essen-
tially requires new copies of the circuitry for estimating
IT(F,t)1 2 . The level-crossing technique requires these estimates
at many values of F, while both the correlation technique and the
differentiation method require estimates at just two values. The
correlation method needs one multiplication for each sampling
instant as does the differentiation method.

If the formulas for these two techniques are inspected, they
will show two multiplications are required, but one of then is
also required in estimating the Doppler spread and has aJready
been counted.

3.3.3 Estimation of RMS Bandwidth and Frequency Centroid
of Received Signal

As discussed in Section 4, an estimate of the frequency
centroid is

S(3.118)
2 2(x + y2)

where x is the in-phase and y is the quadrature component of the
received signal. The triangular brackets indicate time averages,
and these time averages should be over a long enough period to
average out the effect of fading on the channel. One technique
for implementing this estimator is shown in Figure 3.6. An analog
filter is used to differentiate x(t) and y(t). All four signals
are sampled at the same instant and the samples held and fed
through a multiplexer into an A/D converter. The A/I) output is
then fed directly into the computer.

Given samples of x, k, y, v, it is easy to compute f. Four
multiplications are required for each sample taken. Similarly,
the estimator of the rms bandwidth is a function of x, k, y, y.
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Two more multiplications are required for each sampl% point, in
addition to the multiplications used in calculating f, giving a
total computation burden of six multiplications per sample.

3.3.4 Calculation of Estimated P

The calculation of the estimate of Pe poses a smaller compu-
tation burden in the worst case than might be expected from the
complexity of the functions involved [see Eq. (3.14)]. This is
due to the diversity combining which reduces the number of data
points that need to be processed. An estimate of IT(F,t)1 2 can
be combined with an estimate of noise to get an estimate of
instantaneous signal-to-noise ratio. The estimated instantaneous
signal-to-noise ratios on each diversity branch can then be
operated on by a function to estimate the conditional probability
of error.

The function used would depend upon the specific communica-
tions system design but typically would be either an error func-
tion or an exponential function. In either case, a rapid yet
sufficiently accurate program can be written to calculate the
function. For the sake of argument, we shall assume that calcu-
lating this function is equivalent to six multiplies. This would
allow using several comparison operations to select an approxi-
mation formula valid for the value of the argument and then
evaluating a fourth-order polynomial approximation. The averaging
of the conditional error rate to compute average error rates
involves the use of accumulators.

3.3.5 Total Computation Burden

Table 3-4 displays the computation needed for each subtask
and the total for the specific case of the tropo channel with
quadruple diversity, which is a worst case. Notice that a high
sampling rate is being used corresponding to fast fading. Con-
sider several points from this table:

1) The computation burden is essentially a linear
function of both the order of diversity and the
Doppler bandwidth.

2) The estimation of f and B imposes half the com-
putation burden. It would be unnecessary to
calculate these quantities on all diversity paths
if it were assumed that an interference would be
received by all diversity branches. Also, this
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TABLE 3-4

TOTAL COMPUTATION BURDEN FOR TROPO
(Assuming Use of 500 Samples/Second of IT(F,t)1 2

and Quadruple Diversity)

Subtask Computation Burden Form Comments

Estimation of I/O only This function is per-
IT(F,t)1 2  formed in hardware,

before the computer

Estimation of 2,000 multiplies/ I x4 x 100 This operation is
average SNR second used in the differen-

tiation method of
multipath and Doppler
spread measurement

Estimation of 2,000 multiplies/ Ix4x500 Differentiation
Doppler spread second technique

Estimation of 2,000 multiplies/ Ix4x500 Differentiation
multipath second technique
spread

SEstimation of 12,000 multiplies/ 6x4x500 Sampling rate used
total power, second is 500 samples/second
f,B

Calgulation 3,000 multiplies/! 6 x500
* of P secondie _ _ _ _ _ _ _ _ _ _ _

TOTAL 21,000 multiplies/
second
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computation Js fairly simple and can be easily
implemented in digital hardware.

3) Twenty-one thousand multiplies per second corresponds
to just under 50 microseconds per multiply. Modern
minicomputers, such as the Data General Nova Series
or the PDP-II, with hardware multiply/divide have
multiplication times in the range from 5 to 20 micro-
seconds. Thus it appears that a safety factor of
about 2.5 is available.

An important warning should be inserted here. This discus-
sion of computation burden has focused on multiplications alone
and on multiplications that must be done at the input data rate.
This focus was chosen because these multiplications are probably
more than half of the total computation load. But a safety factor
must be allowed on top of the estimates in the table. Before
attempting to implement these techniques, the burden of other
operations, expecially input/output control, should be examined
to insure that the processor chosen can handle the task.
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SECTION 4
(CHANNIi, MK•'AStlRIMENT TIECHNIQUES UTI LIZ.ING THE RECEIVED

I'NFORMATION-1B1ARING SIGNAL.. A LONE

Tho proposed MQU incorporates a number of channel measure-
'ontt function, os discussed in Sect:ion :3.2.3 and illustrated in
',igure 3.3, This stectiun Is devoted to a detailed analysis of
various measurement t'-chniques designed to carry out the neces-
sa ry measurement funct ions, Expressions are derived for estima-

ion errors and biases as a function of measurement time and
tandwidth, mult;Ipath and Doppler spread, including the effects of
oddtite noise and data noise.

Section 4.1 is devoted to a consideration of the measurement
of' the s uared magnitude of the transfer function of a channel,

"l( ,t ) •, via short-term power measurement in a bandwidth of the
order of the coherence bandwidth of the channel. Optimum values
of predet:ection and postdetection bandwidths are shown to exist
and ar. evaluated for specific filter shapes. Numerical evalua-
tions of performance are carried out for the HF, LOS, Troposcatter,
and Satel Ltte Ionospheric Scintillation channels.

Sect [onl 4.2 considers the estimation of the time-frequency
corICelatilon function of the squared-magnitude channel transfer
function. This correlation function can be used to estimate
f-hannel parameters. The variance and bias of the estimator
are eval.ua ted as a function of errors in the estimat:ion of
"l'lf ,t)'2 and as a function of averaging time. As far as average
chantle t correlatlion "Uncttions and channel parameters are con-
cerned , results are given for HF, Troposcatter, and Satellitc
onuospheric Scintillation hut not for LOS channels. As pointed

out several tLdes in previous sections, the LOS channel fading,
when it occurs, is very slow and outages occur only during deep
fades. The awvraing time required to estimate hypothesized
channel paramet~ers, such ,as Doppler spread, with any reliability
WOULd greatly exceed the duration of time during whi.ch fading
itsel I would occur. Thus, only tile ,T(f,t)12 measurfement analyzed
in Section 4.1 is tf interest.

Techniques :•,'e proposed and analyzed in Section 4.3 for the
measurement of t he gross channel parameter., of Dopp er spread,
muIt ipath ,spre< ';NR, and diversity branch correl.ation coefficient.
Tl'cee dift:ercin: .. '.CitLiLklues are examined for Doppter and m, lt:ipath
spread measurement, cal. led the Different:ia t ion, Cotrelation, and
l,evel-c,,ossing techniques. These technique.O assumwe that complex
Gaussian fading is a satisfactory model of tHie fading,
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The problem of detecting the pres, of an interfering sig-
nal by in-band processing alone is trea 4n Section 4.4. Two
basic procedures are analyzed. In one p. '....e, the centroid and
rms bandwidth of the power spectrum of the .. ived signal are
examined to see if they have changed significantly from their
a priori known values. This procedure is effective In the measure-
ment of the presence of a narrowband interference. In the other
proceduce, an attempt is made to detect a sudden change in re-
ceived power level.. The effectiveness of this procedure is ana-
lyzed considering the influence of channel nonstationarities
which could be confused with a change in power level.

Section 4.5 considers the problem of measuring certain noise
parameters assuming that the condition "noise alone" exists eith,
due to a service interrupt or the existence of idle time and/or
frequency slots provided for that purpose. The noise parameters
considered are average noise power, peak noise power, and a
threshold exceedance probability. These parameters were analyzed
because they are used in Section 5 to estimate upper and lower
bounds on error rate.
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4.1 System Function Measurements

4.1.1 Introduction
A transmitted data signal may be regarded as a random probing

signal which upon reception carries information concerning the
characteristics of the channel. In this section we analyze the
effectiveness of short-term power spectral estimation of a re-
ceived IF data signal as a means of estimating the squared magni-
tude of the channel transfer function. This section develops
expressions for the RMS fractional error of this estimation tech-
nique as a function of processing bandwidth and time, channel
parameters, and the structure of the data signal.

4.1.2 System Model
The system to be analyzed is shown in Figure 4.1, where

complex representations of signals and linear operations are
used. The transmitted data signal is shown as input to a channel
with time-variant transfer function T(f,t) and with additive
noise "(t). The receiver filters and translates the received
signal to some intermediate frequency, say fo Hz, and hence to
demodulators and diversity combiners.

As shown in Figure 4.1, the IF signal is picked-off as input
to the squared-magniLulri transfer function estimator. The esti-
mation process is as follows. The received IF data signal is
mixed to baseband with a locally generated quadrature pair of
sinusoids at f 0 +F Hz and the resulting pair of baseband outputs
are filtered, squared and suimned. The summer output represents
the instantaneous power in that portion of the data signal of
spectrum located at f 0 +F Hz and within a bandwidth equal to that
of the low pass filters. A finite time averager operates upon
the summer output, providing a short term spectral estimate of
the input data signal power spectrum at the frequency fo+F.

The received signal complex envelope is given by the two
equivalent formns

r (t) = J z,(t - )g(t:, d ý, + -YI(t) (4.1)

r(t) - J' Z(f)T(f,t) ej21Tft df + fl(t) (4.2)

where g(t,ý) is the time variant impulse response r-elated to
T(f,t) by the frequency transform pair
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g(t,) - T(ft) ej df (4.3)
T(f,t) = , g(t,t) e j 2rf P dp (4.4)

r(r) is a white additive noise (complex envelope) with aut cor-
relation function

7*(t)1(t +T) = 2N 0
6 (T) (4.5)

where N is the one-sided power density of the real noise.

The operation of the channel estimator prior to the squaring
and averaging operation is given by the function p(t),

A(t) = r(t) e j2fTFt ;, h(t) (4.6)

and the output of the system v(t) is given by

,1(t) = lip(t) 12 - k(t) (4.7)

where k(t) is the impulse response of a low-pass filter that is
used to average the signal power fluctuations passed by h(t).

4.1.3 Flat-Flat Fading Analysis

We consider first the case wherein the channel is fading
slowly relative to the time constant of the output averaging
filter k(t) and in addition there is negligible frequency selec-
tivity ovei the bandwidth of the low-pass filter h(t).

The filter h(t) may be assumed to have a time constant very
much smaller than the fading correiation time. In addition, the
channel multipath spread is assumed to be much smaller than the
fading correlation time of the channel, As a result, the cascade
of channel filtering, frequency-shifting, and low-pass filtering
may be inverted with little error. Thus, let

r(t) = w(t) + ti(t) (4.8)

where

w(t) = ' z(t - ý)g(t,() dt (4.9)

"s the complex envelope of received signal in the absence of
Jditive noi. . Note that
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w(t) e" j2Ft Z(f)T(f,t) ej2ff(f-F)t df

= Z(f+F)T(f+F,t) ej2fft df (4.10)

or, alternatively,

w(t) ej21Ft = [ z(t-•) e J27F(t-ý) e-j21TFý g(tdp (4.11)

The cascade inversion discussed above takes the form

w(t) e-J21Ftg h(t) y(t - &) o-j2fF g(t,.) dý

Y(f)T(f +F,t) ej2Wft df (4.12)

where
y(t) = h(t) (® z(t) e j 21TFt

Y(f) = 5 y(t) e- dt (4.13)

Physically, the inversion amounts to passing a frequency shifted
data signal through a low-pass filter and then traasmitting this
filtered signal through a frequency-shifted channel. Figure4.2(a)
shows the correct sequence of operations involved in producing
the average output i)(t) from the signal input z(t) and noise
input pj(t). Figure 4.2(b) shows the inverted sequence which will
yield an output v(t) essentially identical to that of 4.2(a). We
use 4.2(b) because the analysis is simplified.

The bandwidth of y(t) is contro~led by the bandwidth of
h(t). We assume in this section that there is negligible fre-
quency selectivity over the bandwidth of h(t). Then T(f+F,t)
in (4.12) will be negligibly different from T(F,t) for values of
f at which Y(f) has significant values. Using the approximation

T(f +F,t) , T(F,t) (4.14)

in (4.12), (4.6) - (4.10), we readily find that

ýi(t) T(F,t) y(t) +n (t) (4.15)

where

n(t) 77(t) ® h(t) (4.16)
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The estimate of fT(F,t)¶2 is then given by

v(t) = IT(F,t) y(t) + n(t) 2 ® k(t) (4.17)

Two assumptions, which may be expected to be generally valid
for this study, greatly simplify the statistical analysis of:,(t):

1) There are very many data pulses during a time interval
of the order of the time constant of v(t).

2) The time constant of k(t) is very much larger than the
time constant of h(t).

The first assumption allows (via the central limit theorem)
the real and imaginary parts of y(t) to be approximated by
Gaussian processes. The last assumption allows v(t) (again via
central limit theorem arguments) to be approximated by a quasi-
stationary Gaussian process with a slowly varying mean and
variance dependent upon ýT(F,t)j.

We now develop expressions for the mean and variance of the
output v(t). The ensemble mean value of v(t) averaged over the
noise and data signal only is given by

v(t---) . Ir(F,t- ý) y(t - P) + n(t - $)12 k(t) dt

ly(t)12 I'(F,t - ý) 2 k(Q) dt

+ tn(t)j 2  k k(') dý (4.18)

where we hAave used the fact that n(t) and y(t) are independent.
Assuming chat the T(F,t) changes little during a time interval
equal to the duration of k(Q),

IT(F,t) 2 , k(t) - IT(F,t)1 2  K(0) (4.19)

where

K(0) I k(t) dt (4.20)

is the dc response of the averaging filter. It follows from
(4.18) and (4.19) that

1) (t) Y. ( 2 T(F,t) 2 + Hn]2 K(O) (4.21)
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Thus the mean value of our estimator is biased. However,
this bias is known or can be estimated and may be subtracted
from the estimate.

The mean-square value of v(t) (averaged over noise and data)
is given by

2 2 2
Iv(t) 2 Ir I.(t - ý)2I k() d2

= 9 . (t - 0) 12 11(t - 0 12 k()k() d4 dr (4.22)

Writing out the average inside the double integral and using
the subscript I to denote the argument t - and the subscript 2 to
to denote the argument t- -,

I.1!2 22ni22 2I 2 +n212

(IT21 2 y + Tiylnt + TtytnI+ InlI 2 )

(IT212 12+ T2Yn*+T*y*n +*n21T2(
2  Y2  2 2 2 1 2(4.23)

Taking advantage of the fact that odd order moments of
Gaussian processes are zero and that for a complex Gaussian
process [4.11 - [4.41

n(t) n(t +T) - 0 (4.24)

we find

.2 T I ! 2 n n* +-
1 2 u2 12 T 4  Yl1 2  1 2 +Y+ ? + ITI Y1Y2 n~n2

+ ITI 2 lyll 2 In 2 12 + TI1,2 1y212 InI 2 + In 1 
2 In212

(4.25)
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In (4.25) we have dropped subscripts on T because T(f,t) is
essentially constant as far as the filter k(t) is concerned.
Defining the correlation functions

IyI. 1 y12 2 - ( - ) (4.26)

y•y 2  R R(Q -n) (4.27)y

n*n ' R Q 77) (4.28)1 2 n

Inli2 in21 2  C n(Q-.) (4.29)

we find that

Iv(t)12 IT(Ft)4 4 C(r) Rk(T)dT

+ jT(Fqt)1 2 2Re {1F R(T) R*(,r) Rk (r)dT}

+ 21T(F,t)l 2 y2 n2 n K(0)

+ r Cn(T) Rk(T) dT (4.30)

where we have used the double-to-single integral transformation

SA(Q - 17) k(t) k(r) dt dT J' A(r) Rk(r) dT (4.31)

in which we have defined the autocorrelation function of the
averaging filter impulse response

Rk(r) = , k(ý) k(t+T) dt (4.32)

We consider now the correlation functions (4.26) and (4.29).
The noise n(t) is a complex Gaussian process. For such a process
[4.1] - (4.4]
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SIR nQ-n)l 2 + InI2 (4.33)

Except for special cases which can be avoided by Judicious
choice of the frequency F [4.23], the filtered data signal y(t)
will be closely characterizable as a complex Gaussian process.
For the purposes of the present analysis, we assume that y(t) is
complex Gaussian. Then (4.1] - (4.4]

lYI i2 Iy212 . IRy(P -7)12 + (4234)

Using (4.33) and (4.34) in (4.30), we find that

IV(0 l 2 - IT(ft)14 IK(0)1 2 7 2

+ IT(f,t)l4 , IR y(r)12Rk(r)dr

+ IT(fjt)l 2 2 Re{fR (T ) R*(T )Rk (7-dT}
-2+2]T(f,t)12 ¶y12 12K(0) 12

+ I2 jK(0) 2 + f IRn(T)12 k(T)d (4.35)

It follows that 'the variance of the fluctuations at the low
pass filter output are given by i

lm2 1v(t) 1-2- IT(f,t)i4 JRy ()ý)2 Rk(T)d-1

+IT~fc R~ R(T) R*(r) Rk(r) dr}

+ f IR (T)1 2 Rk(T)dr (4.36)

The expression (4.36) may be simplified by noting that
R y(T) and Rn (r) are "impulsive" by comparison with Rk(T) because
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the time constant of k(t) is much larger than that of h(t). Thus

,F IRy(-r)2 Rk(2r) dr Rk(0) , IRy (r) 12 dr
= 0(0) Py (f) df (4.37)

(r) R*(T) Rk(T) d- Rk f R (r) R*(r) d,r
y n(TRKTd~ Rk(n

- Rk(0) Py (f) Pn (f) df (4.38)

Rj ¶n(r)l 2 RK (T) dr Rk(0) . n ¶R(r) l2 dr

S0(0) . p2 (f) df (4.39)

where we have used Parsevals theorem and P (f) Pn(f) are the
power spectra of y(t) and n(t). Since

y(t) = h(t) 9 z(t) e-j 2wFt (4.40)

It follows that

P (f) = ¶H(f) 2 P z(f-F) (4.41)SYz

where P (f) is the power spectrum of the data signal and H(f) is
the transfer function corresponding to h(t). Assuming that P (f)
varies little over a frequency intervai of the order of the band-
width of h(t)

P (f) P (F) IH(f) 2  (4.42)y z

Since

n(t) = h(t) (' 71(t) (4.43)

wheice n(t) i3 complex Gaussian white noise of (two-sided) spec-
tral density 2N0 (N0 is the one-sided spectral density of the
real noise), we have

P (f) = 2N0 1H(f) 2 (4.44)n
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Using (4.42), (4.44) in (4.37)-(4.39) we find

"" - (T(ftl 2 P z (F)+ 2) Rk(O) j H(f)M4 df

(4.45)

Examining (4.21) we note that

lyl2 . P y(f) df = P (f) 'r IH(f)12 df (4.46)

in 2 . pn(f) df = 2N0 I IH(f)l 2 df (4.47)

so that

(t) -IT(f,t)2pz(F) +2N0) I H(f) 12 df * K(0) (4.48)

Thus the standard deviation of the fluctuations of the
estimator normalized to the mean value of the output is given by

t 2 _ -72 14
(tlu 2---) _ Rk(O) r IH(f)4df

K ( O . . ... -2 d- ( 4 .4 9 )v(t--- K(0) .f ¶H(f)l df

which depends upon the characteristics of the two filters alone.

The noise bandwidth of the averaging filter is defined as
r ýK(f)j 2 df

wS0 2 (4.50)

Since

Rk(O) 2r (t) dt K(f)l2 df (4.51)

we see that

4E~~ W ¶WH(f) j df (.2
-" l (4.52)S IN(f)VIdf
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The other ratio in (4.52) depending on H(f) can be inter-
preted as the square root of a time constant. Note that if the
autocorrelation function of h(t) is defined as

Rh(r) .F h(t) h(t+r) dt (4.53)

then

4 2I lH(f) df = N h(r) dr (4.54)

'r !H(f)1 2 df - Rh(O) (4.55)

A duration for the autocorrelation function of h(t),T0 may
clearly be defined as

r R•(r) dr

T (2) (4.56)
Rh(0)

so that

jc.~T~ I(4.57)
It might appear that by choosing W0 and Tn small enough, one

may make c as small as desired. Unfortunately, W0 and T cannot
be made small without eventually violating certain basic assump-
tions of the derivations. In particular, if W is made too small,
the estiuate of IT(f,t)1 2 will become distorted, i.e., time-
selective distortion effects will appear. On the other hand, if
To is made too small, the bandwidth of h(t) will be wide enough
to be affected by frequency-selective fading.

The question arises as to how small W and T can be made
before the distortion terms become comparagle to Phe fluctations
due to additive noise and finite sample size. This question is
taken up in the next section.

4.1.4 Time and Frequency Selectivity Analysis
In Section 4.1.3 a technique for estimating the squared mag-

nitude of the channel transfer function was analyzed assuming a
flat-flat fading channel. This section extends the analysis to
include the effects of time and frequency selectivity. An ex-
pression for the rms measurement error is derived for this case.

4-14
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In order for the estimator to work properly, the averaging
time must be long enough to average out data fluctuations and
short enough not to filter channel fluctuations. Also, the pre-
detection bandwidth must be large enough to provide sensitivity
against additive noise and small enough so that only a small
amount of frequency selectivity exists within its band. Optimi-
zation of the predetection filter bandwidth and the averaging
filter duration is performed.

The estimator to be discussed was described in Section 4.1.2
and a functional block diagram after cascade inversion is given
by Figure 4.2(b). The quantity T(f,t) is the channel transfer
function, Z(t) is the modulated data signal, and n(t) is the
additive noise. The filters h(t) and k(t) are, respectively, the
predetection filter and the averaging filter of the estimator.

We would like to estimate the magnitude squared of the
channel transfer function at a frequency F and a time instant t';
that is, we would like to estimate IT(F,t')1 2 . From Figure4.2(b)
the translated and lowpass filtered data signal is

x~t) = =j2ffftx(t) f H(f) Z(f+F) T(f+F,t) e df (4.58)

and including the filtered additive noise

g(t) - x(t) + n(t) (4.59)

where

n(t) - h(t) 9 r(t) (4.60)

The magnitude squared of Eq. (4.59) is given by

4(t)l 2- Ix(t) 2 + In(t)j 2 + 2 Re fx*(t) n(t)l (4.61)

From Eq. (4.58) we have

1x(t) l - r H*(f) H(t) Z*(f+F) Z(t,+F) T*(f+F,t)T(t +F,t)
-- C*

e j2irt(-f ) dfdt (4.62)

The overbar denotes ensemble average with respect to the data
sequence. With Z(t) a wide sense stationary random process, we
have by duality (see Ref. [4.5])

4-15
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Z*(f+F) Z(t+F) - Pz(f+F) 6(t- f) (4.63)

where P (f) is the power spectrum of the data signal. Combining
Eqs. (4N62) and (4.63) gives

2 .O 12 2ýx(t)l= f JH(f)2 IT(f+F,t)l P z(f+F) df (4.64)

Assuming that Pz M varies little over the bandwidth of H(f),

jx(t)l 2 - Pz(F) f !H(f)I 2 JT(f+F,t)l2 df (4.65)
The response of k(t) to an input of I0(t)l 2 can be separated

into a signal term, a distortion term caused by the time and fre-
quency selectivity of the channel, a noise term and various cross
terms. The effects upon the output of the estimator by the dis-
tortion and the ambient noise are each small compared to the
signal. Therefore, the cross terms of the distortion and the
noise are negligible compared to the individual effect of either.
Hence, these cross terms will be neglected in the analysis. The
effects of the noise upon the estimation error were discussed in
Section 4.1.3. Here we will consider the effects of the distor-
tion caused by time and frequency selectivity upon the estimation
of the magnitude-squared of the channel transfer function.

If k(.) has duration T, and it is desired to know IT(F,t')I,
then we should sample the output of k(t) at t = t'+ A, where A is
approximately equal to T/2. That is, the averaging filter should
average over an interval centered at the time at which we would
like to estimate the channel. Defining the output of k(t) to a
noiseless input as

2
q(t) = jx(t)j 2 k(t) (4.66)

then we can represent q(t +) by

q(t+&) - d(t+A) + S(t) (4.67)

where d(t +&) is the distortion introduced into the estimator by
the time and frequency selectivity and S(t) is the desired dis-
tortionless output. The output of k(t) is given by [see Eqs.
(4.65) - (4.67)]

q(t) - Pz(F) '0 IH(f)2 [I4(f-+F,t) 126 k(t) df (4.68)
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I2
With no selectivity JT(f+F,t)2 is constant over a time interval
greater than the duration of k(t) and over a frequency band
greater than the bandwidth of H(f). Therefore, we can express
S(t) as

2S(t) = IT(F,t)j P M (4.69)

where we have defined

H • J fnH(f)t 2 df ; 1I (4.70)n

fk(t) dt 1 1 (4.71)
-- CO

Combining Eqs. (4.65) - (4.67) and (4.69) yields

d(t+A) = Pz(FfS J. IH(f)¶ 2 IT(f+F,t+A-)1 2 k(,)drdf
-OD1

-IT(Ft)l2] (4.72)

Letting t = T- gives

d(t+A) = Pz(F IO CO IH(f),. 2 ,T(f+F't -P) 2 k(r+)dt df
00 - C

- IT(Ft)l 2 (4.73)

When the degree of time and frequency selective fading is
small over the time duration of the averaging filter and over a
range of frequencies of the order of the bandwidth of h(t), then
the distortion term can be represented as a series by expressing
the transfer function of the channel by the following power
series (see Ref. (4.6]).

-m n g m n~v•
T(g,t - t) e !T_ (Ft) [2j]m+n [g - F]m ()

mn

(4.74)

where v are the mean path delay and Doppler shift of the
channel anP the coefficients Tmn (F,t) are given by
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T n(Ft) 
6 1 m+nTO 0(f 't)

mnm n! (21rj) in I bf bl (4.75)

The function T (f,t) is the transfer function of a channel
which differs from ?Re original channel only in having zero mean
path delay and Doppler shift. Letting g = f+F in Eq. (4.74)
and substituting int-o Eq. (4.73) gives

d(t +A~) = P(F sI IIH(f)Ik(P + A) EZT mn (Fnn [2nj]m fn)ndýdf

- jT(F,t)j2] (4.76)

Expanding Eq. (4.76) and retaining up to second order terms
gives

d(t+A) -f 
2 K IT(F,t)j 2 + 4 2 H 1rl0(Ft)" 2

P z(f) 2 01 2

- 47tK1 Re[T60 (F,t) T 0 1 (F,t)jI

"+ 41rHIRe:T&O(Ft) T1 o(Ft)jl

" + sr2 HIK IRe(T60(Ft) Tll(Ft)j

- 8IT2 K2 Re[Tr 0 (F~t) T0 2 (Ft))

- 8v 2 H2 Re[T6 0 (F,t) T2 0 (F,t):

- 8ff 2H 1 KIReT 1 (F,t) T1 o(F,t)j (4.77)

where

K n r n k(T+ ) dT ; k 0  (4.78)

With H1  0 and A given by IJ rk(r)d7r, then we can express
d(t+ A) as aD

4-18
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d(t+ 4+2 K 2F 2 2 2
- 82 K2 Re[T60 (Ft) T0 2(F,t)]

28•2 HReT•T0 (F,t) T2 0 (F,t)3 (4.79)

We would like to determine the effect of the distortion
d(t+A) upon the estimation of IT(F,t')l . This is accomplished
by first separating d(t +A) into two parts, one correlated with
S(t) and one uncorrelated with S(t). Therefore,

d(t+A) - aS(t) + U(t) (4.80)

where U(t) is uncorrelated with S(t). From Eq. (4.80) it follows
that

- E[S(t)d(t+AI) - EfS(t)] Efd(t+&)] (4.81)
aS

2 2 [E[S(t)d(t+&)l - EfS(t)] Efd(t+A)1 (.a a (4.82)
aU d 2

as

where E( .} denotes ensemble averaging over the rAndom parameters
2 2 2of the channel and aU, ad, and a are the variances of U(t),

d(t+A) and S(t), respectively.

For a complex Gaussian wide-sense stdtionary uncorrelated
scattering (WSSUS) channel the moments of the coefficients in the
power series expansion are given by

E(T* (F,t) TI W(m+,n+p) (4.83)

where W(a,b) is defined by

W(a,b) (, f S -avbs(Q+tOV+v0) dt dv (4.84)

W(O,O) 3 1

and SQ +tOv +v 0 ) is the scattering function of the channel.
Using Eq. (4.83), the following moments needed to evaluate a and2
aU are found to be given by
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E(S(t): - P (F)

2 22 (F)°S

Efd(t +A)Y = 0

Efd(t+A)S(t)) = -4v 2 [K2 W(0 2) + H2 W(2,O)]P (F)

2 .16v K2W2(2) + H2W2 (20)d 1 2  2 202

+ H2K2 [W(0,2)W(2,O) + W(2,2)]

I KW(0,4) + I H2W (490)1 p2.(F) (4.85)
2 2'' 2 2~'' z'

Substituting Eq. (4.85) into (4.81) and (4.82) gives

a ff - 4 2 [K2 W(0,2) + H2 W(2,0)]

a 2  8 2 [K W(0,2) - H2W(2,0)]2 + K2 W(0,4) + H2W(4,0)U L2' 2 2' H2 (4

+ 2K 2 H2 W(2,2) P 2 (F) (4.86)

Furthermore, the mean of U(t) is easily found to be given by

EfU(t)3 -a P (F) (4.87)z
2To simplify the expressions for a and aU. we define an rms

Doppler spread parameter B and an rms multipath spread parameter
L by

L 2-=W (4.88)
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where the mean path delay and Doppler shift used in Eq. (4.84) to
define W(a,b) are given by

. A S(P,v) d4 d,,

§ S v S(Q,v) d4 dv

v (4.89)

SFS(t,,v) dt dv

Using the above definitions of to and v result in Eq. (4.88)
defining rms Doppler and multipath spreads tRat have frequently
occurred in the literature [4.6J. To simplify the expressions,
normalized filter parameters will be defined as

2K r k (r +A) dr

S2 K2 2 -co
K(0) Sk(t) dt

2 2
H f 2 jH(f)2 df

H _2 H 2  2 (4.90)
H0 2

H0  r H(f)2 df

With B, L, H, and K defined as above, it immediately follows
that

a - HL IB (4.91)

From (4.67) and (4,80), we have

q(t+A) (l+ a) S(t)+ U(t) (4.92)
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where the reader is reminded that U(t) is uncorrelated with S(t).
Since, in the absence of noise, we would like to use q(t+&) as
an estimate of IT0 0 (F,t)12 , then the mean of q(t+A) conditional
on IT0 0 (F,t)l2 is given by

Eq(t +&) ITo0(F,t)} = Pz (f) ITr0 0 (F,t)I 2

+ (HL2 + KB2 )[1 - 1T00 (F,t)I 2]

(4.93)

Therefore, due to the selectivity of the channel, the esti-
mate of ITo0 (F,t)12 is biased. Furthermore, since W(0,0) = 1 =

E IT 00 (F't)l A.2 and 1L 2+KB > 0, then a positive bias exists when
IT0 0 (F,t) 12 is less than its mean and a negative bias exists when
JT0 0 (Ft)2 is greater than its mean. Frequently the bias will

not present a problem for one of the following reasons: first,
the bias is small; secondly, the bias can be estimated and
corrected; lastly, for the estimation of some parameters, the
bias will have a self-cancelling effect. An example of the last
reason would be the estimation of a parameter proportional to
W(0,0), in which case use of q(t+A) would result in an unbiased
estimate.

Since S(t) and U(t) are uncorrilated, the varlance of
q(t +A) conditional upon IT0 0 (F,t)l. is equal to a c. Thus, the
overall effect of the selectivity of the channel on the estima-
tion of the magnitude squared of the channel transfer function
is to produce a biased estimate and to bring about an uncor-
related disturbance. Substituting the previously defined filter
and channel parameters, then the variance of the estimate due
to the channel selectivity is

2
F -(KB 2 - HEL2) + 8 [K2W(0,4)+H2W(4,0)+2HKW(2,2)]p 2(F) 2

(4.94)
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It is convenient to define the shape factors

AI, W(0.,4)W(0,0)
W 2(0,2)

A 2 - W(4,)W(00)
W 2(2,0)

A W(2,2)W(O.0)
A3  W(2,0)W(0,2) (4.95)

in carrying out specific calculations. Combining (4.94) and
(4.95) gives

2
a U - 2 1(1+A 1 )K24 + (1 +A 2 ) +12L4  22

(4.96)

The estimate of the magnitude squared of the channel transfer
function can be related to its actual value by considering the
errors due to both the noise and the channel selectivity. From
(4.21) and (4.49), the variance of the estimate due to noise and
data can be expressed as

2 P2,f[, 2 2Na (W T)p2(f) IT00(F1t)1 + pzf(4.97)aV(t) (0T0) zP (f

Assuming the error due to the noise and data to be uncorre-
lated with that due to the channel selectivity, then the variance
of the estimate due to noise, data, and the selectivity of the
channel is
2 2422p(f

aU +a(t) W0 T0 IT0 0 (F,t)I 4P (f)+ 4WoToN IT0(F~t)j2 Pz(f)

P (f)
+ 4WoToN02 + z (1+A)K2B4 + (I+A2)H2L4

+ 2(A 3 l- I)HKB2L2]2 (4.98)
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With the predetection filter bandwidth and averaging filter
duration properly chosen, the middle two terms will be negligible
for all values of IT 0 (F,t)12 . Therefore, the variance of the
estimate can be closely approximated by

2 2
U I+.() W T IT (F1t) 4 + I (I +A)K 2B4 +2( +A 4)H2L4

p2(f) 000 2 2

+ 2(A 3 - 1)HKB2L2] (4.99)

Defining

2V2 4 +2 4 2 L2
= [(l +A) B + (1 +A2 )H L +2(A 3 - I)H K BL

2 2

62 AU 2+ V(t). (4.100)6= e2(f)

PzM

then we can write

6= 2 ITo0 (F't)I + C2 (4.101)

where 62 is the variance of the estimate of the magnitude squared
of the channel transfer function and c = W T0 . Assuming that the
biases in the estimates can be corrected, Phen we can write

]( t)2 2
--(Ft) 2 (1+61) IT(F,t)l + 62 (4.102)

where 1r(F,t)12 is the unbiased estimate of IT(F,t)l2 and

2 2 2 26 1 62 S (4.103)
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The biases are given in terms of the rms multipath and Doppler
spreads and the average SNR of the received signal. Fortunately,
it may be shown that, except for the HF channel, these particular
three parameters can always be estimated well enough without bias
correction* so that good estimates of the biases may be formed.
For the HF channel, the mean SNR can be estimated well and, as
discussed in Sect ion van 1-to k%*PJ to evn i\*AA Owv|dbi v-Akf
by the "formula" method. Error performance with diversity opera-
tion cannot be estimated under all conditions without special
probing signals in the case of HF channels. Thus, Eq. (4.102) is
the form of the estimate that will be used to evaluate the effec-
tiveness of gross channel parameter and error rate estimation
techniques. An rms fractional error can be defined as

EfET(Ft)12} M ;E() (4.104)

In the next section, the bandwidth of the predetection
filter and the duration of the averaging filter will be evaluated
such that c is minimized.P

4.1.5 Application of Magnitude-Squared Channel Transfer Func-
tion Measurement to Tropo, HF, LOS, and Satellite
Channels

In this section, we will evaluate the rms fractional error
for estimating the magnitude-squared channel transfer function
for Troposcatter, HF, LOS, and Satellite channels. For analysis
purposes and to determine bandwidths and integration times for
the various systems, forms for the filters h(t) and k(t) will be
assumed. The predetection filter h(t) will be assumed to be a
synchronously tuned double pole filter with 6 dB bandwidth of
W Hz, and the averaging filter k(t) is assumed to have a rectan-
gular impulse response with duration of T seconds; that is,

h(r) = JW esw

I 0 T
k(r) -

0 , otherwise (4.1.05)

See Appendix A.
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With the above functional forms for the filters, the filter
parameters required to evaluate the rms fractional error given
by Eq. (4.104) are:

W IW0 T

T 5
T0 = 2f-W

0 2TW

H I S~4

K 12T (4.106)12
Using the expressions for E and cE given by (4.57) and

(4.100), and the above filter parameters gives for the rms
fractional error

p 5 iTIT 4 "W2L2 +22I T B4T 4 4 B2T 2WL2 1/2

-+- - WL +A-+ W L +2AP vT32 3 ' 19 2 3 3

(4.107)
Recalling the definitions of A1 , A2 , and A3 as given by

(4.95) and noting that A : /A-A-2 , then E can be upper bounded
by letting A = 1- A ince In general Ynformation concerning
A3 is not av ilable, we will use this upper bound. Setting
A3  /AI-2 in (4.107) gives

3 1 2
E P WT +2 3 W2L + 3 2 W2L

(4.108)

For a given B, L, A and A2 , we would like to find the
values of W and T such tiat cp is minimized. This minimization
is easier to perform if the following definitions are made:

21nBT 1/4 (4.109)

y 32ITWL (4.110)[32] 1/4

5ffBL (4.111)
C 4,(4-2
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Substituting the above definitions into (4.108) and squaring
gives

2 +C (I+A)X4 + (1+A2)y4 + 2(iW -l)X 2 y 2  (4.112)
p XY 1 2 12

The procedure to find the X and Y that minimizes 2 (and
2 p

thus minimizes c ) is to take the partial of c with respect to

X and set to zero, then take tho partial of c with respect to Y
and set to zero. The solution of these simultaneous equations is
an extremum.

2
Taking the partial of c with respect to X, setting to zero,

and multiplying by X gives P

4(1+AI)X - - - 4(•%2 2 (4.113)

2Similarly, taking the partial of c with respect to Y, set-
ting to zero, and multiplying by Y givek

4(1+ 2)y4 - 4 - - )X2 y2 (4.114)

Combining (4.113) and (4.114) gives

Y (4.115)I = + Aj

Using (4.115) to solve for X and Y, the W and T that mini-
mize •2 are given by

1/6

1 40 iB L/BLWopt -- •L ... +A-1/4 1+ AI 3/4

2(1+A) 1 [2 1 + A 2
(4.116)
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1/6
i•360 B L /-opt (4.117)

S.1+A 1 )[1 +A + _____ I__
2 21

To evaluate the rms fractional error for the channels of
interest, it is necessary to determine A1 and A2 . For the HF
and LOS channels, a two-path channel model will be used.

For a two-path channel the scattering function is given by

S( ,v) = Pl6(-M)6(v-DI) + P 2 6(Q-M 2 )6(v-D 2 ) (4.118)

where P., M. and D are, respectively, the power, time delay, and
Doppler'shiht of tAe i'th path, i-1,2. With PI and P2 normal-
ized such that

PI +P 2 = 1 (4.119)

then the mean time delay and Doppler shift are given by

M = P1MI + P2M2I=PDI +P2D2 (4.120)

The moments of the scattering function defined by

W(a,b) Q M) a (V-D)b S(Q,v) dý dv (4.121)

were found to be

W(0,0) = P +P 2 = 1 (4.122)

W(2,O) = PIP 2 (MI -M 2 ) 2  (4.123)

W(0,2) = PIP2 (DI - D2 )2 (4.124)

W(2,2) = P 1(P2( + P 2 -P1 PD-D 2)(- 2) (4.125)
1 1 2 1A1 2) (M 2)

w(4,O) = P P( Pi2+ P2_ Ml _M 2 )4  (4.126)
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W(094) P P P P2 (D D) (4.127)

From the definitions of rms Doppler and multipath, Eqs.
(4.92) and (4.93), it follows that

L 2P2 2 (4.128)

and

B 2.P 1 P2 (D 1 -D 2 ) 2  (4.129)

Substituting the scattering function moments given above
into (4.95), it follows that

2 2 - pPI + P2P
A = A2 -A = 3 P 2 (4.130)

Therefore, for the two-path model, A3 TA 12 For AI ;A 2 ,
(4.116) and (4.117) reduce to

20 M 1 2 L 1/6 (4.131)
opt vL

T t {=_1 180f1TBBL 1/6 (4.132)Topt vB ... A1 4 3

Figure 4.3 presents the performance of the magnitude-squared
channel transfer function estimator for typical HF and LOS chan-
nels. For the HF channel, the filter parameters were evaluated
from Eqs. (4.131) and (4.132) using the design parameters given
in Table 4-1. For the LOS channel, a conditional rms fractional
error is shown in Figure 4.3; this error is given by*

2

C 2 +S (4.133)
C FL2FL

where F L is the fade level.

See Appendix C for derivation of conditional ms fractional error
for LOS channels.
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TABLE 4-1

DESIGN PARAMETERS FOR HF AND LOS CHANNELS

LD BD Im1 - M 2 1D ID1 - D2 1D
(s) (Hz) (s) (Hz)

HF Io03  0.5 1.06 x 10"3 0.53

LOS 108 0.003 1.06 x 10- 0.0032
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A fractional path difference is used to illustrate the esti-
mator performance. A fractional path difference of 2 implies
that both the Doppler and multipath differences are twice their
design values.

It was found by example that the rms fractional error is
relatively insensitive to variations in PI. Also, the rms frac-
tional error for the HF channel is large (c P0.2 at B=0.6 Hz,
L=1.2 ms). Use of estimators of the magnitude squared of the
channel transfer function requires careful examination for HF
channels. For HF channels removal of the bias given by (4.93)
cannot be performed effectively due to poor rms DoppieL nAi multi-
path spread estimation using bias uncorrected estimates of
IT(ft)! .* It appears that mean SNR is the only gross channel
parameter that can be effectively estimated for HF channels using
the estimator of Figure 4.1. For the LOS channel, the error is
so small that it will be negligible compared to errors introduced
by analog processing.

For troposcatter links, the two-path channel model does not
accurately represent the physical channel. From Ref. [4.7], a
value of A2 approximately equal to 7 is typical for many long
range troposcatter channels. Furthermore, since information
concerning the Doppler power spectrum for troposcatter channels
is not available, we will use for the examples two values of A1 :
AI= 3 (Gaussian Doppler power spectrum) and AI =7. The perfor-
mance of the magnitude-squared channel transfer function estima-
tor is presented in Figure 4.4. The filter parameters were
found from (4.116) and (4.117) with design Doppler and multipath
spreads of B =1 Hz, L-O.31s, and estimation of the magnitude
squared of the channel transfer function for troposcatter chan-
nels should provide useful channel information.

A satellite channel subject to ionospheric scintillation will
be the final channel for which the magnitude-squared channel
transfer function estimator will be evaluated. For this channel
an rms Doppler spread of 0.1- 0.2 Hz appears reasonable [4.9],
[4.10], while the multipath spread is negligible. The modeling
of a scintillating satellite channel to include scattering func-
tion moments has not been considered in the literature. Thus,
we will make some ad hoc assumptions. Two channel models will be
assumed: first, an rms multipath spread of 10-9 seconds and
Al =A2= 7 will be used; second, an rms multipath spread of 10-9
10-9 seconds and AI= A2 =3 will be used. The performance of the
estimator is presented in Figure 4.4. The estimator perfoimance
is quite good (c p 0.0016 for B- 0.2 Hz, L- 10- 9 s). Sipce the

See Appendix A and Section 1.
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performance is relatively insensitive to variations in 1I and A2 ,
it is expected that a better channel model will not significant ly
alter the filter parameters or the estimator performance.

The magnitude-squared channel transfer function estimator
performance for the four channels considered is summarized in
Table 4-2. These channef and filter parameters, as w•ell as tiLe
estimator performance variables, will be used in future sections
to evaluate various estimation techniques.

In some cases, it may be practical from a cost standpoint to
use one estimator to estimate the magnitude squared of the
channel transfer function at many frequencies or on several
diversity branches. Therefore, it may become necessary to use
a duration of the averaging filter that is much less than the
optimum given by (4.118). If the averaging filter duration, T,
is so small as to make the effect of the time selectivity negli-
gible, then the rms fractional error can be closely approximated
by

+ = W- - (1+A2) W4 L (4.134)p ý1WT 32 2

The value of W that minimizes c is given by

p

1 1/5
S 40LT(I+A2 (4.135)

Similarly, if the bandwidth of the predetection filter must
be chosen so as to result in the frequency selectivity of the
channel having negligible effect on the channel transfer function
squared magnitude estimator, then the rms fractional error is
given by

Ep + F(l+A 2 ) -9- (4.136)
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and the value of T that minimizes f is

14_•• 360 B ý1/5

T B 3 B'( (4.137)

in this seotion we hve determined expressions for W and T
that minimize c f 2c + S" In Appendix C, expressions for W and
T that minimize the rms error conditioned upon the fade level are
determined. This is a valid criterion for choosing the estimator
filter parameters for LOS channels. For some applications of the
magnitude-squared channel transfer function estimator (e.g., see
Section 5.1), the effect of the estimation error due to the chan-
nel selectivity is greater than that due to the data gnd noise.
For these cases, it seems appropriate to minimize Cie 2+C2 e. The
filter parameters that minimize C c2 +C 2 • can be found by employ-
ing the minimization technique outlined above. In fact, the above
expressions can be used with the design multipath and Doppl 'r,
spread parameters appropriately scaled.

4.2 Channel Correlation Function Measurement

4.2.1 Introduction

In this section we address the problem of using estimates
of the magnitude-squared channel transfer function to estimate
the time-frequency envelope correlation function. Estimates of
the magnitude-squared channel transfer function are formed by
sampling the output of the estimator analyzed in Section 4.1.
The time-frequency nvelope correlation function is defined as

"R2 (•'r) E{IT(ft)¶ 2 1T(f+ a,t+v) 2 . (4.138)

where T(f,t) is the time-varying transfer function of the channel.
A complex Gaussian WSSUS channel will be assumed. This assumption
allows us to draw upon the theory of complex Gaussian random
processes; in particular, it will enable us to evaluate the higher
order moments necessary to determine the convergence of the esti-
mation technique. The justification for modeling a fading channel
as a complex Gaussian WSSUS channel is discussed in Section 2.

The time-frequency envelope correlation function contains
information concerning the channel. For example, the rms Doppler
and multipath spreads can be estimated from R2 (O,r). The estima-
tion of these gross channel parameters is discussed further in
Section 4.3.
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4.2.g Estimator Description
A functional block diagram of the time-frequency envelope

correlation function is given in Figure 4.5. The estimation pro-
cedure is as follows. The data signal is transmitted over the
channel, picked off at RF (or IF) in the receiver, and sent to
magnitude-squared channel transfer function estimators of the
type analyzed in Section 4.1. The biases of these esiimates are
removed, resulting in unbiased estimates of IT(F,tR) )I and
*T(F+nt +tr)l . An estimate of R2 (n,r) is formed by implement-
ing (4.139) from samples of the above estimates.

Therefore, the estimate of R2 (fl,r) is given by

A12 OW2R2(O'r) RE IK (F'tp)I2 IT(F+O,t t+')0 (4.139)

p-Ip

The bias and rate of convergence of this estimate will be deter-
mined in Section 4.2.3. From Section 4.1, the estimates of
IT(f,t)I2 can be represented by

TI(F,t )I2 = IT(F,tp)I (l +81p + 62p

IT(F+Q,t +Tr)2 = IT(F+O,tp +r) 2(l+ip)+(2p

(4.140)

where it will be assumed that

E{flpj - E{862pý f E{ip}ff E{ 2p' = 0

C 2 if p=q

E{8lp6 l} E{e pclq} -

0 , otherwise

C 2if p- q
E{62p62q} - E{C2 pC2 q} M

0 otherwise

(4.141)
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S- 0
E{8ipj} m 0 ,if i or p q

E{pcj -C 0 , if i j or p 0q
p jqq

and where c and cs are given by (4.57) and (4.100). For the
purpose of numerical evaluation of the performance of the esti-
mator, the values of e and cS given in Table 4-2 will. be used.
The assumption that the errors are uncorrelated is justified
since the sources of these errors (noise, data, and channel
selectivity) should be independent from one sample of I'T(f,t)I 2

to the next.
For analysis purposes, it will be assumed that the samples

are spaced far enough apart as to be considered to be independent
realizations of a random process.

4.2.3 Convergence of Estimation Techniqu.e

In this section the convergence of the estimates discussed
in the previous section will be determined. When it is desired
to estimate R2 (O,T) at 0-0 and rT 0, then the estimate of
R2 (0,0) reduces to

R 2(0o) K [, T(F~t) 12)' (4.142)p=1

Substituting the expression for the estimate of the magnitude
squared of the channel transfer function, as given by (4.140),
into (4.142) and taking ensemble averages give

E{R2 (0'0)} = Kp-IE[T(F,tp)12(l+lp) + 621 (4.143)

First averaging over the error terms yields

K1(l+E C2 2 1E{R2 (0,0)IT(F,t)} - F IT(Fstp)l 2) (4.144)
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where we have made use of the moment theorem for complex Gaussian
processes and the definitions of R2 (0,0) and W(0,0) to obtain

22
R2 (0,0) = 2W2(0,0) = 2 (4.145)

Averaging (4.144) over the channel fluctuations gives

E{R2 (0,0)1 = 2 + -• + 2 (4.146)

Therefore, the estimate is biased. Recalling the definition
of the rms fractional error for estimating the magnitude squared
of the channel transfer function c, we note [see (4.104)] that
minimization of c will result in Nhe bias in the above estimate
also being a minimium. For the channels considered in Section 4.1.,
the bias in the estimate will be small (less than 2%); however,
for some estimators, a bias of 2% may not be tolerable. For
example, the estimation of rms Doppler and multipath spreads
using the correlation technique can produce a large bias from the
small bias in estimating R2 (0,0).

The second moment of R (0,0) is found by substituting
(4.140) in (4.142), squarini and averaging. Perfor-ming these
operations gives

"r^2 K K••EI( 12 (1+ + 6 8P
EIR2(0,0)ý K2Y 7, EITF,tp)lp 2

2( K02 pi=l + K2 q1]

1T(Ft q)I2 (0+6I )+6 2 q] (4.1.47)

2
With the samples of 'T(f,t)I spaced far enough apart such that
they can be considered to be independent realizations of a random
process, it follows that

E R2 (0,0) 1 K F: E T(F,tp)2 (1.+6 + E2+ K(0,0)E

(4.148)
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* I

Using (4.141) to evaluate the error moments and the moment
theorem of complex Gaussian processes to evaluate the moments of
T(F,t p) results in

2(0,0)
2 ,0)} - K2(00) [5+34E +2 c2] + E2 R2 (O,0)} (4.149)

where higher than second-order moments of the error terms were
considered to be negligible. From (4.149) it immediately follows
that the variance of the estimate of R2 (0,0) is given by

2 (0,0) r 2a = 2  +34 +2150)
R2 (0,0)

and the rms fractional error is given by

R RF(0,0) + 342 + 2c
R 2 (0,0) K (4.151)

For the channels considered in Section 4.1, 34c2+2c2<<5.
Therefore, the rate of convergence is not appreciably affected by
the errors in estimating the magnitude squared of the channel
transfer function. The rate of convergence is dependent upon the
time required to obtain K independent samples of IT(f,t)1 2 . As a
rule of thumb, there are approximately BTc independent samples
(where B is the rms Doppler spread of the channel) of IT(F,t)f 2
in a T second interval. This rule of thumb should yield slightly
pessimistic indication of the time required to estimate parameters.

Using the above-mentioned rule of thumb, the convergence of
the R2 (0,0) estimator is presented in Figure 4.6, where the chan-
nel and magnitude-squared channel transfer function estimator
parameters are given by Table 4.2 of Section 4.1.5.

For the case when r #0 or 0 #0, the estimate of Ri(2,"r) is
given by (4.139). Substituting (4.140) into (4.139) g ves

R2 (•,T) = I T(F,t )l 2(l+ )+6][T(F+Q2t +T)I 2

4 f 4 1) + C2p (4.152)
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Averaging over the error terms gives
SK21 2

Eý2 (0,r)lT(f,t)" -IF, T(F,t )I2 T(F+,O,t +7)I2 (4.153)
r-1 P

and averaging over the channel fluctuations

E~ 2R =R2 ( 0• " (4.154)

Therefore, (4.139) is an unbiased estimate of R (0,T). It should
be mentioned that when 11 and T are very small. with respect to the
correlation bandwidth and timi, then the assumption of uncorrelated
errors in estimating IT(f,t)l may be violated. However, the bias
for estimating R2 (0,7) will be bounded by the bias for estimating
R2 (0,0) as given in (4.146). Using the moment theorem for complex
Gaussian processes, we can write

= R2 (0,+0)2 I+2\2 (4.155)
22

2
where is the channel envelope correlation coefficient defined
by

2 A EmT*(f,t) T(f+0),t+r•l 2

E2 E1Tfft)12i (4.156)

With the •amples of the transfer function spaced such that
IT(F,t ) I can •e considered to be independent of IT(F,t )12 end
IT(F +8,t+r)l if p # q, then by substituting (4.140) Ynto
(4.139), Squaring and averaging, we obtain

21 K 2 ][T F t I ~ 1 + 2]
Eý^(Q-) E T(FjtpY 1+l)6

[1 (F +.0,t+r)+2 (+r2) +C )-
(F+~ p lp) 2 p

K K-1 E2 { 2 (n,r)l (4.157)

Using the moment theorem for complex Gaussian processes to evalu-
ate the moments of the channel transfer function, it follows that
the variance of the estimate is

4-43

Downloaded from http://www.everyspec.com



-- •- , ' ...- . .- .. -. ..... -..•i• ... .. .• t.. .. ..

o *2 1 + 2(l + 4p2  + 4 2]R2 (•2,r) K 14 (r 2,TI4SJ~

R 2 nr

(4.158)

The rms fractional error for estimating R2 C2,7-) is given by

S2 +34 +8(l 2 4O~ 2.R2 (n,7) 1 + 14p 10 . pO2 T i + 4P + 0 + 41

R (0,r) 2 42 1 + 2p ,,,T ,(4.159)

Again, as in the case of estimating R2 (0,0), the rate of con-
vergence is primarily dependent upon the rms Doppler spread of the
channel. The performance of the R2 (0,,r) estimator is presented in
Figure 4.7. It should be noted from (4.159) that the rms errors
in estimating the magnitude squared of the channel transfer func-
tion (E and eS) have a negligible effect upon the convergence of
the R2 (0,,r) estimator.

4.2.4 Correlation of Estimation Errors
To evaluate some gross channel parameters, it is necessary

to determine the correlation between the error in estimating
R2 (0,0) and the error in estimating R2 (0,r). For example, in
estimating the rms Doppler spread using the correlation technique
(Section 4.3), an estimate of R2 (0,r)/R2 (0,0) is required. To
determine the convergence of the estimate of this ratio, the
correlation between the error in estimating each of these quanti-
ties must be found.

Defining the error in estimating R2 (0,r-) as

•(Q,r R 2f (,-mE R 2 (.,r) (4.160)

then we would like to evaluate

Ee E(,-r)c(,O) = EfR (0,r)R2(0,O) -E R2 (rr)}E{R2 (OO) (4.161)

Substituting R 09,O) and R2 (0,r) as given by (4.142) and (4.139),
respectively, into (4.160) and performing the indicated averages
results in
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EI••.)•0.) R 2 (0.0) 22 2+4R0(,.)[+ •+1p. ,
_____2 2n2(+)

(4.162)

where we have assumed the same statistical properties for the
samples of the magnitude squared of the channel transfer function
and the errors in estimating these quantities as those assumed in
the previous section.

An error correlation coefficient can be defined by

P(IQ 'r E) E C(., r)C(0,0'4 (4.163)

R2 (0,0) R2 (0,T)

The error correlation coefficient is plotted in Fig. 4.8 Zor
the channels considered in Section 4.1. We note from this figure
that the error in estimating R2(0,O) is highly correlated with
the error in estimating R (DT . Therefore, in estimating the
ratio of R (OQr) to RI(0,0) the estimates of each of these quanti-
ties will gave a tendency to fluctuate together.

4.3 Gross Channel Parameter Measurement

4.3.1 Introduction

In this section the problem of estimating gross channel
parameters from the estimates of the magnitude squared of the
channel transfer function are considered. The gross channel
parameters that will be estimated are: the rms Doppler spread,
the rms multipath spread, and the mean signal-to-noise ratio.
The estimates of these parameters will be used in Section 5 for
error rate estimation.

4.3.2 Doppler Spread Measurement Techniques
In this section we address the problem of implementing and

evaluating possible techniques for estimating the rms Doppler
spread of the channel from estimates of the magnitude squared of
the channel transfer function. The estimation techniques to be
considered are the differentiation, correlation, and level
crossing techniques- The mathematical basis for these techniques
can be found in Ref [4.11] - [4.15].
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The rms Doppler spread parameter B is a measure of the dis-
persion in Doppler shifts suffered by a process in passing through
a channel. This is entirely equivalent to the spectral width of
a received carrier. If the power spectrum of a received carrier
when referenced to the transmitted carrier frequency is denoted
by P(f), then

P(f) =f p(r) e-j 2fffr dr (4.164)

"where

p(r) - EIT*(f,t)T(f,t+Tr)

is the time correlation function of the channel.

The rms Doppler spread is defined to be

Ff(f -2 P(f) df 1 /2

B 2 Pfd (4.165)

where

- f ff P(f) df

fe(f) df

is the centroid of the power spectrum or the mean Doppler shift.

4.3.2.1 Differentiation Technique
In Reference [4.111, it is demonstrated that if e(t) is

some nonlinear function of the envelope of the received carrier,
the rms Doppler spread is given by

B = P elt E2> (4.166)B = U [e(t)1 )

where a is a constant dependent upon the nonlinear device and
K.) denotes time averages. Thus if we describe this nonlinear
device by the function F(-)

e(t) = F[IT(ft)i2] (4.167)
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it is shown in Ref. [4.111 that

2t re'r[dF(r)/dr]2 dr

S .. (4.168)

f e.r F2 (r) dr
0 1

In the case of a linear envelope detector a- and for a
square law detector a-1. For analysis purposes, we will consider
a scheme for implementing Eq. (4.161) for a square law detector.
This scheme is functionally represented by Figure 4.9. Note that
for convenience we will estimate B' instead of B.

The performance of the Doppler spread estimator of Figure 4.9
is as follows. The data signal is transmitted over the channel,
picked off at RF (or IF) in the receiver, and sent to the magni-
tude-squared channel transfer function estimator analyzed in
Section 4.1. The output of the estimator is sampled, delayed
and sampled, and then combined with a noise power estimate to
yield estimates of the magnitude squared of the channel transfer
function at two times with separation At. These samples are used
to approximate the derivative by a finite difference expression.
The time average is approximated by averaging samples taken over
a large time interval.

Therefore, the estimate of B2 is given by
K

B ( ' - (4.169)f2 K (t) 22I 1. jt(f'tp)j2

Defining
K l [ fltp+t)I2 _-(f,tp)12]

K 2
T2 , [ [ T(f,tp)] (4.170)
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then

2 B(-t2 T (4.171)

The estimates T and T are random variables with means 17T11 ,1 2
EI[T2 I and variances T2 'a2 . We can represent the random

variables T and T 2 by

TI = E[TI +

T E2 = ET 23 + B (4.172)

where

Efa} - Ef• - 0

a 2  2
1a 2 aT2

2 2

Substituting (4.168) into (4.167) gives

! 2 TI E[TI
B = 2 2 (4.173)

Assuming that the number of samples K is large, then we can
closely approximate B2 by first- and second-order terms of a and
g; this gives_[T 21

1+ a_ .1 + + ---B 2 (At) 2Ef[T2 [ E[rT1  E[T 21 E[TI}E(T 21 (E[T 2 1) 2

(4.174)
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The mean and variance of B2 can be found from (4.169) to be
given by

r 2(E[TI)} -E[TiI]T .}

-2 EaT I [ 2• T a2E
IT .(At) 5E(T2

2 a 2 1
a 2  4E[T 1 13 [ 1 ET 2  2E[a 1 (4.175)

B ,& 2 (ET2)2 EIT1))2 +( ) 2E[T 1 EfT2

where higher than second-order moments cf a and R are considered
negligible. Since, from (4.167) we have

Efo) = EfT1 T2  - E[T 1 jEfT21 (4.176)

Then to evaluate the effectiveness of the differentiation 2 tech-
nique will require the evaluation of EfT 1 , EfT 21, aoT1, a'T22 and
E[T 1 T2 1.

To evaluate the above moments of TI and T 2 , we will use the
bias corrected* representation for the estimates of the magnitude
squared of the channel transfer function that was derived in
Section 4.1. This representation allows us to express
[see (4.102)]

IT(Ft p)I2 TI(Ft ) Y2(1+61p) + 62p

2p
IT(Ft + At) 2 IT(F,t p+At)2I 2+ + c2p (4.177)

where

E[6 1 pj = E(6 2 p}- Ef Ip = Efc2p} 0

E[62I = E(2 C

2p 2p S

Estimation of B2 using bias uncorrected estimates of IT(F,tp )2
is considered in A-nendix A.
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2

and where c and c2 are given by (4.57) and (4.100), respectively.
Substituting the above estimates into (4.170) gives
T IT(F,t +At)12(l+C)+C IT(F,t )12(1+828 1

K(l+Ep p)+ 2pITFs) (l+82iP

(4.178)

Performing an ensemble average of T over the error terms
will yield the expected value of T1 conditioned upon T(f,t); this
conditional expectation can be found to be given by

IK I 4 2 2R200
EýT1 IT(f,t)} , (F,t)I ( I+( )+(SR (020)

- 2!T(F,t p) 2T(F,tp+At)]2

+ IT(F,tp + At) j4(1 +E'2)] (4.179)

where we have assumed that At is large enough such that the errors
in magnitude-squared transfer functions are uncorrelated. Averag-
ing (4.179) over the channel fluctuations and using the moment
theorem for complex Gaussian processes gives

ET 1I = R2 (0,0) 1 P2 ++2c2+E) (4.180)"1 20,1 It S
2

where p02 is the envelope correlation coefficient of the chan-
nel defined by (4.156).

Assuming that the samples of IT(F,t)1 2 are spaced so that
independent estimates of the derivative are formed, then the
second moment of T1 is given by

E{T~ 2 1 K EIT(F3t +At Iu21+f +C

+K-1 E2K p ~ ~ - IT(F~t )1I2 (l +6ip) 1

+ TI3 (4.181)
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Averaging over the channel fluctuations and the errors and sub-
tracting the mean squared, then the variance of T is given 'by

2
2 R R2 (0,0) 2 P2P

a~~~~~~ 5 ( o21 -p 4 11 ~
T K IJ000,A

+ (4.182)

where higher than second-order error terms were considered
negligible.

1 2
To evaluate E(T2I and aT all that is necessary is to com-.2 .

pare the definition of T2 given by (4.170) with R (0,0) given by
(4.142). Thus, the mean and variance of T2 are given by (4.146)
and (4.150), respectively.

In order to evaluate E[TIT2 3, we use the expressions for TI
and T2 given by (4.170) and the expressions for the estimates of
the magnitude squared of the channel transfer function as given
by (4.177). From these expressions, it follows that

K
E[T'2 T2 1 Eý T (F, tp+,6t) 2 (l+lp) +f2p

Kp=l

-IT (F,tp)12(l+6lp) " 2p])2

• T (F,'t p)12(1 +8 1P) +6 2 p]2

L
+ .j2 EfT1 I E(T2 (4.183)

Performing the above ensemble averages gives

I R2(0'0)[ 4  2 4 2( 2 9 1 9 p02 + p4E(TIT24-}p~ +poA + f 2 - +2p0 I
1 2 5KO OtPt,At O,At

+ C2(2.5 -. 50p 2 + K -I E(TI}E(T (4.184)+ S "0, K 1 T2
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where higher second-order moments of the errors are considered to
be negligible. Substituting (4.184) into (4.176) and using the
expressions for EfTI} and EfT2 h, then we can write

2
R 2(0O,)O 4 2 824[3 - 4p0 +P0 +( (26 - + 20 PKO l t 0 t 0, t 0 A

+ C2 (1_Po, (4.185)

Recalling from (4.175) the expression for the mean of B and
substituting for EfTI], E(T 2 3, aT and E(ap gives

1~ 2 -To2t o
=1_- 2  +2E 2

EýB 2 (4.186)

S(At) 2 + 2+4)

where terms that decrease as have been considered negligible
with respect to i. K

From (4.164), we note that P(f) and p(-) are Fourier trans-
form pairs and, thus, p(T) can be expressed as

p(r) =fP(f) eJ 2 fff df (4.187)

For small r, we can approximate p(6) by expanding p(7-) into
a Taylor series and retaining the first three terms. This gives

r p(0)+i2ir f- (2 ff P(f) df (4.188)

where ] is the wean Doppler shift given by (4.165). It immediately
follows that

Ip()t 2 p 2 (O) - (21TT)2[ff2P(f)dff2] (4.189)

Recalling the definition of B given by (4.165), then

2 2 (4.190)
p 2(0)
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where this approximation is valid for 2 B 22 << 1.
From the definition of p2 as given by (4.156) and the

definition of p(r) given ")y (4.164), it follows that

2 t2
IOAt p(0) (4.191)

p (0)
2From the above, we can express p 0 ,t approximately as

2 - 22(t)2
,P t 1 *B (4.192)

Combining (4.186) and (4.192), we can write
2

E2 + • 2(4.193)S+ Cp/2 7T (I + ' /

2 2 2
where from (4.104), cp 2c +CS Recalling that p is the rms

fractional error for estimating the magnitude squared of the
c annel transfer function and for the channels considered

1/2<<I, then the fractional bias is given by
PP

2 2 2EJB? -B f
22-2 2 (4.194)

B 1TB (At)

For the bias to be negligible, we must have E <<IT B (At)
and for the approximations given by (4.192) to be 6alid,
f2B2(At)2<< 1 must be satisfied. For the error in estimating the
magnitude squared of the channel transfer function due to noise
and data to be uncorrelated (as was assumed in the derivation),
At must be greater than the duration of the averaging filter k(t)
of Figure 4.1. It appears that for the HF channel it may not be
possible to properly select At to insure an acceptable bias in
estimating Doppler spread. The tropo and satellite channels
should present no problem in selecting At due to Ec being small.
For the last two channels, selecting At such that vfBAts0.I
should yield good performance.

From Section 4.1 we noted that the flIter p)arnmet.erR of the
magnitude-squared channel transfer function were chosen so nti to
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minimize c for a pair of design rms Doppler and multipath spreads.
If the desgn Doppler spread was "near" to the value being esti-
mated, then the bias would be near a minimum. Therefore, a per-
formance gain can be realized by utilizing a multiplicity of rms
Doppler spread estimators, each designed for a range of Doppler
spreads.

To determine the rate of •onvergence of the estimator of
Figure 4.9, the variance of B must be evaluated. Substituting2 2
expressions for a2T , a2T E uB), E[TI}, and E[T 2 into the

expressio fo 1 T2,12expression for a,,,given by (4.175) will yield the required
variance. For t~e cases that the errors in estimating the
magnitude squared of the channel transfer function have only a
minor effect upon the estimator convergence, the variance of the
estimator is approximately given by

2 = 6 (4.195)
- K

&B

For B ; B2, then the rms fractional error for estimating B2
is approximately given by

a

B• (4.196)
B

and, thus, approximately 600 independent samples of IT(f,t)l 2

are required to reduce the rms fractional error to 0.1.

4.3.2.2 Correlation Technique
The second rms Doppler spread estimation technique to be

evaluated is the correlation technique. Figure 'ý.10 is a func-
tional block diagram of the estimator that will be analyzed in
this section. The estimation procedure is as follows. The data
signal is transmitted over the channel, picked off at IF (or RF)
in the receiver, and sent to the time-frequency envelope cor-
relation function estimator that was analyzed in Section 4.2.
The rutputs of this estimator are then used to form an estimate
of B by

I2 / 2 -(
B -1-22i (4.197)
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From Section4.2, the estimates R2 (0,T) and R2 (0,0) can be
represented by

R(0,T) E -A

R2 (0,0) - ER(0,0 + CO (4.198)

where from Section 4.2, we found

Ef E[( - o 0

22 R(O,0) 3 7 2 3 4 212?4 21
017 4 I + C (2 + 8+p0+ 2 p + 2c2S(r K L4  P0,,r +4" O,r \ ,.

R2 (00) 2 2

2~ R 2 [5J + 34 p + C2(4+ ý PS]21+
02 Tr J ' 2 2

i i,5+34c--

K0 K

+ *oC +1"R20O)+)E1+42-)

E{ 2(0,r) 2( K (+4 0,T)

EIR2 (00) (0,0)( + f;/2) (4.199)

Substituting (4.198) into (4.197) gives

E{R2(0,r4

B '2 (- / (4.200)

f T' E{ RA2 (0,0)} (1 +
E{R 2 (010)1}
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For a large number of samples K, we can closely approximate
the above estimate in terms of the first- and second-order terms
of c. and c doing this we obtain

22 2 E O.
I7T [r E{R 2(0,O)} E E{ 2 (O,'r)} -j E 2(OO)}

2

E2{2(00)1 E{R (OO)}E{R(O).

(4.201)

The mean and variance of B2 are found from the above to be given
by

F -{ R 2 0 , r } (a 2
m22E2 {R(,(0) C

2f 2 2
2 4r A + C7

4 4I2 2r + ýB T E2{R 2 (0,0)} [E j LK 2 (0O0) E{R 2(O0-)}

2E{EC0E}

.{ A(),{R2 (0, r )}
(4.202)

Substituting the moments of co and c as given by (4.199)
into (4.202) gives, for the mean value of the B2 estimate
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[ ~21
"Eq a- I 1 - 2 (4.203)

I2 J be

where the terms that fall off as - were considered to be negli-
gible. Performing simple algebrafc manipulations gives

- +L I2/2)I II(4I204)
2 2

Comparing (4.186) with (4.204), and recalling that (p
2c0 +,, we note that the biases for the correlation and Pdiffer-
entiation techniques are identical if r -nAt (thus, the same com-
ments apply to selecting r as mentioned in selecting At).

From (4.199) and (4.202), the variance of the estimator
given by Figure 4.10can be evaluated. For the case that the
errors in estimating the magnitude squared of the channel trans-
fer function have a negligible effect upon the convergence of the
rms Doppler spread estimator, we can write

2 2p2
2 J( 0 .. (4.205)

B IT

Using (4.192) to approximate I 2 by 12B2 2
2 " byi r and approximating

p by 3 gives

2 12B 2  (4.206)

B

and the rms fractional error for estimating B2 is

22B 1 2 (4.207)B2 .C2B2. 2K
B T B4 K
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For Eq. (4.192) to closely approximate 2 and, thus, for
the bias to be small, we must have 2 B22<< 1. Therefore, com-
paring the rms fractional error for the differentiation technique
as given by (4.196) with (4.207), it is clear that the perfor-
mance of the differentiation technique is far superior -o that of
the correlation technique.

4.3.2.3 Level Crossing Technique
The characterization of T(f,t) as a complex Gaussian process

Ellows the estimation of gross channel parameters from properties
of these processes. Fading rates have been determined previously
14.161 in fading channels by measuring the average number of
times per second that the envelope of a carrier crosses a speci-
fied level. The theoretical basis for this approach is due to
Rice [4.17] who has shown that, for a narrowband Gaussian process,
the number of times per second that the envelope crosses a level
R is simply related to an rms bandwidth measure.

From Ref. [4.17], the expected number of times per second
that the envelope of a Ricean random process crosses a level R is
given by (using Rice's notation)

NR b2/ ex[p R 2+Q9 (4.208)R TT _O 0[ 2b0

where
OD

bn (20)n f W (f) (f.7) n df
n s

0

W (f) is the spectrum of the narrowband process centered at7.s

Q is the amplitude of the specular component, if any.
Making the change of variables:

R
b1/2

a f(4.209)
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and defining the number of positiv3 (or negative) crossings ofthe normalized level B by Not it follows that
/2-

NO" (2.b1/ 0 (aj) 2 2+a2)/2 (4.210)

From the definitionof the rms Doppler spread given by (4.165)
and the definition of bn given above, we have

I [b 211/2

B I (4.211)

Substituting (4.211) into (4.210) and considering the case
of pure scatter (a -0), it follows that

2

No -12j B • e 2 (4.212)

Noting for the pure scatter case that 0 is Rayleigh distri-
buted with median level J/2hTn2 . then the average number of times
per second that JT(F,t)j fades below its median level is related
to the rms Doppler spread by

N B= 4 n 2 (4.213)mied=

Solving for B, we have

B = (4.214)
_4n2

Equation (4.214) is the relationship between B and the fade
rate that will be implemented to form an estimate of B. Figure
4.11 is a functional block diagram of the rms Doppler spread esti-
mator that will be analyzed in this section. The estimation
procedure is as follows. The data signal is transmitted over the
channel, picked off at IF (or RF) and sent a magnitude-squared
channel transfer function of the type analyzed in Section 4.1.
The output of this estimator is sampled and combined with a noise
power estimate to form estimates of the magnitude of the channel
transfer function.

4-63

Downloaded from http://www.everyspec.com



r---

< u
'-4 H

4.) 9-4

E-4 064 (

4-j

I 4-
Q) -IN.

P- 04

0 -WT4P4 0

04 $4
0)- -4 C)-0

4' 4.1

4- 0 0 4

(1) 0

-r4 0:4

44-

Uj

4-644

Downloaded from http://www.everyspec.com



These estimates are used to form an estimate of the median
of the transfer function magnitude. The median level is estimated
by estimating the mean and, then using the relation between the
mean and the median of a Rayleigh random variable. Once the
median is estimated, it is used to predict level crossing by
counting the number of adjacent samples on different sides of the
median estimate. These predicted crossings are then used to
estimate the rms Doppler spread, where K- &T is the total time
over which crossings are counted.

The first problem encountered in implementing the level
crossing technique to estimate the rms Doppler spread is that of
evaluating the effect of errors in estimating the median level.
From (4.212) the fractional error in counting crossing due to
errors in setting the level is

*N -N 2
- - ) (4.215)N•

where only first-order terms of a were retained. For the median
level J " n2 , we have

N..... No - 0.33 a (4.216)N•

If the median level is estimated over a long enough time
interval, then Jul will be small and the fractional error in
counting level crossings due to inaccurate level settings will be
negligible.

To obtain good estimates of the rate of level crossings, the
samples must be close enough together such that the probability
of multiple crossings in an interval is at an acceptably low
level. Furthermore, the samples must be far enough apart such
that the magnitude of the channel transfer function changes
appreciably and the additional crossings due to the errors in
estimating the channel transfer function magnitude do not signi-
ficantly alter the estimate of B. Both of these effects will
result in biases. We would like to choose the sampling rate such
that these effects are negligible. However, if the rms fractional
error in estimating the magnitude squared of the channel transfer
function is large, it may not be possible to select the sampling
rate such that both of the above effects are negligible.

With AT the spacing between samples, then to evaluate the
probability of multiple crossings in an interval, it is necessary
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to find the probability of a fade in a AT interval. We will
assume that the probability of three crossings in an interval is
very small with respect to two crossings in an interval. With
P(AT) the probability of two crossings of the median in a AT
interval and C(0,AT) the event of at least one crossing in the
interval, then

P(AT) = Prob.{2 crossings in (0,AT) C(0,&T)} P.C(0,AT)j (4.217)

where P{C(O,AT)4 is the probability of at least one crossing in
(0,AT). With t the average length of a fade below a level R,
then from [4.18]

t = 2B
t RIT BeR/_ 428

The average length of a fade below (and also above) the
median level is found from (4.218) with R = /T7-n. This gives

1 I(4.219)

1n32 1

With &T small, the probability of one crossing in (0,AT) is
approximately equal to PtC(O,AT)I. With E the average time
between median crossings, the P[C(O,AT)l can be closely approxi-
mated by

PA C(T,•T)3 = (4.220)
t

To evaluate P(AT) using (4.217), we must find the probability
of two crossings in (0,AT) given that there was at least one
crossing. In [4.18], it is shown in Table III that for a Gaussian
power spectrtun that the probability density function for fade
intervals is approximately given (for «<<t) by

f(7) 2T for r <<t (4.221)

t
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With the up excursion intervals distributed as given by

(4.221) for r<<Y, we can then write

AT iT
Prob.12 crossings in (O,AT)C(O,AT) dr dx (4.222)

Ox

Evaluating the above integrals gives

Prob.{2 crossings in (0,-T)C(O,AT)}2 (4.223)
37t2

Substituting (4.220) and (4.223) into (4.217) gives for the
probability of two crossings in a AT interval

P -(T) 2 (4.224)
3 3

With the number of intervals equal to K, the expected nt.mber
of crossings is

NC = K&T (4.225)
t

and, from (4.224), the expected number of crossings not counted
is

N' = K4(AT) 3 (4.226)C 3*E 3

Using (4.219), (4.225), and (4.226), the fraction of cross-
ings not counted is

NC 4 (AT) 2B 2tn2 (4 227)
N0  3NC

Since these crossings are not counted, the estimate of the
rms Doppler spread will be negatively biased due to multiple
crossings in the AT intervals.
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Evaluation of the bias due to additional level crossings
introduced by the errors in estimating the channel transfer func-
tion magnitude has not been performed due to the difficulties
imposed by the processing of the estimator and the inherent com-
plexities involved in level crossing problems. However, from
Sections 4.3.2.1 and 4.3.2.2, we might reasonably expect that the
bias due to these effects can be represented by

Cp
PB (4.228)

B 1T(AT)

where cP is the rms fractional error in estimating the magnitude
squared of the channel transfer function and C is some positive
constant. Therefore, the mean value of the rms Doppler spread
estimate is approximately given by

EýBP B[ 4(6T) 2 T B2n 2+ C ] (4.229)113i B -A3

From (4.229) we note th t2 the biases can be safely neglected
only when Ep <<B (fT) and fT B (AT)L<<I are simultaneously
satisfied.

Direct determination of the convergence rate for the rms
Doppler spread estimate does not appear to be mathematically
tractable. However, we can approximate the rate of convergence
by making assumptions that should yield useful results. We will
assume that the times between crossings are independent and iden-
tically distributed. From Ref. [4.16], the distribution function
for the intervals can be assumed to lie between the distributions

T-uiFI(U) = I = e2

2 i 2F 2 (u) =i - u 1 )eIT 420

where a normalized interval has been defined by u = T•T. Rice
[4.161 derived th4 above d/stributions as limiting forms of the
fade interval distribution as the level goes to - and 0, respec-
tively. These limiting forms hold for any power spectrum.

For the two distributions given by (4.230), the variance of
the interval between crossings can be found to be given by
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2 --2
a 1 ~

a2  132 Y" 2 (4.231)2 T

From the theory of renewal processes [4.19], the mean and
variance of the number of crossings in an interval of length t
are given by

E{Nt = t

2
Var{Ntl a t (4.232)

t 3

where a is the variance of the intervals between crossings.
From (4.231), it follows that an rms fractional error in

estimating crossing rates can be defined by

Var 1/2 Ntor (4.233)
E{Nt• [E  t]I1/2

For the interval distributions given by (4.230), it follows
from (4.219) and (4.231) that

Var1/2{N} _1 I
E{Nt1 [B t]I/2 [1 ,n 2]i1/4 (4.234)

for Fl(u) and

varl/2 {Nt} "32 1/2
S(4.235)

E{Nt} B t [7 tn

for F2 (u). Note that the above fractional errors differ by about
the V/. The interval length t equals K AT since K is the number
of intervals and AT is the length of each interval. The rms frac-
tional error decreases quite rapidly for the two interval distrL-
butions given by (4.230).
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Since the estimate of the rms Doppler spread is proportional
to the number of crossings, the rms fractional error for esti-
mating B is given by (4.234) for Fl(u) and (4.235) for F2 (u).

4.3.2.4 Summary

In this section, three techniques were analyzed for their
ability to estimate the rms Doppler spread. The convergence of
the differentiation technique was shown to be much faster than
that of the correlation technique. Therefore, since the biases
for these two techniques was shown to be the same, the differen-
tiation technique is clearly the superior of the two.

Comparison of the differentiation and level crossing tech-
niques requires that the number of independent samples of
T(f,t)12 , K, be related to Bt . As a rule of thumb, we can

take K independent samples of IT(ft)1 2 in a K/B interval; thus,
we can assume KsBt. Also, recalling that for the differentia-
tion technique B2 was estimated while the level crcssing technique
estimated B, then (4.196) can be roughly compared to (4.234) or
(4.235). The result of this comparison is that the techniques
converge at approximately the same rate. Therefore, to estimate
the rms Doppler spread, either the differentiation or level
crossing technique should be employed.

Using the above rule of thumb, the rms Doppler spread estima-
tors were evaluated for the case where the errors in estimating
the magnitude squared of the channel transfer function have negli-
gible effect upon the estimator convergence. The performance of
the three rms Doppler spread estimation techniques are presented
in Figure 4.12.

4.3.3 Multipath Spread Measurement Techniques

In this section, we address the problem of implementing and
evaluating possible techniques for estimating the rms multipath
spread of the channel from estimates of the magnitude squared of
the channel transfer function. The estimation techniques to be
considered are the differentiation, correlation, and level cross-
ing techniques. These techniques were ccnsidered in Section 4.3.2
in connection with estimating the channel rms Doppler spread.
The mathematical basis for these techniques can be found in Refs.
(4.111 - (4.15).

The rms multipath spread parameter L is a measure of the
dispersion in path delays suffered by a process in passing through
the channel. This is entirely equivalent to the "width" of the
impulse response of the channel. Since the delay power spectrum
describes the distribution of power in the various path delays,
the rms multipath spread is given by
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f r(4 _ )2 Q(4) dt 1/
whre L 2L d (4.236)

where

ft Q() dt

is the "centroid" of the delay power spectrum or the "mean" path
delay.

4.3.3.1 Differentiation Technique
A technique analogous to the differentiation technique for

estimating the rms Doppler spread (Section 4.3.2.1) can be used
to estimate the rms multipath spread. From Ref. [4.111, if E(f)
is defined by

E(f) F[IT(f,t)12] (4.237)

then

ri[ dEff)/dfJ}1/
L (4.238)

where {} denotes frequency average and a is given by (4.168).
For the case of a linear envelope detector and for a

square law detector a 1 1. For analysis purposes, Eq. (4.238)
will be implemented for a square law detector and L2 instead of
L will be estimated. Figure 4.13 is the rms irmultipath spread
estimator which utilizes the differentiation technique. This
estimator is the dual of the rms Doppler spread estimator of
Figure 4.9.

The performance of the rms multipath spread estimator is as
follows. The data signal is transmitted over the channel, picked
off at RF (or IF) in the receiver, and sent to two magnitude-
squared channel transfer functiotL estimators. The output of the
estimators are combined with a noise power estimate to yield
estimates of the magnitude squared of the channel transfer func-
tion at two frequencies with separation 4F. Y should be selected
in a manner dual to the selection of At of Section 4.3.2.1.

4-72

Downloaded from http://www.everyspec.com



0

+ gg 1-4

CNu
*-A

4-4)

0.. P-4%-.4
E-4 I- E--,

c~.J -f-4

- -4

4-)4

I.. 04.
4)G4. p 00004

44 04

41 4 (n%-.

4 CZ

to + 2-4

0.

r-4 -a

'-4
-S-

I -4

4-7P4

Downloaded from http://www.everyspec.com



The estimate of L2 is given by

1 K + 2 p j2
^• •-2• (FT(F ,

, 2 K )I " 2] (4.239)

The mean and variance ofL can be found in the same manner
as the mean and variance of B- were found in Section 4.3.2.1.*
Doing this yields

22
E -Lt 2 + 2

1+C /2 ()
p

-2
2 6 L•
2 (4.240)

L K

which are the expressions analogous to (4.173) and (4.175). For
E•L2L L 2, the rms fractional error for estimating L is

U

L- - 6 (4.241)

L2 K

and, as in Section 4.3.2.1, approximately 600 independent samples
of IT(ft)12 are required to reduce the rms fractional error to
0.1.

4.3.3.2 Correlation Technique

The second rms multipath spread estimator implements the
correlation technique derived in Refs. [4.111 - [4.14]. This
technique is the" dual of the rms Doppler spread estimation tech-
nique analyzed in Section 4.3.2.2. Figure 4.14 is a block
diagram of the estimator that will be considered in this section.
The data is transmitted over the channel, picked of at RF (or IF)
Appendix A considers the estimation of L2 using the differentia-

tion technique from bias uncorrected estimates of IT(F,tp)I
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in the receiver, and sent to a time-frequency envelope correlation
function of the type analyzed in Section 4.1. The outputs of this
estimator are used to form an estimate of L. by

AL2 2 R2 AfO)
L 2 A 2  (4.242)IT2 P2 [ R 2 (0,O).

The evaluation of the mean and variance of the above esti-
mate can be found in .Smanner similar to that used to find the
mean and variance of B in Section 4.3.2.2. Due to the similarity
of the derivations, only the results will be presented. Therefore,
the mean and variance of L as given by (4.242) can be closely
approximated by

2
E{L P +2

. + E2/2 v202
p

2 12L 2  (4.243)

L

where K is the number of independent samples of the magnitude
squared of the channel transfer function. The rms fractional
error is

a
L 12K (4.244)L2' F2L 22K

Thus, as in the case of estimating the rms Doppler spread,
the correlation technique converges much slower than the differ-
entiat ion technique.

4.3.3.3 Level Crossing Technique
The level crossing technique used in Section 4.3.2.3 to

estimate the rms Doppler spread can also be applied to the prob-
lem of estimating the rms multipath spread. We will estimate the
rms multipath spread from the number of frequencies per Hz that
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the magnitude of the channel transfer function crosses its median
level. That is, an expression dual to (4.214) can be used to
express L as

2 Me
L 2 (4.245)

whete m d is the expected number of frequencies per Hz that
T(f,t)I fades below its median level.

Figure 4.15 is the estimator that will be considered. The
performance of the estimator is as follows. The data signal is
transmitted over the channel, picked off at RF (or IF) in the
receiver and sent to a bank of J+l magnitude-squared channel
transfer function estimators. The output of these estimators is
sampled and combined with a noise power estimate to form esti-
mates of the magnitude of the channel transfer function at J+l
frequencies with a separation of WF between adjacent estimates.
These estim•ates are used to estimate the median level crossings
in a JF band at the pth time instant. The estimate of rms multi-
path spread is formed by summing the number of median level
crossings and dividing by the total frequency band over which
this estimate was formed.

The mean value of the rms multipath spread estimate can be
found to be the dual of (4.229) and is approximately given by

E)Ll = L 4() 2 3n + (4.246)S3 iit ZF]

Assuming that the time samples are spaced far enough apart such
that the number of crossings at the sampling times are independent,
then the rms fractional error in counting crossings can be found
from the dual expressions of (4.234) and (4.235) to be given by

V ar /2 {iJ[ 1. 12

EMjF = K(F[n 1/2' (4.247)
E4MT~j'&. [L KJ(i6F) [1Ttn 21 J

for F1 (u), where u is now the normalized frequency band.
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32 1/2V a 1 / 2. .. 3 2T , " , , i
E r1/2{MjKF [L K'J(F)[ 2J i (4.248)

E rMJIIA_ J() i t

for F 2(u). Fl(U) and F 2 (u) are given in (4.230).

4.3.3.4 Summary

The rms multipath spread can be estimated using the same
techniques as were used in Section 4.3.2 to estimate the rms
Doppler spread. Furthermore, the bias and variance expressions
for estimating rms multipath spread are the duals of the corres-
ponding results for Doppler spread. Hence, the same conclusions
regarding the effectiveness of the various estimation techniques
will hold. In particular, the differentiation technique is
superior to the correlation technique. Also, the level crossing
technique and the differentiation technique performance are ap-
proximately equivalent. Therefore, to estimate rms multipath
spread, either the differentiation or level crossing technique
should be employed.

4.3.4 SNR Measurement

One of the most important parameters used to estimate error
rate is the mean signal-to-noise ratio. In this section we will
address the problem of estimating the mean signal-to-noise ratio
from estimates of the magnitude squared of the channel transfer
function and an estimate of the noise power. Figure 4.16 is a
block diagram of the mean SNR estimator that will be analyzed in
this section.

The estimator performance is as follows. The data signal is
transmitted over the channel, picked off at RF (or IF) in the
receiver, and sent to a magnitude-squared channel transfer func-
tion estimator of the type analyzed in Section 4.1. The estimator
output is then combined with a noise power estimate to form an
estimate of the instantaneous SNR, which are then averaged to form
an estimate of the mean SNR.

Since the (properly normalized) received signal power in a
small band centered at F and in a short interval centered at t
is proportional to iT(F,tp)l 2 , then the instantaneous signal-to-
noise ratio at F is proportional to 1T(F,tp )12; that is,
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ST (F, t) 2
Y(tp) T(2Nt (4.249)p ~2N 0

where No is the one-sided spectral density of the real noise.
Assuming that we can estimate No much more accurately than
IT(F t)l2, then from (4.102) and including the bias due to addi-
tive noise, we can express the estimate of the instantaneous
signal-to-noise ratio by

Y(t P ( 1 (tp) + 62 (4.250)

where y(t ) is the actual instantaneous SNR and 6 and 62 are
estimation errors independent of y(tp) with 1

62 0

2 r2
2 C22

2 S S

where r is the mean SNR of the channel; that is,

r = Efy(t)1 (4.251)

A zero mean complex Gaussian WSSUS channel will be assumed.
This assumption implies that y(t) has a c.e-sided exponential as
its first-order probability density function and that IT(f,t)I
is Rayleigh distributed.

From Figure 4.16, the estimate of the mean SNR is given by

r - j Epl (tp) (4.252)

Substituting (4.250) into (4.251) and averaging over the
errors and channel fluctuations gives for the mean value of the
mean SNR estimate

S(4.253)
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Hence, the estimate is unbiased. The second moment of the
estimate is found by substituting (4.250) into (4.252), squaring
and averaging gives

+2 2 2 + E 1 2)
E•r2} K 2 + 2c2 + fS K 1 + (4.254)p=lqml q

Lpq
p~q

where the errors were assumed to be uncorrelated from sample to
sample and where we have defined

Pp E{T* -(F t P)T(F~tg)ýjPpq = E{IT(F,t) 12T

as the magnitude of the normalized channel correlation function.

From (4.253) and (4.254), the variance of r is given by

r2 2 2 1 KK p2a^r K- I + 2c + cS+ -kpEE Pp 4.5.

rE Kp=iq=i q

pOq

For stationary channel and equally spaced samples, ppt can
be expressed as p(m) where m = Ip-ql. Therefore, for stationary
scatter channels, the double sum can be reduced to a single sum.
Furthermore, if terms that fall off as I/K 2 are negligible, we
can write

_2 p (in)] (4.256)F -2 I + 2• 2+K 1S

K m=l

2 2  2
Recalling from (4.104) that c 2, +co, then minimizing

the rms fractional error in estimating the magnitude squared of
the channel transfer function will result in the most rapid con-
vergence for the estimator given by Figure 4.16. For the channels
considered in Section 4.1, the SNR estimator performance is pre-
sented in Figure 4.17. The channel parameters given in Table 4.2
of Section 4.1.5 and a Gaussian channel correlation function were
used in this figure.
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4.3.5 Diversity Branch Correlation Measurement

4.3o5.1 Introduction
A common assumption in evaluating a system employing some

type of diversity operation is that the diversity branches fade
independently. However, in many systems, physical limitations
(e.g., size, frequency) may not allow the branches to fade inde-
pendently and, thus, the full diversity gain is not reaLized. In
Section 5.3, the effect of dependent fading on diversity branches
will be evaluated for its effect upon the error rate. It is fre-
quently possible to express the degradation due to dependent
fading in terms of their joint envelope correlation coefficient.
It is this parameter that will be estimated.

4.3.5.2 Estimator Description

Figure 4.18 is a block diagram of the branch envelope corre-
lation coefficient estimator that will be analyzed. The estimator
performance is as follows. The data signal is transmitted over
both diversity channels, picked off at RF (or IF) in the receivers
and sent to magnitude-squared channel transfer function estimators
of the type analyzed in Section 4.1. Using the output of these
estimators to form estimates of the first and second moments of
the magnitude-squared channel transfer function, then the branch
envelope correlation coefficient can be estimated.

The branch envelope correlation coefficient is defined (for
any general diversity technique) by
P A E{1x 1 2  ,xkj 2 ] - E{Ix 1 2 EI4Jxl 2  (4.257)

~kj =x4._2 I21] [q xy4T - ý 1 xk 12}]1/2
{[E{Jx i I - E2{Ix

where x. = T.(f~t)J J

xk Tk(f,t)

are the time-varying transfer functions of the diversity channels.
For a zero mean complex Gaussian WSSUS channel, the expectations
of (4.257) can be simplified by using the moment theorem for
complex Gaussian processes [4.11 - [4.4]. Taking these moments
gives
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Pk an xj2 Xk2- (4.258)

Defining a complex branch correlation coefficient by

G k= {.i k1 (4.259)
kj [E{!x 1 2-ý E{1jxk ,1 /2}

and using the moment theorem for complex Gaussian process, it
follows that

Pkj . ICGkjI 2 (4.260)

The estimator given by Figure 4.3.8 is a numerical implemen-
tation of (4.257). However, evaluation of the estimator from
(4.257) is very cumbersome and, therefore, we will evaluate the
performance of Figure 4.18 using a numerical implementation of
(4.258). This should give a slightly pessimistic evaluation of
the estimator performance. Therefore, we will estimate Pkj by

P T i (4.261)
Ak=TkTj

where

Tkj =2 2

S j (F,t) IT (F, )I
p=l p

K 2
T E1, IT i(F~t )IY

j=p

Tk Ep ý kk(Ft )I2
p=l p
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Defining a and p such that

T " E{Tkj} +

T jT k - EýT kTjý + (4.262)

it follows that

^kj E{Tkj 
(4+4PkJ E T• + -

or

-1 • (4.263)
ki E{TkTI

With K large so that Ak~ can be accurately expressed in terms of
the first-order terms of a and Pl, then

Pkj "EIT kTjj EfT kj I EfT kTj

The mean of k is given by

E I =j -ý kI.i (4. 265)

and the variance of Pkj is given by

j E 2{fT T [E 2 Tk + E 2{TkTj} EfTk E{TkTjI(4.26-8
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The moments required to evaluate the mean and variance of k
can be found by using (4.102) to Pxpress the estimates of the
magnitude squared of the channel transfer function and averaging
over the errors and channel flv:tetions. We will assume for
analysis purposes that the sam:let of the magnitude-squared chan-
nel transfer function estimates are spaced far enough apart that
independent realizations are obtained. With these conditions, the
mean of kj *can be found to be

EP} ( K) (4.267)

Therefore, the estimate of the branch envelope correlation
coefficient is asymptotically unbiased. Assuming that the errors
in estimating the magnitude squared of the channel transfer func-
tion have little effect upon the convergence of the estimator
given by Figure 4.18, then the variance of Pkj is approximately
given by

2 + 02 + 6p 3k (4.268)A^ Kk
Pkj

where terms that fall off faster than I/K were considered negligible.
In Section 5.3, the estimate of the branch envelope correla-

tion coefficient will be used to evaluate the effect of correlated
fading of the diversity branches. In that section, the effects of
the error in estimating Pkj will be assessed.

4.4 Interference Detection Measurement

4.4.1 Introduction
In this section we explore some techniques whereby the pre-

sence of interference can be detected through observation of
various parameters of the total received signal. In Section 4.4.2
wc first deal with a scheme that depends on observation of the rms
bandwidth and frequency centroid of the total received signal. It
is argued that this detector can operate reliably under a wide
range of interference conditions. In Section 4.4.3 we describe a
scheme that depends on power measurements achieved by estimators
similar to that shown earlier in Figure 4.1. This scheme utilizes

"Appendix C considers in some detail the mean of Akj from bias
corrected End bias uncorrected estimates of !T(F,tp)I2.
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a comparison of power measurements taken at one time under sus-
pected interference conditions with power measurements taken at
an earlier time under supposedly interference-free conditions.
Unfortunately, such a scheme can be degraded seriously by channel
non-stationarity. This question is explored in Section 4.4.3, but
is difficult to resolve because of the lack of extensive data onchannel non-stationarity.

4.4.2 Detection of Narrowband Interference by Using
Measurements of Centroid and RMS Bandwidth of
Received Signal

4.4.2.1 Preliminary Comments
The presence of narrowband interference may be indicated by

measurable changes in the rms bandwidth and centroid of a received
signal. It is a reasonable intuitive notion, when the data is
totally swamped out by the narrowband interference, that the rms
bandwidth of the received signal will be equal to that of the
interference, and its centroid will be equal to the frequency
offset (difference between interference and data carrier frequen-
cies) of the interference.

Optimal procedures for detecting the presence of narrowband
interference can be based on observations of both fR' the fre-
quency centroid of the total received signal, and BR, its rms
bandwidth. Decision-theoretic concepts have been applied to the
development of a detection technique utilizing estimates of these
quantities. The effectiveness of any such scheme must depend, of
course, on the reliability of the estimates, and this is discussed
below at some length.

The detection schemes which are discussed and evaluated in
this report are suboptimal in the sense that there are idealized
detectors, not necessarily implementable, that can do better.
Nevertheless, the calculated detector operating characteristics
for the detection schemes discussed here show good performance.
Their relation to the optimal detectors is given detailed discussion.

We proceed with the analysis by first discussing, in Section
4.2.2, the characterization of narrowband interference and its
effect on the rms bandwidth and frequency centroid of the total
received signal. The dependence of these quantities on the band-
width of the interference and its power is clearly illujtrated.

The statistical properties of the measurements of rms band-
width and frequency centroid are discussed in Section 4.4.2.3.
In addition, central-limit theorem arguments are invoked which
indicate that the observation variables may be approximated by
Gaussian random variables.
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In Section 4.4.2.4, the results of the previous section are
applied to first evaluate the performance of a detector which
uses only the rms bandwidth observation. In the class of detec-
tors using only the bandwidth observation, this detector is found
to be near-optimal.. (The departure from optimality is found to
be negtligile.) The performance of another, more reasonable,
detector that uses measurements of rms bandwidth and centrold is
also presented in Section 4.4.2.4. This detector, because of its
simplistic decision ruLe, is clearly sub-optimal. Even so, its
performance is clearly superior to that of the detector which
uses a single observation variable, and indicates that good per-
formance can be achieved.

Results and possibilities for more sophisticated detection
schemes are summarized and discussed in Section 4.4.2.5.

4.4.2.2 Characterization of Narrowband Interference and
its Effect on Bandwidth and Centroid of Total
Output Signal

Before discussing the means of detecting narrowband inter-
ference, it is first necessary to characterize the narrowband
interference and the way in which it affects the received signal.
That is the topic of this section. A discussion of the statisti-
cal properties of the observation variables used in the detection
process is deferred until Section 4.4.2.3, and the detection
schemes themselves are discussed in Section 4.4.2.4.

In the following analysis, the effect of other additive
disturbances, e.g., wideband noise, is not considered; the level
of receiver noise can be determined by out-of-band sampling or
calculated from knowledge of the receiver characteristics, and
its effect on measurement bias, etc., can be compensated for.
The sole additive influence considered below is the narrowband
interference we are attempting to detect.

We first note that the channel output, in the absence of
interference, is given by

Ee~w(t) e (4.269)

where w(t) is the complex envelope of the data passed by the
channel and fo is the carrier frequency. The additive inter-
ference on a nearby carrier frequency, fl, has the representation

Re~i(t) eJ 2vfltj (4.270)
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This can be written as

Re{i(t) ej 2 1rf&t eJ 2•fotý fa=fl -f0  (4.271)

which is now in the form of (4.269). Thus, we need only deal with
with complex envelopes

(1) Signal Complex Envelope:

w(t) - " g(t,4) x(t- 4) dý (4.272)

where x(t) represents the data complex envelope

(2) Narrowband Interference Complex Envelope:

I(t) = i(t) ej21f6t (4.273)

Assuming wide-sense stationarity, we have for the correlation
functions

R w() - w*(t) w(t+'r) (4.274)

R.() i*(t) i(t+r) (4.275)

RI(r) = R i() ej27far (4.276)

and denote the respective power spectra Pw(f), Pi(f) and Pl(f).
The narrowband interference power spectra are related by

SeMf = P(f" f (4.277)

The power spectrum of the output is

F R(f) = P w (f) + P i(f - f) (4.278)

as illustrated in Figure 4.19.
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Pw (f)

K I

Pi(f)

P = P(f) +PM(f)
= P(f) + P(f-fA)

w

f A -

Figure 4.19 Power Spectra for Received Signal,
Narrowband Interference, and Total
Output Signal
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We now define the bandwidth parameters:

2  41 (f - f ) 2P (t)df [f P (f)df~~ BR R fR- R4.2

B=_ _ w f _ _w(4.279)
Sp(f)df w R p (f)df

2

B 42 ' (f - f ) P (f)df f f ( 8(f)df2 w fi w (4.280)

P Pi(f)df f Pi(f)df

B2i 4• (f-f) 2 Pl(f)df = [f Pl(f)df
4 P (f)df f el (f)df

f f% i f-fJd

Bf 2 =ff)df (4.282)
*" PI (f)df

To simplify notation, we define

P =4 %PR(f)df P =I Pw(f)df

Pi = Pi(f)df el = f P I(f)df = Pi (4.283)

and the fractional power ratios

P pi

Pw Pi + P pi Pi +P (4.284)

We now proceed to calculate fR the centroid of the total
received signal, and BR, its rms bandwidth. From (4.278),
(4.279), (4.280), and *(4.282), it is easy to show that
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fR "fwPw p fPl (4.285)

which has been written in terms of the fractional power ratios
defined in (4.284). An expression for the rms bandwidth can be
obtained from (4.278) and (4.279). We have

B2 P2R 4R (f- f R)2 P w(f)df + Y (f- fR)2Pi(f- fA)df (4.286)

To simplify the analysis, we assume that f -0 and fi= 0. This
is just an assumption of symmetric power dAstribution of signal
and narrowband interference about their own respective carrier
frequencies. [See (4.270).] The retention of non-zero values for
fw and fi would only serve to obscure the issues at this point.
From (4.285) we have

f= f p1  (4.287)

and, since f--=0, we have from (4.282)

fl , f P i (f f f)df/P i

(f P (f-f )df/Pi& i

Sf• A(4.288)

Hence

fR f (4.289)

and by substituting this expression in (4.286), it is easy to
show that

2 4 • f2 [Pw(f)+Pi(f"f)]df +2
B R • PR- 4 (fbpi) (4.290)
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which can be interpreted as a second central moment about zero,
modified by a term that depends on the frequency offset, f,, of
the narrowband noise.

We can goin some insight into this expression by considering
the case of extremely narrowband interference, i.e., the case
when P (f - f ) is impulsive. We then have

2 B2
BR w 2
4 Pw + faPi(l - P) (4.291)

or

B2 1BR 2
(1 Pi ) + P (4.292)

Now, in the absence of a frequency offset (i.e., when f =0) we
would have

2 B2
BR (- P w (4.293)

2an intuitively satisfying expression in that the rms bandwidth BR
decreases as interference power increases, and is Bw when Pi. 0.

Because of the offset (4.292) does not exhibit this nice behavior.
In fact, by differentiating with respect to Pi, it is easy to
show that an increase in Pi causes a decrease in BR only when

B2
2 1 w

f (I 1 (4.294)

For very small pi this is just a requirement that the frequency
offset be less than one half the rms bandwidth. Unfortunately,
for such values, the dependence of (4.293) on Pi is weak enough
so that decision procedures depending on observations of BR ac-
cording to (4.293) would be of little value.

Returning now to the general case in (4.290), we note first
that 2

Pi(f -f) df = Bi + f2p (4295)
S4 A i
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and dropping the subscript on the p. we have

2 B2 (- p) + B2 p + 4f 2 p(l - p) (4.296)
BR B w

P P + P (4.297)
iw

An increase in the interference parameter, p, results in an rms
bandwidth decrease only when the condition

2 4f (l-2p) < B2  (4.298)Bi + w

Lolds.

Clearly, then, there are values of p and fA for which any
decision scheme depending on only observations of rms bandwidth
will be deficient. This topic is discussed in more detail in
Section 4.4.2.4.

4.4.2.3 Statistical Properties of the Measurements

4.4.2.3.1 Introduction
Procedures which utilize measurements of rms bandwidth and

centroid to detect the presence of narrowband interference give
rise to errors which must necessarily depend on the accuracy with
which the measurements are obtained. In this section we discuss
the means for estimating the rms bandwidth and centroid, and the
corresponding estimation errors. There are a variety of ways in
which such estimates can be obtained. In this report we do not
intend to indicate which of these methods is best but only to
indicate, through our somewhat arbitrary choice of two particular
estimation procedures, the kind of results that can be obtained
in practice.

4.4.2.3.2 RMS Bandwidth Estimate
From the definitions in (4.279) - (4.282) we rewrite the

rms bandwidth for the total received signal and drop the sub-
script R.
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IL
l•.• • • :_. J •.:.I: (f ) ,•j•,(4. 299 )

I I i I .i t,, 1 'PCOrrtliL t fo df netion of the rece ived si gnaj , I

R(r) ' P(f) f (4.300)

and expanding the exponentia[, we thove

"- (T 1 + j2ifr - 2 f (4.301" )

wherv,

f. % L _ (4.302)
P ,(f) df

9
an tis re Ia',d to h• through

T - (4.303)
/4

I' rum (4 . 301) we can caLu late p (r )"2 and Uetaining terms of the
same order of ,matmlness as retained in (4.301), we have

p(r) 1. - (irr) WB (4.304)

Approximating the square root of this expression in the same way,
we obtain

- -.2 f 'p (r )'7 (4 . 30 5 )

It I:-, on this. express ion that we wi. tI base our estimate of the
rLec,' .ed s ign:,I rms bandwidth , i . c.
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2 1(lr 2' -p(T)I] (4.306)

where the caret denotes t, +4uate of the quantity it covers as
it will in the sequel. HencL, ie statistical properties of the
nns bandwidth estimate depend in direct fashion on the correlation
function estimate. Though this estimate is mildly biased at small
values of r (by virtue of the fact that it is an approximation),
it will be assumed here that the r is chosen small enough so that
the bias can be neglected. This question is discussed at greater
length in Section 4.4.2.3.4.

For a given observation B, the (fractional estimation error
is given by

2 2
B2 Ip(7)l- IB )l) (4.307)

B B~tr

For an estimate ro(')i we use

Sp(\r IR(0)1(li +(0)) (4.308)Ip('r~l !R(O)i R O I( ( )

where

E (R j)L (4.309)

and

(0) . ...l - JR(0 I (4.310)
IR(O)l

represent the fractional errors in estimating the correlation
functicu at time offset r and zero, respectively. For small
values of c(E) and -(0) we have

2[_R I ( -(0)" (4.311)
B 2 22ýR(0) -
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Since our eventual goal is to calculate IEB we need only dealwith the variance of the error difference, i.e., we must calculate

I'(0) -(r)T 2 . It(0)1 2 + IC(Ol- 2 c(0),)(r (4.312)

A

We note from (4.312) that R(T) and R(0), if processed in an
independent manner, give rise to no contribution from the cross-
product terms at the right of (4.312). This assumption, rhough
not strictly justified, has, at most, the effect of placing an

upper bound on I(BI. Since the performance of the detec,:or,
eventually discussed in Section 4.4.2.4, tends to deterio:-'ate as
C, increases, setting (O)c(r)- 0 in (4.312) will not lead to
higher predictions of detector performance than will be achieved
in practice. Our main interest here is in demonstrating the
feasibility of the detection schemes; hence we concentrate on
determining the value of

lf(O) - C(r) 2 - lI(o)I2 + 'E(r)1 2  (4.313)

Along the same lines, we note from (4.309) and (4.310) that

r (T() ( (4.314)

and

A

C(0) !r (4.315)

so that, now, (4.313) reduces to

_( R2 ).2
..)-. ... . + (4.316)

0R(0)'2 IR(Rr)l(

We recall from (4.272) that the total received signal is
given by

z(t) - w(t) + l(t) (4.317)
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where

w(t) " •g(t,,•) x(t - )a (4.318)

is the channel passed data (x(t) represents the data and g(t,ý)
the time-varying impulse response of the channel, and 1(t) is
the complex envolope of the narrowband interference].

The estimate for the correlation function of the total
received signal is given by

2
R(t,s) - z(t)z(s) f z*(t) z(s) dt ds (4.319)

T

which, under the assumption of wide-sense stationarity, depends,
of course, only on the difference t-s.

To compute (4.316), we must first find the value of

IR&r)-R(,r)2 ' IR 2 - JR(r)j 2  (4.320)

+T +T
2 2

2. I J' f (t*()( +,r Ws +r) dt ds

2 2 (4.321)

We first note that

R(r) - R (r) + R (r (4.322)

where R,(r) and R• (,), the corelation functions of channel-

passed data and nArrowband interference, respectively, were
deftned in (4.274) - (4.276). The aitmple form of (4.322) results
from the independence of the narrowband interference &nd data.
This same independence stinplifies things when we Substitute
(4.317) into (4.321); we are left with only eight nonzero terms.
We hl ve
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z(t)z*(s)z*(t+Tr)z(s+'r) - w(tOw*(S)-w*(t +T)w(s +r)

+ w(t)w*(s)I*(t +r )I(s +r,)

+ w(t)I*(s)w*(t +,r)LMs +r)
+ w(t)I*(s)I*(t +T)w(s+r')

+ I(t)W*(S)W*(t +r)I(s +T)

+ I (t )w*(S)I*(t + T )w(s + r)

+ I(t)l*(s)w((t +r)w(s+r)

"+ I (t)I*(S )I*(t + T ) I (s +r)

(4.323)

To find the moment required in the leading term of this sum,
we will first calculate the expected value (averaging over the
ensemble of channel impulse responses) conditional on the data,
and then average over the data. Because of our assumption that
the channel and data are both complex Gaussian random processes,
the separate averaging operations will each take the form
VtV*V V where, because the V are Jointly Gaussian complex
ran om variables, we can use She relation

VNV V*V. V*V + V*V V*V (4.324)
VYV 2V3V4  1 3 2 4 2 3 1V4

We will also make use of the result

1 0 (4.325)

Thus, substituting from (4.318) and averaging over the channel,
we obtain T

2

w* (s)w*(t +r )w(t w(s + Trx(t) NJ g*(sffg*(tfJr n)g(tX )g(s+r 7,'
T
2

x x(s+-r-17' ) d dt? dý' d?7' (4.326)
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We recall, for the wide-sense stationary uncorrelated scattering
channel (WSSUS), that

g*(s, )g(t,17) -f Q(t - s, ) 6(Q - 77) (4.327)

By applying (4.324) and (4.327) to (4.326), and then, averaging
over the data, we obtain

w*(s)w*(t +r7)w(t )w(s+ T Ix(t) ffJ Q(t-s,9)Q(s-t,rl)Mxl dt dr

-T

2:. + _T

+j Q(-, 7)Q (r,)Mx 2 d4 dt
T
2 (4.328)

where

Mxi - x*(s ,)x*(t + r - ?7)x(t - )x(s +r -r?)

MX2 x*(s - •)x*(t +'r -)x(t - 7)x(s +ir - (4.329)

If we assume that the frequency selective fading is negligible,
we can make the substitution

Q(r, t p(r) 6(•) (4.330)

After applying (4.324) to the data moments, we obtain

Sw*(s)w*(t +-r)w(t)w(s +r 7 !p(r)Y 2+ 1p(t-.s)1'2 !R)'(t-s)j + I 1 (7-)12)

(4. 331)
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To determine the contribution that this term makes to the
integral in (4.331), we make use of the relation
+T

Sf(t - t2)dtI dt f (I f (7-) drT21 T

T -T

+T

' y f(y) dy (4.332)

-T
where the approximation holds well for large T. We obtain

+1 +1
2 2 +Hr

ITff f w(t)w*(s)w(t+,)w(s+,r)dtds Ps(L)[2fT IRx(y)I2
T T -T

+ Ip()' 21R x(r) 2

+T
+ " IP(Y)I2 IR(Y)2 dy

-T

IRx(r)l 2 +T
+ xT f M PY), 2 dy

-T

(4.333)

The other terms in (4.333) are calculated in more direct
fashion; two of them are zero because of (4.325). For the five
remaining terms, we obtain the sum

+T
S5  if p(y)R (y)Rt(.y)dy + Rx(-r)p(-r)RI(r) + Rx(r)p(r)Rl(.r)

-T
+T +T

+-fp(y)Rx(y)Rl(-y)dy4.IRl(T)l2+ !Rl(y)I 2 dy (4.334)

-T -T
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We note that the true correlation function has magnitude-squared
value given by

2R(r) 2- p(r) 2 IR(T 2 + p(-r)R (-r)RT(T)

P(T)R (T)R (-T) + IRi(r (4.335)

From (4.320), (4.333) and (4.334) we obtain

2 +T +T
R(r).-R(r)2 I Tpr f IRx(y) 2 dy + fIP(Y)1 1Rx(Y)I dy

-T -T

)R (0)12 +T +T
+ T f Ip(y)2 dy+•"f p(y)Rx(y)R1 (-y)dy

-T -T
(4,336)

If the time offset, r, is small, it seems reasonable to ex-
pect that both terms on the right hand side of (4.316) are
approximately equal. By replacing the r term with a T =O term,
we at worst obtain an upper bound. Utilizing this replacement,
and noting that R (r) is impulsive with respect to both p(-) and
Rl(r), we obtain for the mean-squared error of our bandwidth
estimate [defined in (4.307)] the approximate result

B 4 4 '8 2 ' T IR (Y)112 dyB B4 7 4 r 4 IR(0)l
' -T

+ IRx ()1 2 +T y' 2T f dy
-T

+2p(O)R 1 (0) +T

+ 2pT )TR (y) dy (4.337)
-T
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This expression takes on greater physical meaning when
expressed in terms of the channel Doppler spread, B , and the
nns bandwidth of the data, Bx. This can be accomplished most
directly by using specific forms for the correlation functions
of the channel and data. Specifically, we assume

7? B 2T2
x

R x(,r) R (0) e 2  (4.338)

and 222

x2p(r) p(0) e (4.339)

By Fourier transforming, it is easy to verify that B and B in
these expressions satisfy the definition for rms bangwidth given
at the beginning of this section. Siubstituting in (4.337) and
integrating, we obtain the result

2 2 2 2
B 2 8 rT(i() 2)/ p (0 R X(O) + 1 O' BT 0

+ p2 ( )R (4.(340)

We recall that B and Bx represent the rms bandwidth of the
total received signal, respectively; p(O) =IT(f,t)1 2 (where
T(f,t) is the time-varying channel transfer function); Bc is the
channel Doppler spread; T is the time offset for the correlation
function measurements; R(O), Rx(O) and RI(O) represent the powers
in the total received signal, data, and interference, respectively;
and T0 is the processing (integration) time.

Physically, '(B!2 represents the scatter of the rms band-

width measurement P about its true value B2 ; we will make exten-
sive use of this expression in evaluating detector performance in
Section 4.4.2.4.
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4.4.2.3.3 Centroid Estimate
The discussion in Section 4.4.2.2 and 4.4.2.3.1 clearly

indicate the need for a centroid measurement to determine the
presence of narrowband interference. In this section, we discuss
the centroid estimate and its statistical properties. A know-
ledge of these properties is required for the detector performance
evaluation covered in Section 4.4.2.4.

From the Fourier transform relation between the received
signal correlation function and its power spectrum,

R(r) = U' P(f) eJ2fr df (4.341)

and the definition of the centroid,

A . f P(f) df (4.342)

.i P(f) df

we obtain, after differentiating (4.341) with respect to r, the
result

SR'(0) (4.343)21T R(O)

Clearly, for f to have physical meaning, R'(0) must be purely
imaginary, i.e.,

R' (0) = jIm ( R'(0)) (4.344)

a nd

f --L Im (R'(0) (4.345)

As our estimate, we use

-= .LIm( A) (4.346)2 T R(0)

Hence, the errors in estimating f arise in a natural way from the
errors in estimating the correlation function and its derivative
at r =0.
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There is a small bias to the estimate in (4.346) that dis-
appears rapidly as the processing time increases; hence we need
only compute the variance af, where

A 2
f (yf)2 (4.347)

and
A t

tV = f -f

=1IM R'0 R'0 (4.348)
21T R(O) R(O)

With exactly the same arguments used to obtain (4.311) we
here obtain

Af = 2-1 Im R (Cl" CO) (4.349)

whcre, now

C0o RO (4.350)

and
A . ' (0)- R' (0)(451

S R'(0)4.351)

Once again approximating the variance (here lAf1 2 ) with its
upper bound, we obtain

SR'ý)I 012 (4.352)
4t2 R 2(0)

which, at worst, will give us a mildly pessimistic prediction of
detector performance. The major difficulties in calculating the

va.ue of will arise in the calculation of
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r1-0 202 -C,02 + (C1 12 - 2 Re(c 0 cI) (4.353)

In this expression Ic 12 is kaown immediately from (4.336)
evaluated at r -0. In fac2, defining

MR = LR(0)-R(O)I2 (4.354)

we have inmediately, from the bracketed term in (4.338) the
result

/ 2 1 + i.i p2 ( R2 (
"MR T B7~ x B cx

+ I ' p(0) R (0) Ri (0) (4.355)
x

It remains to calcuiate 'ri12 and the cross termn c0o(.

Dealing first with 1c, 12, we calculate

2SM = R'(0) - R'(0)12

- R'(0)1 2 - IR'(0)' 2  (4.356)

We note first that

z*(t) i(s) = R'(s - t) (4.357)

Thus, we use

+1_'
2

R' (0) z*(t) i(t) dt (4.358)

T
2
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so

+r2
lR'(0)12 ff z*(t) z*(s) i(t) z(s) dt ds (4.359)

T2

We note from Section 4.4.2.3.2 that the same results obtained oy
pecforming averages conditional on the data would have been ob-
tained by applying the fourth moment relation in (4.324) to a
direct, unconditional average, over the total received signal.
The same is true in (4.359) for the integrand, M'. We obtainz

MI' z z()(t) z (s) z(s) + i*(s) i(t) z*(t) z(s)3 (4-360)

Moments of the type in (4.360) can be easily evaluated by
using the general formula

d nz*(t) dwi(s) = R (ts)

dtn ds' tn sM

S(n~im)
= (-i)n R (s- t) (4.361)

zw

From (4.360)

M' = - R' (0) R' (0) - R"(t - s) R(s - t)z

and we can see from (4.356) and the fact that R'(0) is purely
imaginary that

T
+2

T R"(t - s) R(s - t) dt ds (4.362)

T
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or
T

MR ff ý*(s) ý.(t) z*(t) z(s) dt ds ý4. 3 )

T2

a form that is simpler for the calculations since we need only

evaluate ý*(s) ý(t) and z*(t) z(s). Recall z(t) represents the
total received signal

z(t) = w(t) + I(L) (4.364)

where I(t) is the interferenc and w(t) represents the channel
passed data

w(t) = ' g(t,•) x(t - ,) dý (4.365)

Because of the independence of the data and interforence, we have

2*(s) ý(t) = 'ý*(s) '(t) + i*(s) i(t)

and

z*(t) z(s) = w*(t)w(s) + I*(t) I(s) (4.366)

The interference moments cause no difficulty. The data moments

w*(t)w(s) and -*(s) $(t) are evaluated by utilizing (4.365).
First, averaging over the data, we have

w*(t) w(s) = g*(t,•) g(s,•) x*(t - •) x(s - 77) d$ d?7

. Q(s-tt ,) 6(Q - ?) x*(t - •) x(s - ?) dt d77 (4.367)

for the WSSUS channel. Now, neglecting frequency selective fading,
as in Section 4.1, we obtain the result
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w*(t) w(s) = Q(s-tt) x*(t - $)x(s-$) dz

p(s - t) R (s - t) (4.368)
x

By differentiating (4.365), we have for the correlation function
of the derivatives

4
**~(s) ,(t) = •2 W.

iWl

WI =• A*(s,ý) A(t,7) x*(s -ý) x(t - 7)dt da7

W32 = g*(s,t) g(t,77) x*(s - t) x(t - ) dt da?

w -4 = g*(,) g(t,,) k*(s - ý) (t - 7) d$ a (4.369)

By making use of (4.361) and first evaluating the channel moments
and then averaging over the data x(t), we obtain

- p"(t - s) R x(t - s)

- - 2p'(t - s) R'x(t - s)

- p(t - s) R"(t - s) (4.370)x

where

p (t - s) = (n)(t-s, ) da (4.371)

Hence,

(s o *(s)(t) - Rl(t-s) (4.372)
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and

z*(s) z(t) = p(s - t) R (s - t) + R (s -t) (4.373)
x

Recall, from (4.363) that the quantity we are after, is given
by

+T +T

2 2

Mi 4f f I (t, s) dt ds (4.374)
TT T

where I(t,s) is the product of (4.372) and (4.373).

Hence, after using the double-to-single integral transfor-
mation (4.332), we have MR as the sum of eight integrals:

I+T 2 4-T,=I p(-y)p"(y)IRUP2 dy + I p(-y)p' (y)R (-y)Rx(y) dy

-T T -T

+T 2R +T

Sjp(yY R (-y)R"(y)"dy + I p"(y)Rx(y)R (-y) dy+•T T xPY) xY)xYd T T-T I

4-T +T

+ p' (y)Rx(y)Rl(-y) dy. + Tp(y)R"(y)R(-y) dy
-T -T

+T , +T

j+ p(-y)Rl(y)Rx(-y) dy + R JTRI(-y)R"(y) dy (4.375)
T -TI

The integrals in (4.375) can be calculated with the aid of
the relations

f f(y)Rx(y) dy f(0) S Rx(y) dy
x x

f (Y)Rx'(Y)dy f- f (0) 1 Rx (y) dy

f(y)R"(y)dy f"(0) Vr Rx(y) dy (4.376)
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These impulsive relations derive from the fact that the data is
wideband with respect to the interference and the temporal
dependence of the channel. To facilitate matters, we introduce
the specific forms for the correlation functions introduced
earlier in (4.338) and (4.339). For the correlation function of
the interterence [see (4.276)] we use

R (r)= R.(r) ej21f&r (4.377)

and
222

iT B

R.(r) = Ri(0) e 2

where B. represents the rms bandwidth of the interference.
1.

Substituting all of these expressions in (4.375) we obtain,
after extensive use of (4.376) and combining terms, the result

+ 1 21, p B p(O) R (0) Ri(O)

i A R 2( (4.378)
+IT 7r- i 10

The cross product term in (4.353) will be neglected. In
fact, it can be argued that this term is equal to zero if the
measurements are taken properly. If the imaginary part of the
correlation function estimate and the real part of the derivative
estimate are both discarded, then c and c. are, respectively,
real and imaginary and their produc2 is imaginary. Hence, the
last term in (4.353) vanishes.

Now, combining (4.343), (4.352), (4.355), and (4.378), and
neglecting the terms in (4.378) that are small due to the fact
that we are dealing with narrowband interference (Bi small), we
obtain the result
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2 2 +FP2 ()R ) 1 1 ()
(0) B2 0

" "L r.21 2×(~io if. 1 1 A/ i,T IT B T 4,FJB 2

__ _ _ ___ R. .ýR (0)
(4.379)

The importance of this quantity will be discussed subsequently.

4.4.2.3.4 Probability Density Functions for the
Observation Variables

The calculations described in Sections 4.4.2.3.2 and
4.4.2.3.3 provide the variances and means for the observations
of B2 and f. It is helpful for evaluating the performance of
interference detection schemes to have probability density func-
tions (pdf's) available. In the calculations presented below,

A

the pdf's used for 1 and f are those for'Gaussian random vari-
ables. These assumed forms seem reasonable if one writes a
Riemann suni for the two integrals representing the integrals
(4.319) and (4.358) from which the estimates for the correlation
function and its derivative are formed, and then applies Central
Limit Theorem arguments to the resulting sums. Even in the
absence of strict Gaussian behavior for the observation variables
it is clear that the performance presented below should not
differ greatly from the actual performance that could be achieved
in practice. The fact that the variances decrease with indreas-
ing T, gives a firm base to the notion that performance should
be enhanced greatly at large integration times.

For the probability density function of B , conditioned on
each of the hypotheses, Hi., we have

2

1. " 2ci'

p (x) -e (4.380)
.4!1.
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Here, B refers to the true value of rms bandwidth under the
appropriate hypothesis and a. is given by

j
2 4 2(48)

Cy. B. Ic431

2where is the value of (4.340) under the appropriatewhrecBjl

hypothesis. Since the time offset, 7, appearing in the estimate
(4.306) must be specified, we choose the value r according to the
restriction

2vB T = 0.6 (4.382)x

This somewhat arbitrary choice is in keeping with the approxima-
tion used in (4.301), and is used subsequently in the numerical
calculations of (4.340).

Similarly, we have for the pdf of the frequency centroid

(y_.1 )2

p (y) e (4.383)

f/H. :II/1
J

where E. is (4.379) evaluated under the appropriate hypothesis.
A final approximation for the numerical calculations pre-

sented in Section 4.4.2.4.2.2 is that the rms bandwidth and
centroid estimates are independent, i.e., the joint pdf for the
two observation variables can be factored into the two pdf's
given above. This assumption is reasonable in view of the way
the two measurements are processed, one measurement emphasizing
the correlation function and the other its derivative. As can
be seen in Section 4.4.2.4.2.2, the effects of dependence of the
two random variables would tend to cancel, decreasing in a like
manner the probability of a false alarm error and the probability
of detection. In any event, the performance curves presented
below would not be modified significantly by the dependence of
the observations, since their independence could be totally
guaranteed by processing over separate time intervals and thus
having the effect, at worst, of doubling the processing time.

The detection schemes and their performance are presented
below in Section 4.4.2.4.
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4.4.2.4 Detection Schemes

4.4.2.4.1 Near-Optimal Detection Using RMS Bandwidth
Measurements

4.4.2.4.1.1 Problem Formulation (Detector 1)
It is clear from the arguments of the last section that the

interference detection problem can be treated as a hypothesis
testing problem. The two hypotheses to be are simply

H0 : no narrowband interference present

HI: narrowband interference present

An observation (estimate), B , of the rms bandwidth of the
total received signal may, under certain conditions, serve use-
fully as an indicator of the presence of narrowband interference.
For such a purpose its usefulness depends, of course, on the
reliability of the bandwidth estimate and, hence, through the
probability density functions discussed in the previous section,
on the measurement time and physical properties of the total
received signal.

In this section we document the effectiveness of the rms
bandwidth estimate as an indicator of narrowband interference,
and point out its shortcomings. Though near-optimal use is made
of the bandwidth estimate, it will be demonstrated in the next
section that suboptimal use of both rms bandwidth and frequency
centroid measurements can give superior performance.

It is known [4.20] for general problems of this type that
the optimal deqection scheme is a likelihood test. Here we use
a near-optimal scheme and test against a single threshold.
Symbolically, we have

A detailed analysis of the problem discussed here indicates that
the decision space (real time) is partitioned into three regions.
Only extremely small (perhaps negative) values of the observation
variable would ever fall in the extreme left region. Realiza-
tions this small are of extremely small probability, and neglect
of the third region gives a negligible departure for optimality.
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0
B2  x (4.384)H th

If the rms bandwidth observation exceeds the threshold, we decide
that there is no interference present; a realization below the
threshold is interpreted as being due to the presence of narrow-
band interference, and the decision is I1I.

An important point related to this decision rule •s that the
rule itself, i.e., the threshold, must not depend on B or f or
on any other parameters of the inteference to be detected. -The
detector performance, of coursi, depends on all these parameters.
In particular, it depeads on Bi, the rms bandwidth of the inter-
ference, on f&, its frequency offset, and on pi, the fraction of
total received power appearing as interference [see (4.284)].

Performance of the interference detector will be plotted as
a detector operating characteristic (DOC). This is a plot ofdetection probability versus the probability of a false alarm

error. A false alarm error occurs when B in (4.384) falls below
the threshold even though there is not interference (H0 is true).
Its probability is denoted PF and is given by

X
tth

Pp f p (x) dx (4.385)
-=O B /Ho

where the integrand is just the pdf of the observation variable
conditioned on the event H0.

Detection occurs when B2 < Xth and H is true. This event
has probability

Xth

PD J p (x) dx (4.386)

We note, once PF is specified, that xth in (4.385) depends
only on statistical properties of the observation variable con-
ditioned on the event H0. Hence, the decision rule does not
depend on the interference. On the other hand, the detection
probability in (4.386) clearly depends on interference properties
as discussed above.
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The performance of a detector making near-optimal. use of the
rms bandwidth estimate (Detector 1) is documented in the next
section.

4.4.2.4.1.2 Numerical Results (Detector 1)
Utilizing the probability functions described in Section

4.4.2.3.4 and the variance calculation in Section 4.4.2.3.2, a
*typical performan&e durve for detector I (utilizing single obser-
vation of rms bandwidth) is shown in Figure 4.20. The detector
operating characteristic is plotted for p= 0.3, $A = 0 "4, and
BcT9 ranging from 200 to 1000 (Bc is the channel 1oppler spread).*
It is not surprising that performance improves with increasing
BcTO and also improves as p increases (dependence not shown here).
Comparison with other curves we have calculated, however, indi-
cates that the ability of detector I to detect narrowband inter-
ference at fA= 0.4 is considerably inferior to that achieved when
attempting to dctect interference that is closer to the center of
the data band. This deterioration in performance as f increases
is a clear consequence of the way in which the rms ban width
changes in the presence of narrowband interference (see Secticn
4.4.2.2). In fact, for certain values of p and fA' detector I
is rendered almost completely useless.

4.4.2.-4.2 Suboptimal Detection Using RMS Bandwidth and
Centroid Measurements

4.4.2.4.2.1 Problem Formulation (Detector 2)
Detector 1, discussed in the previous section, is clearly

deficient at high values of frequency offset, fA" This is because
the narrowband interference, when not in a spectral location near
the carrier frequency, does not necessarily cause a pronounced
reduction in the rms bandwidth of the received signal. This is
clear from examination of (4.298). This situation can be
remedied in a satisfactory way by also using estimates of the
frequency centroid, f, in conjunction with the threshold test

BCTO can be thought of as representing the average number of
channel fades, over which the received signal is processed to
obtain the estimates of rms bandwidth and centroid. For a fading
channel with Bc= 1 Hz, e.g., tropo and HF channel, BCTO is just
the processing time in seconds.
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Figure 4.20 Detector 1. Operating Characteristic
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Decide H if B2 < Xth
A

'or if IfI > yth

Decide H0 otherdinde (4.387)

The operation of this detector is illustrated in Figure 4.21.

This decision rule is based on the intuitive notion that
narrowband interference that does not make itself evident through
an increase in the rms bandwidth will (if this situation exists
because of a high frequency offset, fA) make itself evident
through an increase in the frequency centroid, f. The rule has
the effect of partitioning the two-dimensional plane, determined

by the realizations B and f (x and y) into two connected regions
R0 and RI. R0 is the small rectangular region x> xth and

lyl < Yth to the right of Xth in which realizations of B1 and f
give rise to the decision H0 , and R, is the remainder of the
plane. Optimal partitioning of the decision space would no doubt
involve more complex analytical boundaries. Nevertheless, the
performance of detector 2, which uses the suboptimal decision
scheme in (4.387) provides clearly'superior performance to that of
detector 1. This is demonstrated below in Section 4.4.2.4.2.2.

The performance of detector 2 is evaluated by utilizirg the
two conditional pdf's

p(x,y!H.) j 1,2 (4.388)

It

for the observation variables B and f. The conditions arn, once
again, the two events H (no interference) and H, (interfeience
present). The probability of a false alarm error, which occurs
when H0 is true and the observations fall in RI, is given ly

P F p(xylH0 ) dxdy (4.389)
RI

As in Section 4.4.2.4.1.1, it is a prespecification of thiE quan-
tity that determines the thresholds, xth and Yth" To simplify
the analysis, it is helpful to utilize 1 FX' the false alarn prob-
ability that would result if we were using just the rms bardwidth
estimate, and PFY, the false alarm probability for the centroid
estimate alone. These are given, respectively, by
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xth

PFX = 1 p(xIH 0 ) dx (4.390)

ý Fth
PFY = I - , p(yIHO) dy (4.391)

-th

Now, modifying (4.389) we have

PF--1 - r p(x,ylH0 ) dxdy
R 0

+Yth

- 1- r. p(x,yIHo) dxdy (4.392)
"_Yth Xth

Now, making use of the independence of the two random variables as
discussed at the end of Section 4.4.2.3.4, we obtain

PF I - (I - PF ) (1 - PF)
"F -X F

SPFX + PFY - PFXPFY '4.393)

It is clear that a specification of PF leaves somewha- arbi-
trary [within the constraint (4.393)] the choice P and P
This is a consequence of the nonoptimality of our Uecision scheme.
Dividing the specified PF equally between PFX and PFY' we choose

PF PF wePF (4.394)

FX Y

Thus, the thresholds,x % and Yt, are completely specified by
(4.394) and the by rel ions
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Xth

PFX " (xI7'o) dx (4.395)

an d

PY M I - J p(yjH0 ) dy (4.396)
"Yth

It is in this way that a specification of PF leads, through
(4.394), to the determination of Xth and yth"

Once the thresholds have been determined through the pro-
cedures outlined above, the decision is completely specified and
one can determine the detector operating characteristic (DOC)
directly. The probability of detection is found by integrating
the Joint probability density function of the two observation
variables (conditioned on the event Hi1) over the region RI.
Fquivalently, one can use the relation

P-D1 - PM (4.397)

where PM is the probability of a "miss" error given by

+Yth c

P M C r 0 p(x,ylHI) dxdy (4.398)
"_Yth Xth

The numerical computation of x and Yth' from (4.390) -
(4.398) has been facilitated by modZying existent routines [4.21]
[4.21]. Detector operating characteristics for various physical
situations of interest are presented in the following section.

4.4.2.4.2.2 Numerical Results for Detector 2
Detector 2, which utilizes two observation variables, rms

bandwidth and centroid, compensates for the poor performance of
detector 1 at high values of the frequency offset, f . The im-
provement in performance is clear from Figure 4.22 w~ich has been
plotted for the same values of interference parameters, fA and Bi,
but for an even lower value of fractional interference power, p.

4-123

Downloaded from http://www.everyspec.com



I

7/

.9999

•.98" BcT 100

80

0-90

70 .99 --

H
1-4-

ý- .98-

60

.95

.04-

o.90 7

0.80

60.

.70 i• • - -

•.60 .t

.501- 50
p = 0.I

30 
f = 0.4
B, 0.I1

.20

0.01 0.02 0.03 0.04 0.05 0.06 0.07

FALSE ALARM PROBABILITY
RMS BANDWIDTH OF INTERFERENCEBi RMS BANDWIDTH OF DATA

INTERFERENCE POWER
TOTAL POWER IN RECEIVED SIGNAL

f• DIFFERENCE IN CARRIER FREQUENCIES OF INTERFERENCE & DATA
A RMS BANDWIDTH OF DATA

B = CHANNEL DOPPLER SPREADC

TO - INTEGRATION TIME USED TO PROCESS

Figure 4.22 Detector 2 Operating Characteristic
4-124

Downloaded from http://www.everyspec.com



It is clear from examination of this figure that the perfor-
mance is far superior to that illustrated in Figure 4.20.

As one would expect, the performance of each test depends on
the amount of time used to acquire the estimates (integration
time, TO), the narrowband interference bandwidth, the ratio of
the interference power to total power in the received signal
(fractional power ratio, p), and fA' the offset frequency of the
narrowband interference.

The curves we have presented here, and many others that have
been calculated to cover a wide variety of interference condi-
tions, indicate the feasibility of using rms bandwidth and cen-
troid measurements (via detector 2) to indicate system degradation
due to the presence of strong narrowband interference as source
of system degradation.

4.4.2.4.2.3 Comparison with RMS Bandwidth Detector
(Detector 1)

It is clear that the extra observation variable available to
detector 2 can provide an extreme advantage in terms of perfor-
mance. In fact, the performance of detector 2 is inferior to
that of detector 1 only in one rare situation; this is when f
is extremely close to zero. This is illustrated in Figure 4.ý3
where we have plotted the performance of both detectors for f =0.
This minor degradation of detector 2 occurs at f 0 because the
centroid is the same under each hypothesis and its measurement
provides no information at all about the existence of narrowband
interference. Fortunately, fA must be very close to zero for
this to happen. In fact, when fA equals just 5% of the data band-
width, detector 2 is once again superior, as is clear from the
curve in the upper left-hand corner of Figure 4.23.

4.4.2.5 Summary
In order to obtain methods for detecting narrowband inter-

ference, decision-theoretic concepts have been applied to the
development of detection techniques utilizing measurements of rms
bandwidth and frequency centroid. As discussed in the previous
sections, the success of any such scheme must necessarily depend
on the reliability of the measurements and, hence, on the total
processing time. It must also depend on the extent to which the
observation variables are affected by the presence of the narrow-
band interference. Thus, the rms bandwidth and power of the
interfering signal have the predominant effects on its detect-
ability. The detector utilizing only the rms bandwidth measure-
ments was found to be deficient because of the fact that the rms
bandwidth is affected in different ways by interference at
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different frequency centroid values. A detector using both
measurements, detector 2, was found to be clearly superior.

4.4.3 Measurement of Changes in Receiver Power Level

as an Indicator of the Presence of Interference

4.4.3.1 Introduction

In this section we discuss the use of 1wer measurements ofthe received signal to indicate the presence of interference.For our power measurements, we will use the output signal of the

configuration illustrated in Figure 4.1. Since our goal is to
use this signal, v(t), to determine the presence of interference,
we can view v(t) as being the desired signal (interference) cor-
rupted by a noisy additive (channel-passed data). The use of
special probing signals (idle slots in data) for uncorrupted
measurements of the interference is discussed in Section 6.

We note here that this scheme does not depend so much on a
classification of the interference according to bandwidth as was
the case in Section 4.4.2.

For purposes of analysis, we assume that there is available
a "recent" time record, presumably free of interference, against
which "present" measurements can be compared when it is suspected
that there is strong interference in the received signal.
Obviously, for the zero interference reference, it is advantageous
to use as recent a time record as possible in order to minimi4e
the extent to which nonstationary changes in the channel can
cause the observed power changes. This question is given a
detailed treatment in Section 4.4.3.5.

From Section 4.1 we have the estimator output

v(t) - IT(F,t)y(t) + J 2 (t)12 g k(t) (4.399)

where y(t) is the response of the predetection filter, h(t), to
a frequency shifted version of the data z(t).

y(t) - h(t) ® z(t) e-j 2 1rFt (4.400)

and T(F,t) represents the channel transfer function at the parti-
cular frequency F. J 2 (t) represents the interference output of
the predetection filter, h(t). The interference at the input to
this filter is given by
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-ii f. . .rf~n. ~l ~ 9 ' W ',, r w

Jl(t) - N(t) + I(t) (4.401)

where N(t) represents the previously assumed receiver noise and
1(t) represents an additional, perhaps strong, interferiag signal
of unknown origin. Thus,

J 2(t) - n(t) + i(t) (4.402)

where

n(t) - N(t) , h(t) (4.403)

and

i(t) - I(t) sý h(t) (4.404)

Since k(t) performs a time-average of its input, i.e.,

T 0 0

k(t) = (4.405)

0 otherwise

the function in (4.399) can be viewed simply as a random variable
which it is here convenient to index with the time instant, tp.
We designate this quantity, v(tP)

V(tp) -- T(Fttp )y(tp) + J 2 (tp)Y 2 k(tp) (4.406)

and refer to it in the sequel as the sampled power at time t p"
Clearly, a single sample is not of much use because of the

time variation of T(f,t). It is far more useful to deal with
some measurement involving power observations over several time
instants. In Section 4.4.3.2, we will make use of the arithmetic
mean

A 1
V E' V 4 (4.407)
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Before proceeding with the analysis, we mention that the
nomenclature will be the same as that used previously. Since the
problem can be formulated as a problem in detection theory, we
refer to the two hypotheses:

H0: strong interfering signal, I(t), is not present

He : strong interfering signal, I(t), is present

The primary consideration of this section is in determining
whether or not the extent to which v in (4.407) is affected by the
incerference is great enough to allow an accurate determination
of which condition holds - especially when there are nonstationary
changes in the channel.

4.4.3.2 A Method by which the Interference can be Detected

It is clear that the effectiveness of any scheme for detect-
ing the presence of interference must depend on the statistics of
the measurement, primarily its mean and variance. Taking care to
retain the possibility of channel nonstationarity, we note that
the ensemble average of the power measurements in (4.407) is
given by

-- 1 M
V L V(t (4.408)p=l p

where it has been assumed that the power samples are independent.
Each ensemble average on the right-hand side of (4.408) depends
of course on the time instant, t , and will be different under
the two interference hypotheses.p For the variance of the power
measurement, we obtain

M
-2 =l2 12 p a 2 (tp) (4.409)

Mp

where
2 ... ,2 ,

p(tp I p - (t )pI

The variance also exhibits dependence on the time instants at
which each of the power samples were taken.
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We recall from Section 4.4.3.1 that the effectiveness of
the power measurements as an indicator of interference will be
determined by comparing a "present" time record with an "earlier"
one that is interference-free. In fact, one can easily design a
threshold test to detect the interference; if we use vp to repre-
sent the present power measurement and v to represent the earlier
(interference-free) measurement, the test consists of comparing
the difference of the two measurements against a threshold, d.
Symbolically, we have

HI
A 

A

V P -VE H d (4.410)H 0

which indicates that we should decide H1 (interference now pre-
sent) if the power difference exceeds d and H0 (no interference)
if the power difference falls below d. The configuation of this
detector is illustrated in Figure 4.24. Denoting the observation
variable 0 = vP- yE, we note as before that there can be two
types of errors, or there can be detection. These events and
their probabi!ities are:

1) "False Alarm" Error (probability PF):
> d when, in fact, H0 is true.

2) "Miss" Error (probability Pm):
A m

S< d when , in fact , H1  is true .

3) Detection (probability P D):
S> d when H is , indeed , true .

The error probabilities are expressed in terms of the prob-
ability density functions conditional on each of the hypotheses.
They are given by

CO

d p P/H0(x) dx (4.411)

d
P m r P (x) dx (4.412)

m -4 1/H1
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PD P (x) dx
d O/H

=I - P (4.413)In

It is necessary to make a more precise definition of what is
meant by "present" and "earlier" in reference to the different
power measurements. For the "earlier" time measurements, we use
the time record starting at sample instant t.,

MV = v (tp) (4.414)

For the "present" measurement, we use a time record starting
7 seconds later

Vl X v(t +r) (4.415)

At this point, the only restriction that we put on r is that
T> tM -t. This is just to guarantee that we avoid the possi-
bility o overlapping samples. Combining (4.414) and (4.415) the
observation variable is just

A I M

P M E [v(tp +i-) -v(tp)J (4.416)p=l

For a stationary channel, it is clear that the average value of
the observation variable will be zero if H0 is true and some non-
zero constant if H1I is true. For the more realistic nonstationary
channel, the statistics of 0 will exhibit a dependence on r that
under certain circumstances may seriously weaken the effective-
ness of interference detection. Averaging, we have

S"~Mp
)- ] (4.417)
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Denoting the deviation from the mean at any time instant, t, as
D(t),

D(t) - v(t) - v(t) (4.418)

we have

I M
-- a • D(t +r)- D(tp) (4.419)

p=- p

and, for the variance of this quantity,

•2 [IpD(t 1(t) (4.420)

pp=l

Since the set of samples {V(tp); p=l,M are all taken under

an H0 condition, we subscript their variance a 0 (tp ) with a zero;
i.e.,

a2(tp) = JD(tp) 2 = IV(tp) -v 0 (tp)I2 (4,421)

The set of measurements taken r seconds later is taken under
either the H0 or H condition. Thus, the variance term

2 +) Dt rl22

Ca2(t +r D (t +') 1 IV(t +r) " v(t +r)i2
Pp p pj- unde ondtor

j I under condition H (4.422)

is subscripted appropriately with 0 or 1. The same comments
apply to the mean values v(t), the subscript just indicating
the condition under which the expectation is evaluated.

The observation variable statistics are summarized briefly
below. Under the H0 hypothesis, the mean and variance are given
by

4-133

Downloaded from http://www.everyspec.com



-0V( ' V (t] (4.423)

and

2 A 1 M (4.424)

O/H0  2~ P~k [uI(t+) 0 At

respectively. Under the hypothesis Hl, we have

1 M
l vl(t+r)" v 0 (t) (4.420)p~l

2 1 M. E[o'1(t + T+ Y(t(4.426)
O/H 1  2  p1 L 0

All of the terms in the above sums can be calculated from
the representation for v(t) in (4.399). This problem is addres:;ed
in the next section.

4.4.3.3 Calculation of Measurement Statistics
In this section we calculate the means and variances listed

in (4.423) - (4.426) above. We will use a specific predetectioii
filter in the following analysis, whereas the integrate-and-dump
filter has already been specified in (4.405). The impulse
response of the predetection filter is given by

h(t) _ V2W 2t e=vWt U(t) (4.427)

and W is its 6 dB bandwidth, which can easily be proved by evalu-
ating H(f), the Fourier transform of (4.427). We will find it
h lpful to use the following relations:

f IH(f)j 2 df = (W404 (4.428)

and

IH(f) 4df = -L 17W (4.429)
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Using the k(t) in (4.405), it is straightforward to calculate
the value of (4.399). Under the entirely reasonable assumption
that T(f,t) does not change significantly during an integration
interval, we obtain the result

2 TO
1(t) IT(F,t)I 1 r Iy(t -)I d$ T IJ2(t- )1 -

TO O 0

0+ 2Re T*(F, t) 1L (t~ - ~)dý (4.430)
T.. : y*(t- J2(

The ensemble average of this expression is given by

V(t) lyl2 IT(Ft)1 2 + iI 212 (4.431)

Turning now to the calculation of Iv12  I we obtain
after some manipulaticn of (4.430) (and assumed independence of
channel, data, and interference) the result

2 241T 0 T 0  22- V21
VI- V T(Ft)I ly(t-• )I2y(t- )12 d¶ d y- 21T0 0 0 yt7) I~1 TOT 0  2•2

- J(t-01J 2 (t-7)1 dý d -

+ 2TF~) 2 2
IT 0 0 0 00T T

+ IrF~t) 2 __T20 y*(t-ý)y(t-77) J2(t-ý)•tNd d2

(4.432)

If we assume, as in Section 4.1, that y and J are both complex
Gaussian random processes, then

lyly2 I2 - lyi 2 1y1 2 + 1y-- 21 (4.433)
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where we have indicated the argument t-ý with a subscript I and
the argument t-tn with a subscript 2, e.g., y = R (Q-in). Using
(4.433) to evaluate (4.432), we obtain Y

T T

00
I•2 • 2= Ir(Fqt)j4 1- r I R ,(.r)2 dý d-r7

0 0

TO T

0 0 0

where R2 ('7) represents the correlation function of the total
filtered interference, J (t). The integrals in (4.434) can be
evaluated with the aid o• the double-to-single integral
transformation

TTO

00~ 0-T

which is an excellent approximation when T0 is greater than the
duration of f(l). Since the data and interference decorrelate
well within the T0 band we apply (4.435) to (4.434) and, after
using Parsevalts relation, obtain

Iv(t) -v(t)12 = IT(F t)1 4 _i P Ipy(f)I 2 df

I1 2T0 J 1P 2 (f)l df

+ I r(F,t)2 ) P p (f) p*(f)df (4.436)
T0  Y 2

P (f) represents the power spectrum of the filtered data andPY(f) the power spectrum of the filtered interference,
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1P (f) 1 I1(f) 2 P (f-F)

rd (F) H(fl 2P Pz (4.437)

Thus, from (4.428)

2 Y "4- ez(F) (4.438)

The power spectrum, P2 (f), in (4.436), is

P 2 (f) = IH(f)j 2 P1 (f) (4.439)

where Pl(f) is the power spectrum of the interference inpuL to
the filter h(t). The terms in (4.436) can be given a simpler
form by defining a filtered data power term P , a filtered inter-
ference term P1, and a cross-power term PX" Whese are

2 r I f 14PD = IPz(F)2 j ,H(f) df

P, = . ýH(f)i4 IPI(012 df

PX = Pz(F) [' JH(f)j 4 P*(f) df (4.440)

Now, (4.436) takes on the simple form

v(t) V (t) 12  1 1T(Ft)I4 P + - P + 1 2r(F t)2 PT0D T 0I T ITFtI00 X

(4.441)

The data term, PD' will remain unchanged under the different hypo-
theses, but PI and PX may change markedly. PD retains the value

PD =5 W Pz(F)I 2  (4.442)
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From (4.401) the total interference Jl(t) is the sum of N(t),
which is assumed to have a flat spectrum of constant power, 2N0 ,
across the whole data band, and an interfering signal, 1(t),
which changes under the different hypotheses. Under the zero
hypothesis,

p(0) N N T W
8 80

P(O) 5N ITWP (F) (4.443)
X 16 0 Z

Assuming that Pl(f) is flat across the bandwidth of h(t), we
obtain under hypothesis 1, the result

p(l) 5 2

)= 3 12N + P (F)l2 W
p1) 32 p (F 20 )]

()= - + P 1(F IW (4.444)
xP(F 322N 0 +P(j1 w

If the strong interfering signal I(t) can be characterized as
wideband, of flat power spectrum 2N1 , then under hypothesis I
the power factors become

( 7 N0 W + NI7W + NoN ITW

p(1) 5W(F) 1W + 56 N P (F) iW (4.445)x 1 6 N0 () 16 1 Z

which we use subsequently in our calculations.

These factors can now be inserted, under the appropriate
hypotheses, into (4.441). Using (4.441) and (4.431), we can now
calculate each of the terms appearing in the sums of (4.423) -
(4.426). To do this, we make use of some simple relations in-
volving the random variable

y = T(F,t)1 2  (4.446)
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Because the channel is Rayleigh fading, y has an exponential pdf

p(x) W e (4.447)
rY

Thus, if we use q(t) to denote the time-varying mean of IT(F,t)1 2

we have

IT(F,t)¶2 q(t) (4.448)

and

4 2
IT(F2t) 2 q (t) (4.449)

This is the notation that will be used below.

For the observation variable statistics in (4.423) - (4.426),
we now obtain the results

- •W M
00 - • Pz(F) E[q(tp+r) - q(tp)] (4.450)

p=l

el o V0 + 2N1  (L. 451)

2 w1 1102 (

a. 1 M SM(r) + 1 1N 0- W (4 452)
O/H0 M2T0

c2 1 'f 17ws(T2 /H (5 W) 2M()
1 T 0

+ -1 (5 ff)M
2T 16 )E q(t +,r)P z(F) NM2T 0 p~l z

+ (' ( iW) [2N• + 2(N+ N ] (4453)
MT4139
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where

S (T2 )2 2t,
SM (T) P z(F)? I [q2(t +r)+ q

p)= -

M
+ N P z(F) E kq(tp+r) + (I(tp) (4.454)

p=l

4.4.3.4 Detection Effectiveness

A detector built to determine the presence of inte-ference
according to the decision rule in (4.410) would exhibit the usual
dependence on the estimate mean values and variances. Note from
(4.450) and (4.451) that the mean values of the observation
variables differ by an amount depending on the interference to
3e detected, i.e.,

@1- =0 = 2N1  (4.455)

)bviously, the ability to resolve between interference and no-
nterference conditions depends significantly on the interference

power 2N, and on the variances in (4.452) and (4.453) which, in
turn, depend most importantly on M, the number of independent
amples taken.

We now turn to considerations of channel nonstationarity.
1s a simple model of the nonstationarity, we use a Taylor expan-
Aion for q(t), and neglect terms of higher than second order,
i.e.,

q(tp+T) = q(t ) + rq'(tp) (4.456)
p p p

2
For q (t), we have

2tp 2 '(p
q 2(t +) q (t ) + 2q(t) q'(t T (4.457)

p p p p

One of the most important effects of the channel nonstation-
arlty is that it may render detection procedures nonoptimal. A
threshold chosen to give optimum detector operation at one time
may be decidedly suboptimal at a slightly later time. Since the
threshold is set by placing a constraint on PF in (4.411), the
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effect of nonstationarity on the optimality of the detection
procedures can be determined by considering only changes in the
mean and variance conditional on the honinterference event, H0

The most impc: ant change of this type is in the mean value
of the observation variable. By substituting (4.456) and (4.457)

into (4.450), we find that the nonstationary chaaige in 0 is
given by

M
ffi = Pz(F) T rq'(tp) (4.458)

4M p=l p

Assuming local stationarity, q'(tp) is a constant, and we have
the result

S P(F) r q (4.459)

The channel nonstationarity will have a pronounced effect if this
change in the mean value of the observation variable is a sizable
fraction A of the separation of the two mean values given in
(4.455). Defining

8 T q'/-- T (4.460)

this event occurs when

8 T = A% q(4.461)

where %k is the interference-to-signal ratio

A 2 1 (F(4.462)

7TF7 P z(F)

Nonstationary channel changes are often characterized in
terms of a change in the "transmission loss" of the channel [4.22].
This value (in dB) and the value of 8T (not in dB) are related
through
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L - 10 logl0(l +8T) (4.463)

where the change is that observed over some standard interval
(20 minutes in the case of the tropo channel). A reasonable
choice for A in (4.461) is A-1/2. The implication of (4.461),
then, is that nonstationary channel changes will have a pronounced
effect when the interval between observations is great enough so
that the change in transmission loss becomes as Large as

L' = 10 log1 0 (l+T/2) (4.464)

For a nonstationary channel changing + 2 dB over the standard
20-minute period, a change as large as that specified in (4.464)
would take place in approximately 1000 seconds for P=I0 dB and
250 seconds for 4, -6 dB. These numbers follow directly from
(4.464), (4.463), and (4.456).

Because of the large measurement times required to obtain
accurate estimates of channel parameters, a case of practical
interest here occurs when the "present" power measurement is taken
immediately after the "earlier" one with no intervening time at
all. For this situation, there is essentially zero probability
that the change to the interference condition will take place
exactly between the intervals. For the numerical example calcu-
lated here, this is remedied by considering a "worst-case" situa-
tion; the interference goes on halfway into the second observacion
interval. It can be shown, by retracing the steps leading to
(4.450)- (4.453),that the only significant modification introduced
by this change in the problem affects (4.451); the contribution of
the noise term is reduced by a factor 1/2.

The approach to the numerical problem is greatLy facilitated
by neglecting the receiver noise No and normalizing the observa-
tion variable to

"(4W) T(F't)j 2 P (F) (4.465)

We now have

-0 0 (4.466)
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[(1+8T)+ + +] (4.467)

2 (1+ 8T) 2

a/ BT (4.468)

2a 1 ) + T+ 2A(i+8 (4.469)

where 8T and 'P were defined in (4.460) and (4.462), respectively,
and M, the number of independent samples in a given observation
interval of length T, has been replaced by BT, where B is the
Doppler spread (1 Hz for tropo channel).

Some information regarding nonstationary changes in the chan-
nel is available from Bello et al. (4.22, Fig. 3-27]. The curves
there indicate that 3% to 96% cumulative distribution of the
transmission loss change is contained roughly in the -3 dB to
+ 3dB range and 1% to 99% in the +4 dB range (for the 20-minute
period). As a typical large value for the curve-s that follow, we
have used the values + 2dB/20 minutes.

Numerical results are indicated in Figures 4.25 and 4.26
where it has been assumed that the decision statistic is Gaussian
(valid for large M). The curves marked "0" indicate the perfor-
mance that would be obtained in the absence of any channel non-
stationarities. For this case, the symmetry in the PF and P
curves exists because the initial threshold was chosen so that
the (PFPD) pair fell along the line PD' I- PF of the receiver
operating characteristic. With the threshold so set, the other
curves indicate how the detectability is affected by linear non-
stationary changes with transmission slopes + 2dB/20 minutes. We
see, in the case of +2dB/20 min and T-0dB, that the detection
probability rises slightly more rapidly than in the stationary
case, but that PF falls more slowly utitil finally it begins to
rise with increasing observation time. By 1000 seconds, the non-
stationarity has taken over fully. This is in agreement with our
earlier estimate made in connection with (4.464). We note,
however, that there is an "optimum" point on the PF curve where
it bottoms out. This point is at an observation time of 200 sec-
onds and corresponds to PF -0.0 6 6 6 and P O0.9985 whereas the
curves for - 2dB have the values PF- 0.0865 and PD =0.96 at the
same point.
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Detector performance decreases markedly when the interference
is weak with respect to the signal. This is evident in the curves
of Figure 4.26 where now %P-- 6dB. We note that the nonstationa-
rity has developed completely by 250 seconds, in agreement with
our earlier rough estimate based on (4.464). This performance is
unacceptable since the + 2dB/20-minute change PF never goes
below 0.4.

The performance improves when the fading is faster. This is
clear from an examination of the curves in Figure 4.25. We note
first that the performance curve corresponding to a transmission
slope of 0 dB/20 minutes can be viewed as a general curve for a
channel with arbitrary Doppler spread if one just replaces the
abscissa T with BT.* This modification cannot be made for the
curves including the nonstationarities because these occur in ab-
solute time, i.e., vs. T as opposed to BT. It is easy to see that
better performance can be expected at B -10 Hz. This is borne out
by the curve of Figure 4.27 which shows a plot of PF vs. process-
ing time. It is clear that the "optimum" time takes place at
T= 200 seconds as before; this time, however, the probability of
false alarm has decreased to 0.109 x10- 5 whereas the probability
of detection is essentially unity near the optimum point (to
within five decimal places).

The above results indicate that there are important situa-
tions where nonstationary channel changes can disrupt fixed
threshold schemes to detect a weak interfering signal but that
performance in the presence of nonstationarities improves as 41 or
B increases. We point out, however, that the channel nonstation-
arity, discussed herein, does not in itself place fundamental
limits on the performance of the interference detectors. Improved
detectors, using measurements of the gradual changes in the chan-
nel gain, could, by using adaptive procedures, appropriately
change the threshold against which 9 is compared, and hence pro-
vide detector performance much closer to the optimal. In fact,
such a scheme would allow the accumulation of measurements under
what is known to be a noniaterference conditions, against which
all future measurements could be compared.

We recall that a value of I Hz (tropo channel) was used for
Figure 4.2'ý.
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4.5 Interference Measurement in the Absence of Signal

4.5.1 Introduction

In this section we analyze techniques for interference
measurement when idle frequency or time slots are available. By
the latter it is meant that the transmitted data signals have
fxttquency slots or time slots that are idle in the sense that
they carry no data power. One useful variant of the time slot
idea is the "temporary-service-interrupt". This can provide a
rapid means of determining, in the presence of communication
impairment, whether or not additive interference is the main
contributor to the degradation. It also provides the means of
developing estimates for error rate bounds, even in the presence
of interference for which there is available only a bare minimum
of statistical information. This latter topic is discussed at
some length in Section 5.7.

In Section 4.5.2 we detail the analytical forms for the
interference in different communication systems. We conclude
that the decision rule (probability of error calculation) can be
put into a general framework that depends only on two generalized
interference variables, U and V. The advantages that accrue
from this general type of formulation are important. This is
clear when one considers the variety of interference models,
e.g., white noise, "colored" Gaussian noise, lognormally distri-
buted atmospheric interference, impulsive noise, and the even
greater variety of interference for which there are no models,

Se.g., jamming and various combinations of the naturally-occurring
interferences. An error rate estimate based on any one model
would be totally unreliable in the presence of another type of
interference and it is safe to say that the sudden presence of
a new strong interfering signal at the receiver, which the
receiver was not designed to handle, will by definition be unpre-
dictable and not amenable to simple modeling. It is to include
just 11ch unpredictable situations that we have used the general
approach taken here.

In Sections 4.5.3 and 4.5.4 we discuss some possible struc-
tures for signals to be used in the measurement of interference;
these methods involve, respectively, the use of idle frequency
slots in the data and the use of idle time slots, even to the
point of a "service interrupt".
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Because of special difficulties which arise when the inter-
ference has a pulse-like character, pulse interference is given
a separate treatment in Section 4.5.5.

The results and their implications are summarized in
Section 4.5.6.

4.5.2 Generalized Interference Variables

In this section we define and develop explicit expressions
for the interference variables. We concentrate on the receiver
configurations illustrated in Figure 4.28. We note that only the
in-phase modulation component of the PSK system is shown; there
will also be a demodulator for the quadrature component when the
system is running quaternary.

Assuming that condition's are statistically stationary and
that a received signaling element occupies the time interval
0 <t <T, it can be shown that the sampled outputs of each of the
systems can be represented as a quadratic form of the type

qL= p . JGp+yp, 2 - p. 77p1 2  (4.470)

where L is the order of diversity, G is a complex signal term
due to the pth diversity receiver, a~d ý n, are complex inter-
ference terms due to the pth diversity r~ce~ver.

We first discuss the FSK system. We note that square law
envelope detection is employed in this system. The diversity
combiners simply add corresponding components of the various
diversity receivers. After sampling the diversity combined out-
put, the result is compared to a zero threshold. When there is
no distortion, the complex envelope of the received signal is
given by

s(t) T Q(t-qT) exp 21( 2T (4.471)

mark: a -+1q
space: a -1

q
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and Q(t) iJ 1. vectangular pulse of duration T

1.I; 0<t•°T

Q(t) a (4.472)

ý 0 ; te0, t T
1

and - is the mark-space separation frequency.

The complex envelope of the received waveform for a particu-
lar diversity channel, including frequency flat fading and addi-
tive interference, is given by

y(t) - g(t)s(t) + n(t) (4.473)
where n(t) is the complex envelope representation of the additive
interference and g(t) is a complex valued Gaussian process
characterizing the fading.

Since the mark and space filters are assumed to be matched
filters, the sampled output of the receiver is given by

LT 12 JT 2T
q y(t) ejt/T dt - ey(t)e dt

0 0
(4.474)

This is evaluated simply by substituting from (4.473) and (4.471).
Symmetry arguments dictate that we need only consider the evalua-
tion of error probability for the case in which a mark has been
received in the interval O<t<T. In this case, q is given by

T T T 22
q~ g(t)dt+ 4-, g(t)e j27t/T d t+ P n(t)e-jvt/T

0 0 0

GeJ n(t) dt (4.475)
0

and the slow fading approximation allows us to write

T
G Ur• g(t) dt g(O) T (4.476)

0
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and

T g(t) e2it/T dt 0 (4.477)

b

Defining

77 J T eJft/T n(t) dt
0

and
T Jrt/T

e=-e n(t) dt (4.478)
0

we see that q has the form

q = + 12 - 1712 (4.479)

which upon sunmming for all diversity channels gives the result in
(4.470).

We now turn to the last system illustrated in Figure 4.28,
the coherent PSK receiver. A transmitted pilot tone provides the
phase reference, and neglecting noise on the received pilot tone,
it can be assumed that the complex envelope of the tone is
proportional to g(t) and that the proportionality constant is T.*
Thus, the sampled output of the in-phase channel, in terms of
complex envelopes, is given by

'T
q = Re /2 T g*(t) y(t) dt' (4.480)

1 0

where y(t) is given in (4.473). The received signal without
distortion (unity gain channel and no additive. noise) is given by

s(t) W Q(t-qT) (4.481)

*
This results in no loss of generality in terms of final results.
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where

at + i jI (4.482)

for the quaternary case, and

M + ± (4.483)
q -

for the binary case.

It is a simple matter to show for quaternary PSK that q can
be expressed in the form of (4.479) with

- 77 (4.484)

where P is given by

T
8 - f n(t) dt (4.485)

0

whereas for the binary coherent PSK case, the variables are given
by

- 7 (4.486)

Determining the interference variables when a differentially
coherent PSK system is used is considerably more complex and the
reader is referred elsewhere [4.23].

For later use, though, we have included these results in
Table 4-3, which is a summary of the generalized noise variables
for all the modulation formats that were earlier pictured in
Figure 4.28.

The remainder of this section is related to our contention
that the primary statistical quantity of interest in Table 4-3
is 8. The statistics of the other quantities can all bc related
to the behavior of 8. This is not very important from B measure-
ment viewpoint since the other noise variables in Table 4-3 can
be measured as easily as P, but it is important in the sense that
it considerably simplifies some of the work that follows; it puts

4-153

..... . . .. .

Downloaded from http://www.everyspec.com



TABLE 4-3

GENERALIZED INTERFERENCE VARIABLES

Modulation Generalized Interference Variable
Scheme ? Comment

Binary T -Jirt/T T+jlTt/TFS e n(t) dt ren(t) dt

0 0

1+.1
Quaternary a•y + cY*i a + J_ _ +2
DCPSK 2

3inary Otc + a*l8 6y " U*1e 0•*I00 = +1
)CPSK 2 2 2= 1

Quaternary
Coherent j _PSK ••

Binary
Coherent 2 2P S K ,2 2 . . .. .

T 0
Definitions: 0 = r n(t)dt , y = J n(t)dt

0 -T
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us in the position of not having to evaluate measurement errors
for all of the noise variables in Table 4-3.

First, we note that the mean values of all the entries for
4 and n are directly proportional to •. Now, turning to the
second-order statistics, we note first, in order to simplify
things, that

S TT2 " 01 R n(t-s)dtds (4.487)
0 0

where we have defined the correlation function

R n(t- s) - n*(t)n(s) (4.488)

which assumes stationarity of n(t). Integrating out the depen-
dence on one variable, we obtain

2 T+T
1819 T• V Rn (T) dT (4.489)

-T

For both the quaternaryand binary coherent PSK systems, the
relationship between 41 2, 177 2, and 1e1 2 is immediately apparent
from examination of Table 4-3; for the quaternary we have

1ml2 . 1712 = 12/2 (4.490)

whereas for the binary we have

12 1 m712 = 101'/2 (4.491)

For the other modulation schemes there are similar relations;
e.g., for the binary FSK we can proceed in exactly the same way
as above and obtain

2 - -T Rn) e dr (4.492)
-T
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For interference that decorrelates rapidly within the T-interval
we have the approximation

!•2 +T
2 T f Rn(T ) dT

-T

= iei2 (4.493)

Turning to the DCPSK modulation schemes, we examine the
binary case; it is easy to show that

2 2 2Re
- vi+ IPI +

,- t = (4.494)

We note that 1v1 2 = nI 2 and that use of the same representations
that led to (4.487) and (4.492) here gives

fl-* = T R (7L R +T) dr (4.495)
-T

N~w, if n(t) decorrelates well within a T interval, the main
c~ntributions tothe integral in (4.495) arise from T values near
-C, and y is very small. We obtain

_ 12 1912/2 (4.496)

Finally, we are able to summarize for the binary alphabet:

1ý12 A 2/4 (coherent PSK)

2 1 21 (FSK)

I•I2 b01 2/2 (DCPSK) (4.497)
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Examination of Table 4-3 indicates that similar results will be
obtained for the quaternary case.

The fact that T is directly proportional to 8 for each of
the modulation schemes and the mean square values of t aind R are
related through (4.497) indicates strongly that () alone provides
a complete characterization of interference. This is especially
important in the present context because it justifies the assump-
tion that reliable estimates of P imply reliable estimates of
(and 77) for each of the modulation formats.

Without any further justification, future sections relating
to interference measurement will focus on determining the reli-
ability with which 0 can be estimated, and the uses to which the
interference measurements can be put.

4.5.3 Use of Idle Frequency Slots: Power Estimate

In conjunction with measurements of the channel transfer
function, the direct measurement of interference power can be
used to provide SNR estimates on each branch of a diversity
receiver. The interference estimator configuration on a single
branch is shown in Figure 4.29. Note that there are effectively
no data inputs to the noise monitor. This is because the filters
are centered on frequencies for which there is no enegy in the
data; this comes about either because of the intentional intro-
duction of "idle" slots into the data, or because the interference
is monitored outside the information band. It is assumed that the
interference monitored in this way is wideband; i.e., the power
level in an Idle band indicates closely its power level across the
data band.

As Figure 4.29 indicates, the noise monitor analysis is con-
siderably simpler than the channel estimator analysis documented
in Section 4.1. The analysis here is an obvious outgrowth of the
earlier one. In fact, the resulting percentage estimation errors
are almost identical. The present section, aside from establish-
ing a formalism for the interference measurement problem, points
out the different sets of assumptions under which the result holds
(considerably less restrictive here) and the different character
of the estimate (unbiased here).

By first utilizing the equivalent system pictured in
Figure4.29 for purposes of analysis, we note that the output of
the system is given by

-j 27TFmt2
v(t) ln(t) e t h(t)2 2 k(t) (4.498)
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It is useful to define a filtered noise variable, n(t),

-j 21TF t
n(t) - •(t) e R h(t) (4.499)

so that now

2
u(t) ln(t)1 2 k(t) (4.500)

The mean of our estimate is given by

v(t) InI 2 K(0) (4.501)

where K(f) is the Fourier transform of k(t). Hence, the output of
the interference monitor in Figure 4.29(a)gives an unbiased esti-
mate of the interference power.

In order to determine estimate error variance, we now
evaluate

iv(t)l 2 1- I• n(t - ) 2k(t)d 12

S n(t- 2 1(t )1 2 k(Q)k(i) dý d7

(4.502)

which, by utilizing the fourth-moment formula for Gaussian random
variables used in (4.33), we find to have the value

S-• 2

(1 Rn (72 Rk(r)dr + K2(0) (4.503)

where Rk('r) was defined earlier in (4.32). Combining (4.503) and
(4.32) we have

2 -22IV - lt) V jRn()j 2Rk(T)dr

Rk(0) 0 IRn (r)2 d (4.504)
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The last assumption follows because of the wideband nature of
n(t), i.e., the time constant of k(t) is assumed to be much
larger than that of h(t).

It remains to evaluate the correlation function for n(t),
and its integral as presented in (4.504).

From (4.499) we note that the power spectrum of the output
of the filter h(t) in Figure4.29is given by

Pn (f) = JH(f)2 PI (f+F )

SP (Fm) IH(f)j 2 (4.505)

This last approximation arises because the interference will have
a flat spectrum across the narrow passband of any reasonably
designed filter [see Figure4.29(b)]. Thus, from Parseval's
relation

f iRn (r)2 dr = S IPn(f)12 df

= IP (F )Y2 r IH(f) 4df (4.506)

an expression which can be easily evaluated for specific imple-
mented filters.

We now assume specific transfer functions for the filters
illustrated in Figure 4.29 so that we can calculate (4.506). The
predetection filter is lowpass with impulse response given by

h(t) = - 2w2t e"- wt u(t) (4.507)

where u(t) is the unit step function. For this expression it can
be shown, by Fourier transforming, that W is the 6 dB bandwidth
of the filter. The output filter is an integrate-and-dump filter
(time-averager) with impulse response

yI~ 0 ýt !5 T

k(t) = (4.508)
60 otherwise
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We can now evaluate the integral in (4.506). We have, using
Parseval's relation,

H(f) 4 df = (7 h 2 2 (4.509)

where hhr (t h(t) so h(t)

h2(t

4 1Tf4 w tr 3 -irwt6 t u(t) (4.510)

which can be obtained by direct calculation. Substituting in
(4.509) we now have the result

4 5

IH(f)I4 df f i-n iw (4.511)32

A more direct application of Parseval's relation leads to another
needed result

Z IH(f)I 2 df = (4.512)

Finally, we note from (4.508) that K(O) is just unity. The
specific filter impulse responses and various filter parameters
which enter into the power calculations can now be applied to the
estimator in Figure4.29 in order to determine estimate error
statistics.

We first aote that InI 2 in (4.501) is just the integral of
the power spectrum Pn(f) in (4.505). By using (4.512), we find

In2 = _w P (F) (4.513)

Because K(O) =1, this is just the mean of the estimate

V w P (FM) (4.514)

The variance can be calculated by combining (4.504), (4.505),
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(4.506), and (4.511) and alsoutilizing the fact from (4.32) and
(4.508) chat Rk(0)-I/T. The result is

t)-2 5 • wp 2(F )
- ...... _ (4.515)32 T

Thus, defining a normalized error

V(t) (4.516)
V

we have for its variance, the rms fractional error

7 (4.517)

One immediate conclusion about the above analysis is that
there are no assumptions about the nature of channel fading ...
simply by virtue of the fact that the interference measurements
are made in frequency intervals for which there is no data power.
Thus, there is considerable flexibility in the adjustment of the
filter parameters W and T. The integration time must be adjusted
with two criteria in mind: T must be long enough to achieve the
desired accuracy, but short enough so as not to include non-
stationary changes in interference level. Neither of these
restrictions on T seem very stringent. For the lowpass filter,
h(t), W must be large enough to allow substantial power levels at
the filter output but small enough so that the interference level
is constant across the band. Another restriction on the wideness
of h(t) bandwidth (when idle slots are used) relates to the amount
of spectral space available in the data band for interference
monitoring.

As a numerical example, we see that for W= 0.25 MHz (typical
value of this parameter for power measurements on tropo channel -
see Table 4-2) we have

a 2 T in ps (4.518)

which corresponds to an error of 1% at 40 ms integration time.
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It should be clear for out-of-band interference measurements
that a very high measurement accuracy can be obtained, since
restrictions on W would then be minimal. Unfortunately, however,
the whole idea of using frequency band measurements only applies
to the case of wideband interference thaL has a flat spectrum
across the data band, I.c., is characterlized as white notse as
in Section4.1.3. There is, of course, a widc variety of situations
for which this characterization is valid. In such cases, the use
of out-of-band measurements is sufficient and the use of idle
frequency slots within the data band has tittle to recommend it,
except, perhaps, its possibilities as a check on the flatness of
the spectrum.

4.5.4 Use of Idle Time Slots: General Problems

4.5.4.1 Preliminary Comments

In this section we demonstrate that the use of idle time
slots in the data (with a temporary service interrupt being a
special case) is the most general and useful method for accumu-
lating interference data. The reason for this, as developed
later, is that the interference is picked off and analyzed in
just such a way that its final form coincides exactly with the
form it takes on in the receiver's decision circuitry. The
manner in which this interference variable is processed, and the
reliability of the measurements of the various pertinent inter-
ference parameters, is discussed in detail in the following
sections.

We point out, here, an important fact which will be used
extensively in Section 5.7; this is the fact that the probability
of error for each of the communication systems listed in Table4-3
depends directly and exactly on the joint probability density
function of the generalized interference variables U and V, where
U and V are given by

k=L k=L
U = Ik V = Ei: k2 (4.519)

In this expression, the index k just indicates summation over the
L diversity branches, whereas the value of ý and n can be found
from Table 4-3 for a particular modulation format. Clearly, then,
a totally accurate measurement of the joint pdf for U and V would
lead to accurate predictions of error rate. This could be accom-
plished by the determination of a two-dimensional histogram for
U ad V, e.g., for bin resolutions 6J and AV the entry in the
ijn bin would represent
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pij =Prob. (1 - I)AUr U• i, (j -I)AVS V5 j AV (4.520)

and would be estimated by counting all the pairs of samples
Un,Vn which jointly satisfy the above inequalities and dividing

by the total number of sample pairs to determine the relative
frequency. Such a scheme, of course, is subject to errors that
depend on the number of samples available and the bin resolution.
The major drawback to this scheme (if high bin resolution is
desired) is its complexity. Much simpler approaches, which lead
to reliable bounds on the error rate, are available. These are
discussed in Section 5.7. It should be pointed out, however, that
these schemes are not totally unrelated to the problem of develop-
ing interference variable pdf's. in fact, the last procedure for
developing error bounds, discussed in Section 5.7, makes direct use
of a simple two-bin histogram of just one of the interference
variables, U or V.

The requirements of measuring U and V under a variety of
interference conditions rules out the use of frequency slots.
This is because of the inherent distortion that n(t) and each of
the noise variables in Table 4-3 would be subject to, were n(t)
to be first passed through a narrowband filter. The use of idle
time slots in the data, even to the point of a temporary service
interrupt, is clearly superior in this respect. The interference
can be processed in such a way that it appears for statistical
processing at baseband in exactly the form that it would take on
in the decision circuitry of the receiver. A block diagram,
illustrating the processing procedures, is given in Figure 4-30.
We gote that the system pictured operates on 0 only, i.e., U
101 , and applies exactly to the coherent PSK case only. Similar
processing schemes, for the other modulation formats, can easily
be contrived using the interference variable definitions given in
Table 4-3. We note, however, that the analysis only requires
consideration of the noise variable 0. The justification of this
approach was given at the end of Section 4.5.2.

In Sections 4.5.4.2 and 4.5.4.3 we explore some problems
associated with measuring the mean and maximum value of U. In
Section 4.5.4.4 we determine the reliability with which p can be
estimated, where p is the measurement of the probability that U'
exceeds some threshold. As discussed in Section 5.7, these
topics relate very closely to the reliability with which the
bounds on error probability can be determined. Because of time
limitations, the calculations have been simplified to include
only single diversity operation; the extension to more than one
branch is conceptually straightforward.
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I
The detailed structure of the statistical analyses which

generates the estimates of mean value, maximum, and threshold
probability, p, are given in Figure 4.31. Examination of Figures
4.30and4.31 indicates clearly that the signal processing opera-
tions and the statistical analysis could be implemented in a
straightfoward manner.

4.5.4.2 Reliability of Estimate of the Mean Value

It will be seen in Section 5.7 that the assigning of reliable
bounds to error rate requires, as one would expect, reliable
measurements of the signal-to-noise ratio, p. The problem of
estimating the channel transfer function (and, hence, the average
power of the received signal) has already been discussed in Sec-
tion 4.3.4;this will not be further treated here.* In this
section we determine the reliability with which the "noise" part
of the signal-to-noise ratio can be measured. As in Section
the noise power is denoted a and has the value

S= U (4.521)

where

U H n(t) dt (4.522)
0

In the remainder of this section, emphasis is placed on the prob-
lem of determining the reliability with which a can be estimated.

Assm ing the availability of a complete set of M interference
samples JU } at the input of the statistical process in Figure 4.30
the most d~rect (and reasonable) approach to generating an estimate
of a is to perform an arithmetic average of the samples. As our
estimate, denoted a, we then have

M - Ui (4.523)

It can be noted immediately that the estimate is unbiased, i.e.,

a U a (4.524)

The channel transfer function measurements will be reconsidered
in Section 5.7whenwe examine the way that probability of error
bounds depends on measurement accuracy.
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Figure 4.31 Illustration of Operations Used to Estimate
Mean Value, Maximum Value, and Probability, p
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The nornalized estimation error is defined according to

•.... (4.525)

Its mNean-squared value is simply

22IE 2 (4.526)

The first term in the numerator is easily evaluated by squaring
(4.523) and then averaging. We obtain1( ) -2+MU

2 y-g'-U+ MU (4.527)

Substituting in (4.526) the normalized mean-squared error follows
directly; the result for the rms fractional estimation is

42 fT ar( f (4.528)

where Var(U) is just used to denote the variance of U.

In view of (4.528), one -an argue that the normalized root
mean-squared error goes roughly as 1/9. In fact, if n(t) is a
Gaussian noise process, then the fact that the integral in
Figure 4.30 is the sampled output of a linear system responding
to n(t) indicates that 0 in

T 2 2

U jI n(t)dt li2 (4.529)
0

i3 a complex Gaussian random variable. For such a random variable

e4 21912) (4.530)

Hence,

U = 2(U)2 (4.531)
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and

and the normalized rms error goes exactly as

4.5.4.3 Reliability of Estimate of the Crest Factor
(Maximum)

Schemes for developing bounds on error rate will be dis-
cussed in Section 5.7. One of these schemes makes use of the crestfactor, 8L. This factor is used in the probability of error
bound calculations as a constraint on the values which the gen-
eralized noise variables, U can take on. Its definition is
given by

P1A MaxPeak U) (4.532)
~L Ctax

where, as before, aL represents the average noise "power".

aL = U (4.533)

and U is the generalized noise variable.

U = 1 k2 (4.534)
k-l

The summation over k refers to the different diversity branches,
and the specific fotrn of Ck depends on the particular modulation
format as discussed earlier.

In order to establish bounds on probability of error through
observations of special probing signals, estimates of both OL and
a are required. Estimation of QL is straightforward and was
drscussed in the previous section. In this section we discuss
the problems associated with estimating the maximum in (4.532);
this problem is approached in a general context and results will
be applied later.

It is clear that errors in estimating aL and OL have the
effect of weakening the bounds on probability of error. The
exact manner in which the bounds are affected by estimation
errors will be discussed in Section 5.7.
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The maximum, Xmax, for a random variable, x, must satisfy
three major conditions. In terms of the pdf, p(x), these condi-
tions are:

1) p(X) 0 for x> xmax
2) Pr(x x) -
3) P (xt x')<l where x' <mx

rma

For our purposes, it is only necessary to use the working defini-
tion that x is the largest value that any realization of the
random variafe can take on. Also, we make use, in the following,
of the cumulative distribution

Fz(Z) r IZ z (4.535)

It will be clear from the ideas developed in the previous
section that the estimate of the crest factor will be achieved
by drawing on a set of M, identically distributed, random
variables. These will be in the form of a collection of measure-
ments made in separate and nonoverlapping time intervals. Now,
the problem of determining an estimate for x is a simple one.
The most direct approach is to just choose tneXmaximum of all
the realizations, i.e., as our estimate we use

X maxi, x2 , x 3  ,X (4.536)

where{Xl x...,-xM} is the set of M observations. Less, direct
schemes, would use modified versions of (4.536) above, perhaps
adding a small correction depending on M. Unfortunately, such
tricks, if they are to be at all useful, require some prior know-
ledge of the pdf for each of the random variables. The nature of
the problem here does not allow this assumption.

FA(z) for the random variables in (4.536) can be calculatedx
vasily. We note simply that the region of M-dimensional spacein which

max x , XM} , z (4.537)

is identical with that for which

x. • z j = IM (4. 538)
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Hence,

F-(z) F,(Z, ... , z) (4.539)

Now, utilizing the fact that the random variables are independent
and identically distributed, we obtain the result

F-(z) MF (z) (4.540)?x

The density function (pdf) follows immediately after differen-
tiating (4.540)

fA(z) = MF ((z) f (z) (4.541)
x x x

It is from this expression that the various moments

•-k k (M-1)x Mf z F (z)f (z) dz (4.542)

must be calculated.

To get a clear idea of how well the maximum can be esti-
mated it is necessary to turn to some examples. So that we can
present the rms errors for maximum and mean value together, the
examples are treated in a separate section, Section 4.5.4.4,
below.

4.5.4.4 Some Specific Examples

In this section, we analyze the reliability with which the
mean values and maximum can be estimated for the specific pdf's
illustrated in Figure 4.32.

As our first example, we consider the case of a random vari-
able uniformly distributed between 0 and some upper limit Xmax.
For this distribution, it is a simple matter to calculate the
variance and mean value required in (4.528). This gives for the
rms fractional error in estimating the mean value, a, the result

- M •(4.543)
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(a) Uniform Distribution
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(b) Mixed pdf
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(c) Discrete pdf (Pulse Noise Jamming)

Figure 4.32 Probability Distributions Used as Examples

for Calculating Measurement Errors
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[ r
The rms fractional error in estimating the maximum is deter-

mined directly from substitution in (4.542). We obtain

S( M) x (4.544)
x "M+lI max

and

A2 M x2 (4.4)
M +2 Imax

and utilizing the definition for the rms fractional error

;u f a .x= YXmax (4.546)

and normalized variance

x i H_2~ (4.547)
max a

we obtain the result

2M
) 2 (4.548)E (M+l)(M+2) M (45M

and

ax M 1 (4.549)
max (M+ 1)2(M + 2) M

From (4.548) it is clear that choosing the maximum of the
realizations is a procedure that gives rapid convergence to the
true value, Xmax, in the case of the uniform distribution. As
(4.544) indicates, however, the estimate is biased, i.e., its
mean value is not xmax. This could be remedied by choosing
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x (l+)max xl, (4.550)

for which it is easy to see

x-x max

A 2 ( +l)- 2(.51x x
M(M+2) Xmax ( 551)

and
ax 72 = _ i 1 (4.552)

Cu (4 T52
Xmax CM(M + 2) M

Tricks to improve the estimate, such as that given above, are not
available if the pdf is not known, and one must settle for the
estimate error given in (4.548). Clearly, the difference is.
negligible at large values of M.

The uniform distribution discussed above leads to an opti-
mistic prediction of the estimator performance. This is because
of the pdf's sharp cutoff at xPax, which means that there is
always a reasonably high probabiity that realizations near xmax
will actually occur. For pdf's that taper off more slowly, i.e.,
that have a low probability of realizations near Xmax, the situa-
tion can be different. In fact, some analytical pdf's have no
Xmax value at all.

To get a clearer picture of the situation that exists when
the probability of events near xma is lower than it was for the
uniform distribution, we examine tMe mixed pdf illustrated in
Figure4.32(b). For this pdf, there is a discrete probability of
1-p for zero values and a probability p of higher values. The
higher values are uniformly distributed over an interval extending
from Xmax-A to Xmax. The specific form for this pdf is given by

fx) = (l-p) 6(x) + g(x) (4.553)
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where

Ax ma, max
g(x) - (4.554)

0 otherwise

The cumulative distribution defined in (4.535) is given by

Sz < 0
Fx(z)-- C p)++(X- x+) x <z<x
x &X max max max

Z x max (4.555)

Physically, the statistical description given above could relate
to the occurrence of pulse noise; the pulse is "on" with proba-
bility, p, but spread somewhat in pulse height over an amplitude
range, Ax. Apart from this, though, the main interest here is in
the mathematical properties of the pdf. In particular, we inves-
tigate the way the mean-squared error (M.S.E.) is altered when
high amplitude values have a low probability of occurring.

We turn first to the calculation of the rms fractional error
in estimating the mean value. It is a simple matter to utilize
(4.554) for the moment calculations required in (4.528). The
mean-squared fractional error is then given by

(I-p) - p)i-Ap+"-x max 3x
2 max (4.556)

1 ~+ -A2
M -[ X a 4 xma2

mmax

For small A relative to xma this expression simplifies; for the
rms fractional error in estfmating the mean, we obtain

Mp 7(4.557)
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The error in estimating the maximum can also be calculated
easily. We need only substitute the density of (4.553) and the
distribution of (4.555) into (4.542) and evaluate the integral for
k1l and k-2.

We find

ZNVGM+1 1 + 1 (I-ý
S2 M + I - 1+ 1)

+(xAx - ( x)M) (4.558)
P

Though mildly biased at low values of n, this estimate is
asymptotically unbiased, i.e., I-..xm as M-*x. Evaluating the
M.S.E. we find, after considerable Tfmxplification, neglecting
all terms that go as I/M 2 and using the large M approximation
(I/M+l) I/M, that

2  2(x a Ax) Ax M+1
M.S.E. Ax)2 2p.p2 + ma p a

P 2 M M M "

+ x ~ .t x 2 ( - 1 )M ý 2Ax ý j+I. L j p l)
+ (Pxj MX

- 2(x x-Ax)x J ,- ( p)M + x2  (4.559)

From this expression, it is easy to show that

M.S.E. - 0 (4.56()
M-*W

Ine rate at which the M.S.E. decreases can le determined by
retaining the dominant terms in (4.559). WA obtain

2]

M. S.E • Xx 2x (lxpM (4.561)

max
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which, in turn, is approximately equal to 2) Mfl-he
(1 1 zed if the

pulse amplitude spread is small. The normalized M.S.E., or
fractional error, is obtained by dividing by x and taking
the square root.

We have finally

u2 • (Ip)M/ 2  (4.562)

This result indicates clearly that it is difficult to esti-
mate Xmax accurately when there is a low probability of the
higher amplitude events occurring [small p in (4.562)].

To give an idea of the numbers involved, we have calculated
some numerical values for a pulse probability, p=O.01. These
are entered in Table 4-4.

It is clear from the above analysis that effective estima-
tion can be made of the maximum for a random variable with the
pdf given in (4.553), provided a sufficient, but not unreasonable,
number of samples are available. For probability density func-
tions that taper off slowly at high values, the situation could
be much more pessimistic, since Xmax could be far removed from all
those values which occur with significant probability. In fact,
for some analytical forms, there are no upper bounds at all, and
the problem is not meaningful. We note, however, that all experi-
mental pdf's have bounding values due to dynamic range limitations
in receivers, and that the problem is always meaningful from this
viewpoint.

Comparing our ability to estimate the mean value with our
ability to estimate the maximum value, we note from (4.557) that
the fractional error in estimating the mean can also be large at
small p. For the mean, however, the rms fractional error is
large because of normalization by a small quantity. If we were
to have normaliz-e±d with xmax rather than the mean value x, the
rms fractional error in estimating the mean value would have been
considerably smaller; in fact, the fractional error normalized to
x would have had the valuema(x

which, in terms of absolute values, indicates more rapid conver-
gence of the mean value estimate at small values of p than for the
maximum value estimate.
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TABLE 4-4

FRACTIONAL ERROR IN ESTIMATING Xmax WHEN
"PULSE PROBABILITY", p, Is 0.01

RMS Fractional
Number of Estimation

Samples Error

100 0.606

200 0.367

300 0.221

400 0.134

500 0.083

600 0.042

p = 0.01
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Wte turn now to the final pdf illustrated in Figure 4.32(c).
This pdf will take on practical significance in Section 4.5.5.
Analytically, it has the form

f(x) - pod(x) + p1 8(x-A) + p 26(x-2A) (4.564)

It iu a simple mratter to calculate the moments

x - A(pI + 2p 2 ) (4.565)

-2 A2px A (pl+ 4 P2 ) (4.566)

Direct substitution in (4.528) now gives

S1 + 4P 2 " l"42 4P2pT +I 4p p 4 pP
Sp_2 +4p_ 2 + l 2  (4.567)

MPl + 2+

for the rms fractional error in estimating the mean value. Pre-
sentation of numerical results is deferred until Section 4.5.5.

Turning now to the measurement of the maximum value, we note
immediately that one of the inherent difficulties associated with
(4.564) is that it is not directly amenable to calculation using
(4.542) because the impulses in f (x) ocr at exactly the same
locations as the discontinuities hn F( n (x). This is remedied
by using a limiting form for the impulsive contributions; we use

f x(x) p0 6(x) + plgl(x) + p 2 g 2 (x) (4.568)

whe re

gl(x) (4.569)
0 otherwise
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and
I P2 2A-, x:5 2A+A

g92(x) x(4.570)
0 otherwise

and, at the completion of the calculations, will take the limit
A--0. By utilizing (4.535) and integrating the expressions above,
we obtain

0 x <0

P0  0 • x<A-APi

p 0 +-[x- (A-A)] A-Ag x<A+AF(x)
P0 + P1  A+Ag x< 2A-A

p0+Pl + 2[x - (2A -A)] 2-A-A< x< 2A+A

1 x a 2A+A

(4.571)

If we now substitute this expression in (4.542) we obtain the
ipproximate result (exact as A-.0)

A+A M k Pl (- M-I)C 2A f+ [ dx
2A A-A 2

2A+A M-1

+ (+ P2 ± 2P[ (2A- A)]1 dx
2A-A I

(4.572)
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The integrals can be easily calculated, with the final result

+) + (1) - (4.573)

a relation which is exact in the limit A- 0.

This moment relation, for the maximum of M independent
samples, can be used to calculate the mean-squared fractional
error

Cu xmax " maxi max (4.574)

where, here, x is the maximum 2A. We have

2 x x
E (2A' 2  A+ (4.575)

Specifically, for the problem at hand, we have as the rms
fractional error

1u ([ , + ( p,~)MJ [ (p(,+ p,)M - pM] (4.576)j

By considering the case P2 = 0, it can be shown by using the

expressions for x and x, and the fact P0 +pl =1 , that the rms
fractional error is given by

42 (1  l0 M/2

This reinforces the intuitive notion that the reliability of the
estimate of the maximum must decrease with decreasing probability,
p,, of events near the maximum.

The practical importance of this pdf and the results of some
numerical calculations will be presented in Section 4.5.5.
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4.5.4.5 Reliability of Probability Estimate

In Section 5.7, we will examine a scheme for developing error
probability bounds that makes use of measurements of the prob-
ability that the generalized noise variable, U, exceeds some
threshold, W'. In this section we determine the accuracy with
which such measurements can be made.

Assuming the avajla~illty of a set of M independent inter-
ference measurements qU n, we denote as xn the binary random
variable

-0 U <U'

x n (4.578)
(i U Ž U'n

which results directly from comparisons of the noise realization
with the fixed threshold U'; then we note immediately that

Xn = 0 (l-p) + l.p = p (4.579)

and, similarly, that

x 2= p (4.580)
n

Clearly, a useful measurement of the probability, p, can be
obtained by forming the arithmetic average of the random variables
x ; denoting the estimate of p as p, we have

P= - n (4.581)

This is an unbiased estimate because of the fact that

p = p

which follows directly from (4.579). Hence, the mean-squared
fractional error in estimating p is given by
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"( Var(p) (4.582)p = p...2

where Var is Just the variance of p.

Var&)= (P-P) p p (4.583)

'ihe second moment of p is easily evaluated by squaring (4.581)
and utilizing (4.579) and (4.580). For the variance of p, we
obtain

Var(p) p(1--P) (4.584)PM

Thus, the rms fractional error is given by

4 2cp i(4.585)

Clearly, when U' is near the med.!in, the rms fractional error goes
as l/M, whereas when p is smaller, e.g., p= 0.01, we have

4 P 10 (4.586)

We recall that interference data can be accumulated at the
data rate during an out-of-service look. Thus on the slowest
channel, HF, at about 100 bits per second, the rms error for
p =0.01 can be reduced to 1% in about 100 seconds, whereas on the
tropo channel, which is capable of megabit operation, the same
accuracy could be obtained in 10 milliseconds.

These general conclusions, which for the most part are inde-
pendent of particular interference models, motivate the develop-
ment of error rate bounds using measurements of p as a possible
alternative to using measurements of the maximum. TIhis question
is explored further in Section 5.7.

We note, finally, that there are certain types of inter-
ference that require separate examination; these are slowly vary-
ing interference and pulse noise. The first poses a special
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problem because the elements in a set of samples {Un' collected
at the data rate need not be independent. The ques..ton here just
breaks down to that of finding out how long a time s.an is re-
quired to obtain independent samples; the result in 4.585),
which is framed solely in terms of the number of ,uc'l samples,
still holds.

4.5.5 A Special Problem: Pulse Noise Jamming

In order to obtain a clearer view of the reliability with
which estimates of interference mean and maximum values can be
obtained, we treat a special problem in this section, that ofpulse noise jamming.

It is assumed that the jamming signal consists of wideband
pulses which appear at the receiver with more or less constant
amplitude but a pseudo-random distribution in time; the jamming
signal has periodicity in the sense that a jamming pulse is
launched every periodic interval, T but is randomly located
somewhere within the interval. Additionally, the jamming pulse
has unknown synchronization, i.e., unknown time origin.

Because of the wideband nature of the jamming pulses, the
interference processor of Figure 4.30 responds to the input pulses
as if they were impulsive. Because of time limitations, we will
treat the case of n(t) real. The use of a complex n(t) would,
through the random phase, result in a continuous distribution for
which the true maximum would occur with probability zero. Never-
theless, some important insights into the measurement reliability
can be determined by using an analytical representation for the
interference of the form

+00
n(t) = c A 6(t-kTr - k" (4.587)

where T is the period of the jamming pulse train, ý is the un-
known synchronization (time origin) and is a random variable
uniformly distributed between 0 and Tp, and ýk represents the
deliberately randomized pulse location within each period and is
a random variable uniformly distributed between kTp and (k+l)Tp.

The incoming inierference is observed over a time interval
(0,T) where T is much smaller than the pulse period, T_. This
implies that the probability density function of the detected
noise variable

T
U =f n(t) dt (4.588)

0
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has the form

Pu(x) =p 0 6(x) + pl6(x-A) + p2 6(x- 2A) (4.589)

The third term in this expression occurs because of the small but
non-negligible probability of two pulses occurring in the inter-
val (0,T). This event, of course, can only happen in the event
that $ falls in thc interval (0,T).

Turning now to calculation of the probabilities pI and p2V

we note that

P1  PrIN=I1 ý not in (0,T)ý Pr{4 not in (0,T)T

+ Pr1N=I, in (0,t)l Prrý in (0,T)i (4.590)

and

P2  Pr{N2 • in (0," )l Pr{f in (0,T)l (4.591)

It is noted immediately thzt

Pr{ý in (0,T) =T/T (4.592)
p

and

Pr-{$ not in (0,T) I - T/T (4.593)
p

For simplicity of notation, we now define the cvent

A = {N=2 I in (0,T)l (4.594)

and calculate the probability of the event A given $. It is easy
to see that this event can be framed in terms of a single joint
event involving the ýk' We have
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Pr{Al } Pr{.l in (0,T), %0 in (0,T)}

T 2 (4.595)
pP

Utilizing the mixed probability expression

Pr{Alý' p(Q) p (p A) Pr(A) (4.596)

and the fact that

P(QIA) =P[ýJý in (0,T)] - (4.597)
0 elsewhere

we can integrate both sides of (4.596) to obtain the result

T IT
Pr(A) = Pr(Alý) p()dý 6 (4.598)

Thus, from (4.591) and (4.592)

P2 =' (4.599)

We now turn to calculation of Pi. Clearly

Pr{N=1I not in (O,T) =- (4.600)
p

We now need only calculate the probability of the event
B r N=I in (0,T)' (4.601)
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which is most easily accomplished by calculating the probability
of the condition event {BIl, i.e.,

PrfBIjý Pr{j.l In (0,ý)ý .[I-Pr{f 0 in (4,T)']

+ [i - Pr.l in (0,ý)}J' Pr{%0 in (Q,T)}

=.Tr - 2(rrp (4.602)

Thus

Pr{N= 11 in (0,T) T[T (4.603)
T Pp

and, finally,

p1  I - T 7 - (4.604)

The value of p0 is specified inmmediately from knowledge of
Pl and P2. These results can now be summarized; defining XT;T/T
where X takes on the meaning of a rate parameter (jamming pulses p
per second) for the incoming interference, we have

P0 = I - (XT) [I - (XT) + (XT)2-T(XT)3]

p1 = (T)[1 - (XT) + (XT) 2-1(XT)3]

P2 = I(XT)4 (4.605)
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Thus, for a given value of X, the three probabilities in
(4.605) are completely specified. The resulting pdf of (4.589)
is completely specified and is the same as that treated earlier
[see (4.564)]. The rms fractional errors in measuring the mean
value and maximum [see (4.567) and (4.576)] are plotted in
Figure 4.33for XT=0.l. This corresponds to the physical situa-
tion wherein one jamming pulse occurs on the average every ten
data pulse intervals of length T.

4.5.6 Summary and Recommendations

We have seen that interference data can be rapidly and
reliably collected in a wide variety of circumstances.

In Section 4.5.2 we reviewed the concept of generalized
interference variable, and documented the specific forms in
certain modulation schemes.

In Section 4.5.3 we described how measurements of inter-
ference can be accomplished by using idle frequency slots in the
data; these measurements are essentially just power measurements
and their utility is limited to those situations wherein it can
be safely assumed that the interference is white Gaussian noise.
In view of the wide variety of naturally-occurring and man-made
interferences, this could be an extreme limitation.

Because of the fact that the effect of interference on error
rate in coniunication receivers can be characterized in terms of
certain generalized interference variables (as discussed in
Section 4.5.2), it was found in Section 4.5.4 that the use of
idle time slots in the data can lead to interference measurements
of just such a form that simple statistical processing provides
estimates and bounds on error rate. These measurements can take
the form of a temporary service interrupt ("quick-look-out-of-
service") or the form of idle time slots multiplexed into th•
data. Implementation of this latter scheme would require some
practical investigations into the possibility and/or extent of
intersymbol interference (resulting in data corruption of the
idle slot) though one ramification is immediately transparent;
if the idle slots are made to occur in blocks, e.g., three, and
only the central one is used for the interference measurement in
order to avoid data symbol overlaps, then the required number of
idle slots must go up correspondingly, e.g., by a factor of 3.

Because of the digital character, the interference measure-
ments seem especially amenable to processing with a small compu-
ter. Additionally, their direct relation to the form that the
interference actually takes on in the decision circuitry of the
receiver indicates that this approach to interference measurement
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can be used as the building block for monitoring systems that use
a more sophisticated statistical analyzer than that studied in
this report. Ideally, a more complete computational ability of
the processor could lead to generation of probability density
functions for the interference variables. Because of the general
approach taken here, these probability density functions could
then be used to generate estimates of error probability. This
topic is discussed at greater length in Section 5.7.

In this report we concentrated on the measurement of inter-
ference mean value, maximum value, and threshold probability.
These were covered in Sections 4.5.4.2, 4.5.4.3, and 4.5.4.5,
respectively., (The method by which error rate bounds can be
generated from measurements of interference mean value and maxi-
mum value is deferred until Section 5.7.)It was found that
reliable estimates could be obtained in processing times that
vary with the type of interference. The reliability of the esti-
mation schemes was treated at an elementary theoretical level in
Section 4.5.4.3 and was applied to a special problem, that of
pulse noise jamming, in Section 4.5.5.
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