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1 Introduction

The objectives of this research are to advance the state of the art in computer-aided techniques
for assessing the reliability of VLSI microelectronic circuit designs and to detect if and where the
design does not meet reliability specifications so that the design can be modified to improve its
reliability.

The growing application of automation to reduce the time from system concept to manufactur-
ing and delivery of VLSI circuits and systems that meet reliability and performance requirements
has increased the need to include reliability objectives as part of the design process. These relia-
bility considerations include electromigration, hot-carrier effects, voltage drop, oxide breakdown,
among others. Existing computer-aided design systems tend to ignore reliability issues during the
design process and to rely on performing reliability assurance in a post-fabrication phase. Such
an approach could result in repeating the design and fabrication cycle until reliability measures
are met, which increases cost and delays the time to market of the final product. Design for
reliability assures that a reliable product will be produced in a single pass of design, fabrication,
and evaluation.

Many reliability issues, such as electromigration in metal lines and hot-carrier-induced degra-
dation in devices, are related to the statistics of the current flow in the circuit and devices
during the operation of the design under all possible input signals. Simulating a design under
all possible input patterns is extremely expensive, if not impossible, since the number of input
patterns is exponential in the number of inputs. On the other hand, simulating a design in a
deterministic way using a small set of “typical” inputs may lead to inaccurate and misleading

results. A systematic and proven approach to estimate circuit reliability, including effects on
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circuit performance, in reasonable time is needed.

In previous work, we considered current estimation in CMOS digital combinational circuits.
However, digital designs are sequential. In this work, we consider synchronous sequential CMOS
digital circuits, which have a popular and well-structured design that consists of combinational
logic blocks separated by latches. We apply mixed statistical Monte Carlo and probabilistic
methods in a mixed-mode simulation approach. The Monte Carlo method is used to simulate
the design at high functional-level description where a large number of inputs, based on sys-
tem application and designers’ specifications, can be simulated quickly to obtain signal statistics
within the design, in particular, at outputs of latches. Because latches are triggered by a clock,
the switching time is known. At this functional-level simulation step, the delays within the com-
binational blocks need not be specified accurately. The signal statistics obtained at the outputs
of the latches are then used as inputs to perform probabilistic simulation of the combinational
blocks where gate and transistor-level models, with accurate circuit timing and device character-
istics, are used to obtain more accurate and detailed signal and current waveform statistics. In
contrast to the Monte Carlo method, in probabilistic simulation, the input signals are represented
by probabilistic waveforms and the circuit is simulated to obtainksignal and current waveform
statistics within the design in a single run rather than in multiple runs.

In the area of design for reliability, we have developed a computer-aided design system for
CMOS VLSI circuit hot-carrier reliability estimation and redesign. The system first simulates
a circuit to determine the critical transistors that are susceptible to hot-carﬂer effects based on
their switching frequencies and the average currents that flow through them. It then estimates

the impact of HCE on circuit delay and employs a combination of design modification strategies
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to eliminate HCE-induced performance degradation.

Figure 1.1 shows a block diagram of the CAD system that we are developing to implement
and test our methodologies and algorithms. Given a design layout, which could be specified hier-
archically, program iCHARM extracts the SPICE-file from it, including interconnect parasitics,
and sorts out the CIF subfiles of the power and ground busses, with bus contacts labeled to match
the corresponding node connections in the extracted SPICE file. The extracted SPICE-file has
the same hierarchical structure as the original layout file.

The SPICE-file forms the input to the simulators, iPROBE-¢c, iPROBE-d, and iMAX. The
SPICE-file can also be used as the input file to our other simulators to perform timing and fault
simulations using input test vector sets; these other simulators are not indicated in Fig. 1.1. FSM
is a sequential circuit statistical simulator that computes the signal statistics at the outputs of
the latches. The input to FSM is RTL or functional specification of the design and primary input
statistics. The output of FSM forms the input to the probabilistic simulators. iPROBE-c is a
probabilistic simulator, which computes the average and variance current waveforms drawn by
the combinational circuits at declared contact points. iPROBE-d estimates the average relative
damage due to hot-carrier effects within the circuit devices. iMAX computes an upper bound
current waveform envelope at contact points. JET is a bus extractor dedicated to extracting the
RC models of the bus. The outputs of JET, iMAX and iPROBE-c form the inputs to a bus
analyzer and optimizer that recommends changes to the bus line widths, if necessary, in order
to meet both electromigration and voltage-drop constraints. The outputs from iPROBE-c and
iPROBE-d can be used as part of a multiobjective function in a design optimization program,

which we have developed, that aims at optimizing the design with respect to area, timing, and
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reliability measures.

In Chapter 2, we present our method for current estimation in sequential circuits. In Chapter
3, we describe our design for a hot-carrier reliability system. The system is an illustration on
how reliability estimation measures can be incorporated into VLSI circuit design automation. In

Chapter 4, we give conclusions and directions for future research.
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2 Current Estimation in Sequential Circuits
2.1 Introduction

A basic and necessary step in design for reliability is an estimation step in which quantita-
tive estimates of the reliability measures of the design under consideration are obtained. The
validity and the integrity of the final design greatly depend on the accuracy of this estimation
step. Traditionally, in VLSI circuit design, the emphasis so far has been on timing estimation
and accurate propagation of voltage signal waveforms so that timing constraints in the design
could be met. In reliability estimation, it is often necessary to obtain estimates of the current
waveforms drawn by the circuit, in addition to voltage waveform propagation. For example, elec-
tromigration and average power estimation are related to the average current drawn by the gates
or modules of the design, and hot-carrier effects are caused by currents flowing in the transis-
tors during switching operation. Accurate current estimation in individual gates or subcircuits,
however, requires accurate voltage waveform propagation through the circuit. A straightforward
approach to obtaining average waveforms is to simulate the design over all possible inputs, which
is extremely expensive or practically impossible for designs with a moderate to large number of
input pins, because the number of possible input signal patterns to a digital design is exponential
in the number of input nodes. Instead, one could use statistical Monte Carlo techniques in which
the design is simulated over a sample of the input space, until meaningful current and voltage
statistics are obtained with a certain degree of confidence. Since the size of the sample input

space could be large, detailed circuit-level simulation over every input in the sample could still

be prohibitively expensive.
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In our previous work, we concentrated our efforts on current estimation in digital CMOS
combinational circuits. Probabilistic techniques are applied to estimate th¢ average current flow
in each gate under all possible input signals. Given the statistics of the signals at the primary
inputs, the signal statistics are prope;gated from the inputs of each gate to its output using
probabilistic techniques, taking the delay of the gate into consideration. At the same time, the
average current drawn by the gate is also obtained using the probabilistic analysis. The analysis
follows an event-driven scheme starting from the primary inputs to the primary outputs of the
combinational circuit. Signal correlations at nodes within the design are computed using first-
order approximation techniques. These techniques have been implemented in programs, CREST
[1], iProbe-c [4], and iProbe-d [5], and published in [1-7].

Digital designs, however, are sequential rather than purely combinational; during the past year
we have expanded our work to include sequential circuit designs. We have targeted synchronous
sequential circuits, which are the most commonly used design styles. These circuits consist of
latches driven by a common clock and combinational logic blocks whose inputs are latch outputs
and whose outputs are latch inputs. For this type of circuits, the problem could be decoupled
into two parts. One is the analysis of the latches that are triggered by the clock causing some
of them to switch with the clock, depending on their states and inputs. The second part is
the analysis of the combinational blocks. Even though the inputs to a combinational block are
updated by latches in synchrony with the clock, the internal nodes of the block may switch at
different times within the clock cycle and may also make several transitions before settling to
their steady-state values for that clock period. These additional transitions are called hazards or

glitches, and although unplanned by designers, they are not necessarily design errors; but they
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do contribute to the average current drawn by the gates, and thus cannot be completely ignored.

Based on the above observations, we have developed the following approach to handle sequen-
tial circuits. We first use fast high-level functional Monte Carlo statistical simulation techniques
to obtain meaningful signal probabilities at outputs of flip-flops to be used in the lower-level
more detailed combinational circuit simulation. The idea here is that high-level simulation could
be done very fast and one can afford to perform a large number of simulations. Since latches
switch at known time points determined by the clock, the computation of accurate delays in the
combinational blocks is not necessary; functional simulation should be sufficient. We thus apply
a number of randomly generated input sequences to the circuit and collect statistics on the latch
outputs using fast zero-delay logic simulation, or using functional simulation of a structural RTL
description. After the signal statistics at the outputs of the latches are obtained, the circuit
can then be analyzed in parts. The latches transition in synchrony with the clock; the signal
probabilities at their outputs, which implicitly are functions of the signal probabilities at their
inputs and their states, are sufficient to estimate the average current each latch draws. The
signal probabilities at the output of the latches provide the input to the combinational blocks
which are then analyzed using more detailed probabilistic simulation that can take into account
gate delays.

To explain the relationship between the switching frequency at the output of a gate and the
average current it draws, consider the CMOS inverter circuit shown in Fig. 2.1. The current
flowing through the inverter consists of three components: (1) dynamic current which charges and
discharges the load capacitance, Cf; (2) short-circuit current, which flows from Vpp to ground

through the transistors, and (3) leakage current. Both dynamic current and short-circuit current
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flow only during gate switching. Average dynamic current can be shown to be equal to 3CLVpp f,
where f is the switching frequency of the gate. Thus the dynamic current depends on f as well
as on Vpp and the load capacitance Cp, and is independent of the transistor characteristics.
The short-circuit current, on the other hand, flows from Vpp to ground through the transistors
during switching, and depends on the transistor characteristics, input slew rate, Vpp, and Cy.
It should be noted that signal delay through the gate also depends on transistor characteristics,
input slew rate, Vpp and Cp. The leakage current is independent of gate switching and is process
related; it is usually very small compared to the dynamic and short-circuit currents, but could
be a reliability problem when considering an entire chip, and thus has to be addressed at the

process manufacturing level.

Vdd

il

Vin Vo

=L

B R e R

Figure 2.1. Current flow in CMOS gate during switching.

In our analysis we first estimate the switching frequency and the probability of the signal

being high and low at signal lines in the design based on primary input statistics and circuit

9
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connectivity and functionality. The switching frequency, together with transistor characteristics,
input slew rate, and loading, are then used to estimate the average current drawn by each gate
and the gate delay. Hot-carrier effects are estimated by monitoring the time during which the
transistors are in saturation during switching (3], and oxide breakdown lifetime is estimated
based on the probability a transistor gate input signal is high {5].

In the next subsection, we give some preliminary explanation and definition and review other
recently proposed approaches. In Section 2.3, we formulate the problem in more detail, and in
Section 2.4, we present our approach. In Section 2.5, we give experimental results, and then

conclude with some discussion in Section 2.6.

2.2 Preliminaries

Let uy, us, . .., un be the primary input nodes of a sequential logic circuit, as shown in Fig. 2.2,
and let z;, z,, ..., z, be the present state lines. For simplicity, we assume that the circuit contains
a single clock that drives a bank of edge-triggered latches. On the falling edge of the clock, the
latches transfer the values at their inputs to their outputs. The inputs u; and the present state
values determine the nert state values and the circuit outputs, so that the circuit implements a

finite state machine (FSM).

10
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Figure 2.2. An FSM model of a sequential logic circuit.

Most existing estimation techniques handle only combinational circuits and require informa-
tion on the circuit input statistics. To allow extension to sequential circuits, it is sufficient to
compute the statistics of the latch outputs. Other existing techniques would then be applied to
compute the currents drawn by the combinational block.

We briefly survey the few recently proposed techniques for estimating state-line statistics in
sequential circuits. To simplify the discussion, we will assume that the sequential circuit imple-
ments a non-decomposable finite state machine. All proposed techniques that handle sequential
circuits [8~11] make the simplifying assumption that the FSM is Markowv [12], so that its future

is independent of its past once its present state is specified.

11
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The approaches in [8] and [9] compute the transition probabilities on the present state lines
using the Chapman-Kolmogorov equations [12]. Solving these equations is computationally too
expensive and the largest test case presented contains less than 30 latches.

Better solutions are offered by two recent papers [10, 11], which are based on solving a
non-linear system that gives the present state line probabilities, as follows. Given probabilities
Duyy- - - Pu, at the input lines, let a vector of present state probabilities Py, = [pz, ... Pz.) be
applied to the combinational logic block. Assuming the present state lines are independent, one
can compute a corresponding nezt state probability vector as F(P,;.). The function F(-) is a
non-linear vector-valued function that is determined by the Boolean function implemented by
the combinational logic.

In general, if the next state probabilities form a vector P, then P, # F(P,;.), because the
latch outputs are not necessarily independent. Both methods [10, 11} make the independence
assumption P, =~ F(P,,). Finally, since P,; = Py due to the feedback, they obtain the
state line probability values by solving the system P = F(P). This system is solved using the
Newton-Raphson method in [10] and the Picard-Peano iteration method in [11}.

One problem with this approach is that it is not clear that the system P = F'(P) has a unique
solution. Being non-linear, it may have multiple solutions, and in that case it is not clear which
is the correct one. Another problem is the independence assumption which need not hold in
practice, especially in view of the feedback. Both techniques try to correct for this. In [10], this
correction is done by accounting for m-wise correlations between state bits when computing their
probabilities, which requires 2™ additional gates and can become very expensive. The approach

in [11] is to unroll the combinational logic block k times. This is less expensive than [10], and

12
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the authors observe that with k = 3 or 4, good results can be obtained. Finally, in order for the
FSM to be Markov, its input vectors must be independent and identically distributed, which is
another assumption that also may not hold in practice.

We offer a solution that makes no assumptions about the FSM behavior (Markov or other-
wise), makes no independence assumption about the state lines, and allows the user to specify
the desired accuracy and confidence to be achieved in the results. The only assumption we will
make is in the autocovariance of the logic signals, which is generally true for all but periodic
logic signals, as explained below. We also assume that the user has information on the statistics

of the FSM input signals.

2.3 Problem Formulation

If every state of the machine is reachable from every other state in a finite number of cycles,
then the FSM is said to be non-decomposable. Otherwise, it can be decomposed into a number
of smaller FSMs, each of which is non-decomposable. Therefore, it is sufficient to study a single
non-decomposable FSM.

Since the system is clocked, it is convenient to work with discrete time, so that the FSM inputs
at time k, u;(k), and its present state at that time, z;(k), determine its next state, z;(k+1), and
its output. To take into account the effect of large sets of inputs, one is typically interested in the
average current drawn by the circuit over long periods of time. Therefore, we will assume that
the FSM operates for all time (—oo < k < 00). An infinite logic signal z(k) can be characterized
by two measures: signal probability P(z) is the fraction of time that the signal is high, and

transition density D(z) is the average number of logic transitions per clock cycle. It can also be

13
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shown that D(z) = P(t.), where t,(k) is another logic signal derived from z(k) so that t;(k) =1

only in those cycles where z(k) makes a transition (13, 14]:

t,(k) = {1, if z(k) # z(k —1); (2.1)

0 otherwise.

To study the properties of a logic signal over (—o0,00), it is useful to consider a random
model of logic signals. We will use a bold font to represent random quantities. We denote the
probability of an event A by P{A} and, if x is a random variable, we denote its mean by E[x].
An infinite logic signal z(k) can be viewed as a sample of a stochastic process, x(k), consisting
of an infinite set of shifted copies of the logic signal. This process, which we call a companion
process, embodies all the details of the logic signal, including its probability and density. The
companion process is stationary, and for any time instant k, the probability that x(k) is high is

equal to the signal probability of the logic signal [13, 14]:

P{x(k) =1} = P(z) (2.

(8%
(3]
~—

This result holds for any logic signal. If we construct the companion processes corresponding
to the FSM signals, then we can view the FSM as a system operating on stochastic inputs,
consisting of the companion processes uy(k),ua(k),...,um(k), and having a stochastic state
consisting of the processes x1(k),xz2(k),...,Xn(k). Given statistics of the input vector U(k) =
[u1(k) uz(k) ... um(k)}, one would like to compute some statistics of the state vector X(k) =
[x1(k) x2(k) ... xa(k)].

Before proceeding, we will have to make one mild assumption related to the covariance of the
process X(k):

14
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Assumption 1. The state of the machine at time k becomes independent of its initial state at

time 0 as k — oo.

This assumption is not restrictive because it is generally true in practice that, for all non-
periodic logic signals, two values of the signal that are separated by a large number of clock
cycles become increasingly unrelated. One necessary condition of this assumption is that the
FSM be aperiodic, i.e., it does not cycle through a repetitive pattern of states. Aperiodicity is
implicitly assumed by most previous work on sequential circuits. Specifically, whenever an FSM
is assumed Markov (in which case aperiodicity becomes equivalent to the above assumption) the

FSM is usually also assumed to be aperiodic [10, 11].

2.4 Computing State Line Probabilities

We propose to obtain the state line probabilities by performing Monte Carlo logic simulation
of the design using a high-level functional description, say at the register transfer level (RTL), and
computing the probabilities from the large number of samples produced. High-level simulation
can be done very fast, so that one can afford to simulate a large number of cycles. However, one
has to decide how long to simulate in order to obtain meaningful statistics. It is also important
to choose the random inputs in accordance with user-specified statistics of the FSM input vector.

Both of these issues are discussed below.

2.4.1 Convergence

Suppose the FSM is known to be in some state Xo at time 0. Using (2.2), and Assumption 1,

we have for any state signal z;:

15
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lim P{xi(k) = 1| X(0) = Xo} = Jim P{xi(k) = 1} = P(a) (2.3)

For brevity, we denote the conditional probability by

Py(z: | Xo) = P{xi(k) =1 X(0) = Xo}

Our method consists of estimating Pi(z: | Xo) for increasing values of k until convergence
(according to (2.3)) is achieved. To achieve this, we perform repeated simulation runs of the
circuit, starting from some state Xo, and drive the simulation with randomly generated input
vectors [u; ugz +-- um] (consistent with the statistics of U(k)). Each run results in a logic
waveform :zgj)(k), k=0,1,2..., where j designates the run number. If we average the results at

every time k, we obtain an estimate of the probability at that time as follows:

y
N 1 ;
POESDIE L

1=1

From the law of large numbers, it follows that

lim p{"(k) = Pl | Xo)
N—oo
We do not actually have to perform an infinite number of runs. Using established techniques
for the estimation of proportions [15], we can predict how many runs to perform in order to

achieve some user-specified error-tolerance (¢) and confidence (@) levels. Specifically, it can be

shown [16] that if we want (1 — &) x 100% confidence that

16
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P (k) = Pulzi | Xo) | < e (2.4)

Then we must perform at least N > max(NZ, N2, N?) runs, where

Zaj2v2¢ + 0.1+ /(e +0.1)22,, + 3¢
N, = Zo(/2, N, = /2 \/( ) /2  and Ns= V63 + Zaf2
2¢ 2¢ 2\/c

and where z,/9 is such that the probability that a standard normal random variable s greater
than zq/2 is equal to @/2. The value of z,/; can be obtained from the erf(-) function available
on most computer systems. For instance, z,/2 = 1.96 for 95% confidence (i.e., a = 0.05), and
Za/2 = 2.575 for 99% confidence. From the above equations, it can be seen that 500 runs are

enough to obtain a result with accuracy € = 0.05 and 95% confidence.

From user-specified € and «, the required value of N can be found up-front. Given this, we
initiate IV parallel simulations of the FSM and estimate Py(z; | X,) ~ p,(-N)(k) for increasing k
values. The remaining question is how to determine when k is large enough so that this estimate
can be said to have converged to P(z). We use two measures to check on this convergence, as
follows. We perform two sets of simulation runs of the machine, starting from different arbitrary
initial states Xo and Xi, so as to estimate Pi(z; | Xo) and Py(z; | X;) for increasing k values.
Since both should converge to P(z), we monitor both their difference and their average. When
both of these measures have remained within a window of ¢ for three consecutive time instants,
we declare that the node has converged. The choice of three time instants is somewhat arbitrary

and can be changed by the user. When all nodes have converged, the simulation is terminated

and the average of Fi(z; | Xo) and Pi(z; | X1) is reported as the signal probability P(z;), for
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each z;.

2.4.2 Input generation

In view of assumption 1, one requirement on the applied input sequence U(k) is that it not
be periodic. Another condition, required for the estimation (2.4) to hold, is that the different
UW)(k) sequences used in different simulation runs j = 1,...,N be generated independently.
Otherwise, no limitations are placed on the input sequence.

The exact way in which the inputs are generated depends on the design and on what infor-
mation is available about the inputs. For instance, if the FSM is meant to execute microcode
from a fixed set of instructions, then every sequence U (9)(k) may be a piece of some microcode
program. This method of input generation faithfully reproduces the bit correlations in U(k)
as well as the temporal correlation between U(k), U(k +1),... . Alternatively, if the user has
information on the relative frequency with which instructions occur in practice, but no specific
program from which to select instruction sequences, then a random number generator can be
used to select instructions at random to be applied to the machine. This would preserve the

bit correlations, but not the temporal correlations between successive instructions. Conceivably,

if such correlation data are available, one can bias the random generation process to reproduce
these correlations.

In more general situations, in which the machine inputs can be arbitrary, simpler random
generation processes can be used. For instance, it may not be important in some applications
to reproduce the correlations between bits and between successive vectors. The user may only

have information on the statistics of the individual input bits, such as the probability P(u;)
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and density D(u;) for every input. In this case, one can design a random generation process to
produce signals that have the required P and D statistics, as follows.

Using the equations derived in {13], one can compute from P and D the mean high time
and mean low time of the signal. By assuming a certain distribution type for the high and low
pulse widths, one can then easily generate a logic signal with the required statistics. The choice
of distribution is not very important because, as observed in [17], the total average current
is relatively insensitive to the particular distribution, rather it depends mainly on the input
densities. For instance, if one uses a geometric distribution (which is equivalent to the signals
z; being individually Markov), then one obtains a fixed value for the probabilities P{x;(k) =
1] x3(k—1) =0} and P{x;(k) = 0| xi(k — 1) = 1}, as shown in (18], and generates the logic
signals accordingly. Incidentally, in this case, even though the inputs are Markov, the FSM itself
is not necessarily Markov.

Finally, if only the probabilities P(z;) are available for the input nodes, and if it is not
important to reproduce any input correlation information, one can generate the inputs by a
sequence of coin flips using a random number generator. In this case, the inputs are said to be
i.i.d. (independent and identically distributed) and the FSM can be shown to be Markov, but
the individual state bits z; may not be Markov.

Our implementation results for this approach, reported in the next section, are based on this
last case of i.i.d. inputs. However, the technique is applicable to any other mechanism of input

generation, as explained earlier.
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2.5 Experimental Results

This technique was implemented in a prototype C program, FSM, that accepts a netlist
description of a synchronous sequential machine. The program performs a zero delay logic
simulation and monitors the node probabilities until they converge. To improve the speed, we
simulate 31 copies of the machine in parallel, using bit-wise operations. We have tested the

program on a number of circuits from the ISCAS-89 sequential benchmark set [19].

1.0 T M T
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06 r
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04 r =

02

0.0 .

Clock Cycles

Figure 2.3. Convergence of probability for s838.1, node X.3.

All the results to be presented will be based on an error-tolerance of 0.05, i.e., € = 0.05, and
95% confidence, i.e., a = 0.05. For initial states, we used Xo =[00 ... 0] and X, = {11 ... 1].
Under these conditions, a typical convergence characteristic is shown in Fig. 2.3. The two
waveforms shown correspond to pSN)(k) starting from Xj and p,(-N)(k) starting from X, for node
X.3 of circuit s838.1 (this circuit has 34 inputs, 32 flip-flops, and 446 gates). This decaying
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sinusoidal convergence is typical, although in some cases the convergence is simply a decaying
exponential and is much faster.

To assess the accuracy of the technique, we compared the (0.05, 95%) results to those of a
much more accurate run of the same program (using 0.005 error tolerance and 99% confidence).
Since one is interested only in steady state node values during the simulation, there is no need
to use a more accurate timing simulator or a circuit simulator to make these comparisons. These
highly accurate runs take a long time and, therefore, were only performed on the limited set of
benchmark circuits given in Table 2.1. We then computed the difference between the probabilities
P(z;) from the (0.05, 95%) run and those from the (0.005, 99%) run. Figure 2.4 shows the
resulting error histogram for all the latch outputs from the circuits in Table 2.1. Note that all

of the nodes have errors well within the specified 0.05 error bounds.
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Figure 2.4. Latch probability error histogram.
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Circuit | #inputs | #latches | #gates
s1196 14 18 529
$1238 14 18 508
s713 35 19 393
s1423 17 74 657

Table 2.1. A few ISCAS-89 circuits.

We also monitored the speed of this technique and report some results in Table 2.2. All
simulation runs were done on a SUN Sparcl0 machine. These circuits are larger (especially in
terms of flip-flop count) than the largest ISCAS-89 circuits tested in previous methods [9-11].
Furthermore, for those circuits in the table that were also tested in [9-11], this technique works
much faster. Since our method does not use BDDs to compute probabilities, there are no memory
problems with running large circuits. As expected, however, the execution time increases on the
larger circuits. One reason for this is that the larger combinational block makes the estimation of
probability for a given clock cycle more time-consuming. Another reason is that the larger flip-
flop count means that the machine state space is much larger and the probability of individual
machine states becomes much smaller. As a result, many more cycles may be required to achieve

equilibrium.

2.6 Summary

Most existing current estimation techniques are limited to combinational circuits, while all
practical circuit designs are sequential. We have presented a new technique for current estimation
in sequential circuits that is based on a statistical estimation technique. By applying randomly

generated input sequences to the circuit, statistics on the latch outputs are collected, by simu-
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Circuit | #inputs | #latches | #gates | cpu sec
$1238 14 18 508 2.90
s1196 14 18 529 1.85
s713 35 19 93 2.95
s838.1 34 32 446 2.24
$1423 17 74 657 7.84
s5378 35 179 2779 78.03
§9234.1 36 211 5597 431.13
$15850.1 38 534 9796 | 655.34
$13207.1 62 638 7951 | 669.63
$38584 12 1452 19253 | 1585.02

Table 2.2. Execution Time on a SUN Sparcl0.

lation, that allow efficient current estimation for the whole design. An important advantage of
this approach is that the desired accuracy of the results can be specified up-front by the user.
We have implemented this technique and tested it on a number of sequential circuits. We
verified that the accuracy specified by the user is indeed achieved. While the execution time is
better than for existing techniques, we also observe that it increases for the larger circuits, due

to the increased simulation cost per cycle and to the lower state probabilities in large machines.
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3 VLSI Circuit Design for Hot-Carrier Reliability

3.1 Introduction

It is widely acknowledged that hot-carrier effects (HCE) are becoming a reliability concern
when CMOS technology is pushed into the submicron region. HCE in an MOS transistor are
caused by the processes of charge trapping in the oxide and/or interface trap generation at the
Si/S5i0, interface. These processes result in a shift in the threshold voltage, V;, as well as
degradation in the transconductance, gm, and electron mobility in the channel, p,. Most work
on HCE has thus far concentrated on modeling the phenomenon in small test structures. This
report, on the other hand, deals with the estimation of the expected long-term HCE impact on
the performance of large designs and considers redesign strategies to minimize such an impact.

For current semiconductor process technologies, with effective channel lengths longer than
a quarter micron, hot-carrier-induced degradation is more severe in nMOS transistors than in
pMOS [20]. Based on the reliability qualification reported by various semiconductor companies,
in the upper-quarter micron channel length region, the device lifetime for a pMOS is still several
orders of magnitude higher than that for an nMOS. Therefore, in this report we focus our
attention mostly on n-channel transistors. However, our approach is not restricted to the nMOS
and can be easily applied to include the pMOS with appropriate degradation models. It has been
shown that HCE in an nMOS transistor in a circuit is dominated by interface trap generation,
which occurs mostly when the transistor is operating in or near the saturation region [21, 22, 23];
HCE-induced degradation depends on the transistor’s substrate current I, which is a function
of the drain current Ips and the drain-to-source voltage Vps. The actual physical damage due

to HCE can be related to the interface state generation N;;. The relation between Ny, Iiu, Ips,
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and Vps is given in the next section and can be found in [23]. It can also be shown that either
I, or -;g%"l—, where m = 3, can be used to determine relative damage in nMOS transistors [22].

HCE in a transistor are cumulative in nature and depend on the operation of the transistor
over time within a given design. Different transistors within a design degrade at different rates,
depending on their operating conditions; HCE-induced degradation in circuit performance, such
as degradation in gate delay, increases at different rates in different gates, depending on the
gate switching activity. We thus consider two aspects of HCE-induced degradation. One is
the degradation in individual transistors within a circuit, and the other is the effect of such
degradation on circuit performance and timing. We then propose redesign strategies to reduce
degradation effects, again at the two levels: one at the transistor and subcircuit level, and the
other at the overall circuit timing performance level. At the subcircuit level, we consider a
number of new as well as previously proposed redesign techniques and compare their advantages
and disadvantages. At the circuit level, we consider the incorporation of estimated HCE-induced
subcircuit delay degradation into an area/timing/reliability optimization system to insure that a
given design will function within its originally specified timing specifications during the expected
operating lifetime of the design. Although the life cycles of new chip designs could be short,
many of the systems in which these chips are embedded have to function properly and reliably
for a number of years, and long-term reliability issues have to be incorporated into the design
cycle, before manufacturing.

This chapter is organized as follows: In Section 3.2 we briefly review the simulation of HCE-
induced degradation in transistors. In Section 3.3 we employ a two-transistor model to character-

ize HCE damage and its effect on circuit delay. In Section 3.4 we describe a number of redesign
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techniques for improving subcircuit reliability and compare their advantages and disadvantages.
In Section 3.5 we present methods for including reliability as part of an area/timing/reliability
optimization system. In Section 3.6 we present the simulation results and in Section 3.7 the

conclusions.

3.2 HCE-degradation Estimation

Since HCE are a long-term cumulative effects, exhaustive or at least a large number of
simulations using different input excitations are needed to obtain meaningful average effects in
individual transistors. The estimation of the average effects can be done using either probabilistic
techniques [7], or Monte Carlo-based statistical techniques, with appropriate convergence criteria
(18]. In the probabilistic simulation approach which we use here, statistical descriptions of
primary input signals are assumed to be given. These statistics are specified in the form of
probabilities of signals being high and the probabilities of switching at specified time points.
The probabilistic timing simulation approach propagates these probabilities in the design to
obtain the corresponding statistical descriptions of voltage and current waveforms inside the
circuit. Using the voltage and current waveform statistics and the interface trap model [23],
the following equations are used to calculate the average substrate current I, the average

bond-breaking current Ipp = I—I,;-Y;Z:"T, and the average interface state generation N in an nMOS
DS

transistor.
EcritOL(VGS - VT)
Vi = 3.1
PSAT = Bl + Vos — Ve (3.1)
A; —-Bil
L = —Ips(Vps = Vi exp [ 3.2
b B; ps(Vbs — Vpsar) p[VDs—VDSAT (3.2)
B, Xy T -
N+ 22N = [ K(Z2)di .
4 + 2DH 1t 0 (175,51) (3 3)
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where E.i0 =~ 10*V/em; m = 3; A; and B; are the impact ionization coefficients; Dy and

Xy represent diffusion constants; K and B, represent process-dependent coefficients; and [, =

0.2X33{3Xj1/2, where X, is the oxide thickness and Xj is the junction depth.

Based on the above equations and on detailed circuit simulation of typical complementary

CMOS gates, we have observed the following [7]:

(a) The substrate current is exponentially proportional to (Vps — Vpsar). Therefore, if the

transistor is prevented from entering the saturation region or at least the voltage across
the channel is reduced, HCE degradation in the transistor can be reduced dramatically.
As a consequence, the nMOS transistors in a NAND gate have less degradation than those
in a NOR gate configuration, since the serial connection of nMOS transistors reduces Vpg
across each nMOSFET, which, in turn, reduces hot-carrier generation. Thus, a design
consisting mainly of NAND gates could be more reliable than a design containing mainly

NOR gates, inverters, and buffer.

(b) Degradation depends on the switching frequency of the transistor, which is defined as the

probability of having a gate output transition occurring as a result of the transistor under
consideration switching within the gate. Since HCE occurs when the transistor is in the
saturation region, which, in CMOS circuits, occurs only during transition, it follows that, on
the average, the more frequently an nMOS transistor causes its gate output to go through

a high-to-low transition, the more damage the transistor experiences.

(c) Degradation depends on the duration of a transistor in the saturation region, which, in turn,

depends on the input slew rate and the loading capacitance. A slower slew rate causes
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a wider I, time span and, hence, more degradation; a higher loading capacitance also

increases the time the transistor stays in saturation.

(d) Degradation also depends on the position of a transistor within a subcircuit. It has been
shown by circuit simulation that the top nMOS transistors in a gate that are directly con-
nected to the output node have the potential of experiencing most damage if they switch last

[7). For example, in a CMOS NAND circuit, the top nMOS transistor is usually the most

susceptible to HCE.

In the case of pMOS transistors, the time integral of the transistor gate current, Iyate, has
been found to be an appropriate measure of its HCE-induced degradation (24, 25]. The compu-
tation of an average Ijar in pMOS transistors in a given design can be easily included as part
of the statistical or probabilistic simulation process. Note that [y will low whenever the tran-
sistor gate signal switches. Thus, average Ijate depends on the transistor gate signal switching
frequency, as well as on the transistor characteristics and its operating conditions. In contrast to
1MOS transistors where HCE-induced degradation causes a decrease in the transistor’s current
driving capabilities, HCE-induced degradation in a pMOS transistor increases its current driving
capabilities. In addition, in current technologies, HCE-induced degradation in pMOS transis-
tors is much less severe than in nMOS transistors. Thus, no subcircuit redesign strategies have
been proposed yet for reducing HCE in pMOS transistors under subcircuit operating conditions,
as has been done for nMOS. However, one obvious way to reduce HCE in a pMOS transistor
is to minimize its gate signal switching frequency, which can most appropriately be done by

optimization techniques at the functional level during the logic synthesis stage.
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3.3 HCE Gate Delay Degradation Model

As mentioned above, HCE cause a shift in the affected nMOS transistor’s threshold voltage
Vi and decrease its transconductance, g,,, as will be described below. This, in turn, causes
an increase in the delay of the subcircuit in which the transistor is embedded. In this section
we describe a method for estimating the increase in subcircuit delay in terms of the estimated

degradation in the nMOS transistors comprising the subcircuit.

VDD VDD
3=

A—q RAp[‘] .
R l ]R
A __{E B —{ C—{ " Cload [] RAn B o —— Cload
D RDn

Figure 3.1. (a) A CMOS circuit and(b) its equivalent RC network and worst-case delay paths.

In estimating the circuit delay, we employ a linearized RC model. We assume that the circuit
is first partitioned into channel-connected subcircuits or gates. In each subcircuit, the transistors
are replaced with equivalent linear resistors [26, 27]. For simplicity, we will lump the subcircuit
capacitors together, including fanout capacitance, at the subcircuit’s output node, although this

is not necessary. As an illustration, Fig. 3.1 shows a CMOS circuit and its equivalent RC network.
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Worst-case delay estimation is considered, based on the maximum resistive path between the
output node and Vpp and ground, respectively. In this case, the worst-case low-to-high (LH,

rise) and high-to-low (HL, fall) transition propagation delays of the circuit, based on the Elmore

delay [28], are
tprw = (Ra, + R, + Bc,) * Cload (3.4)
tpar = (BB, + Ep,) * Cload (3.5)
assuming that
R4, = Rp, = R¢, = Rp,,Ra, = Rg, = Rc, = Rp, | (3.6)

In (3.4), tpry is defined as the difference between the time when the low-to-high output
signal crosses Vpp/2 and the time at which the input signal, a step function, switches. A similar
definition holds for tpyr. The expression for the equivalent resistance can be derived from the
propagation delay of a CMOS inverter driving a loading capacitance. Consider the inverter shown
in Fig. 3.2(a). The equivalent RC circuit during the fall transition of the inverter is shown in

Fig. 3.2(b). From [29], the high-to-low propagation delay of the inverter is given by

Cout 2VTn 4=(V'DD - V:In) }
t = +1 ! 3.7
P 8. (Vbp — Vra) {(VDD — Vrn) nl Vop ] (37)

and the fall propagation delay of the equivalent circuit is

tpar = R X Cou (3.8)
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Figure 3.2. (a) A CMOS circuit and(b) its equivalent RC network and worst-case delay paths.
Comparing Eqs. (3.7) and (3.8), the equivalent resistance of an MOS transistor can be

expressed as

1 2Vr, 4(Vpp~Vrs) _ .
R., = { Voo —Vrn) {(VDQE/VTF) + In| 4(“//DD v 1]} for nMOS (3.9)
. 1 r po—|Vrp , '
Bp(Vop=IVrpl) {(VDD_lcTPl) + In[ Vbp - 1]} for PI\IOS

The equation above shows that HCE may affect the nMOS equivalent resistance, which
depends on both Vr and p,, but the capacitance is not affected. Earlier work on HCE assumed
that the oxide-interface charge (@i = Ny X q) is uniformly distributed over the entire channel
region; hence, the change of threshold voltage is linearly proportional to the generated interface
charge [30]. However, experiments have shown that the damage caused by HCE is localized in
the channel near the drain node (for hMOS) and the uniform model cannot correctly characterize
the damaged device. A one-dimensional model has been proposed for nMOS transistors with
hot-carrier induced oxide damage [31, 32]. In this model, the transistor channel is divided into
two regions, the damaged and undamaged. The damagea region is located within 0.1 pm of

the drain node and the interface charge is uniformly distributed in this region. The rest of the
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channel remains undamaged with no generated interface charge.

We adopt the concept of this model and use a two-transistor degradation model, as shown
in Fig. 3.3, in which a damaged nMOS transistor is considered as two transistors connected in
series, with different threshold voltages and mobilities. The channel lengths of the two transistors
are 0.1 prm and L — 0.1 um, respectively, where L is the channel length of the original transistor,
and the transistor with the 0.1 um channel length is considered to be the damaged one. The

model parameters of the two transistors are calculated with the following equations (32]:

— 0.1 pm, pn1, VT1,R1
-—~l L ym, n, VT,R ——»=  —]
K, B ——| L -0.1 gm, pyn, VT, R2

(a) (b)

Figure 3.3. An nMOSFET (a) before and (b) after HCE degradation.

Ix10t T

_ 4 2
Loz = 1000 x A X 25 [em?®/V sec] (3.10)
1 1 1
= (3.11)
Hny Hn Hoz
Qi
Vr, = Vr - Coi (3.12)

where T is the temperature in the oxide. The values of pn, pn,, Vr, and Vr, are then applied
to Eq. (3.9) to calculate the equivalent resistances Ry and R, of Fig. 3.3. The values of the
equivalent resistances of the damaged transistors in each gate are then used to estimate the
increase in the fall delay of the gate.
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The RC delay model mentioned above is based on a step input assumption, which considers
that only one of the nMOS and pMOS transistors, in an inverter, would conduct during either
the rise or fall transition. In [33], an improved delay model, taking into account the effect of input
slope, is developed. The fall propagation delay, tpHLaon,.p> Of 2 CMOS inverter with respect to

a nonstep low-to-high input transition

0 t <t
Vin = { Vop * (52) to <t <tottin (3.13)
Vop t>to+ iy

is given by

t 2Vrn
LH[1+ T]

tPHLnonstep = LPHLytep T 5 Voo (3.14)

where
T = threshold voltage of nMOS transistor

Vpp = supply voltage

tPHL.., = inverter transition delay under a step input excitation

tPHLnonstep (OF tPLHnonsrep) 18 defined as the difference between the times when the output and
input signals cross Vpp/2, as shown in Fig. 3.4. At the primary input nodes, the slew rate, tgr
or tyx, is provided by the user; while at the output node of a gate, the output slew rates, tyr
and trp, are approximated with the following equations because of the difficulty of estimating
output slew rates accurately as functions of input slew rates. The equations below are used to
calculate the output slew rate of a gate with step function input, which we found to be a very

good approximation.

tHL = 2 X tPHL iep (3.15)
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tLr = 2 X tpLH,., (3.16)
YDD |-- VDD |-----+
VDD/2}edemccaecmcaccmeanas VDD/2b=h - e

VDD VDD

VDD/2 VDD/2 |-~

RS DU U IR S iy g Jusp

Pyt 'p HLnon-step

Figure 3.4. Graphical illustrations of tpgz,,., a0d tPHLa0neep-

So far, we have considered the effects of degradation in nMOS transistors on gate delay (tpry).
In order to include the effects of degradation in pMOS transistors on gate delay, it is necessary
to relate the change (decrease) in the effective resistance of the pMOS transistor to the time
integral of Iq and the physical parameters of the transistors. Such an explicit relation does
not yet exist. Nevertheless, it is possible to use experimental data and curve-fitting techniques
[24] to derive a transistor degradation model, which can then be used to estimate the change
(decrease) in tpry, taking into account the switching frequency of the transistor.

In summary, our program accepts the slew rates, provided by the user, at the primary input
nodes; the program then calculates the propagation delay at each gate using Eqs. (3.4)-(3.9), for
both fresh and degraded circuits, assuming step function input. Therefore, each gate has three
propagation delay values, the fresh tpry, the fresh tpyr, and the degraded tpgr. The delay
values are then used to approximate output slew rates with Egs. (3.15) and (3.16), and finally
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the propagation delay is modified with Eq. (3.14) for nonstep input. If pMOS degradation is
taken into consideration, then each gate will have four propagation delay values, with one more

for degraded tpry.

3.4 Redesign for Subcircuit Reliability

As mentioned above, the factors that influence HCE degradation in a transistor include its
feature size, switching frequency, position in the circuit, the loading capacitance, and input
slew rate. Several strategies, based on these factors, have been previously proposed to improve
circuit reliability. However, these proposed improvements have been suggested on small circuit
structures in isolation, without taking into consideration the operation of the small circuit within
a large design, as we do here.

In this section, we will describe five subcircuit redesign strategies. The first two have been

previously proposed; the others are new. We also compare their advantages and disadvantages.

(1) To reduce the damage in the top nMOS transistor, a dummy transistor could be added to
the affected subcircuit {34]. By adding a self-bootstrapping nMOS transistor, as shown in
Fig. 3.5(a), the peak substrate current in transistor NM1 can be reduced by as much as
3.9 times [34] and the interface-state generation can be suppressed by one to two orders of
magnitude. In addition, this structure also has shorter rise and fall times compared to those
for a conventional NAND logic circuit. A disadvantage of this structure is an increase in the
circuit area; therefore, it is preferred to add a small self-bootstrapping nMOS transistor.

In addition, this structure cannot be used to improve NOR gates.

35




—— Downloaded from http://www.everyspec.com

VDD

N-logic
6 —1%

Figure 3.5. Several HCE resistant circuit design strategies.

(2) A second HCE suppressing circuit redesign technique, shown in Fig. 3.5(b), adds a normally-
on nMOS transistor at the top of the nMOSFETs in a CMOS circuit, as proposed in [35].
Since the added transistor is always on, the logic function of the circuit is not affected. In
addition, the added transistor is always operating in the linear region and, hence, has neg-
ligible hot-carrier generation. The rest of the nMOS transistors are not directly connected
to the output node and, thus, are relatively safe from HCE degradation. This technique

can also be applied to NOR gates, as shown in Fig. 3.5(c). Its disadvantage is the increase
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in layout area as well as in the fall transition propagation delay; therefore, it should be

used selectively.

In clocked CMOS (C?MOS) circuits in which the clock signal arrives after all the inputs
settle, we recommend that the control nMOS transistors be located anywhere but on the
top. With this restriction, the top nMOS transistors never switch last, i.e., their switching
does not cause output transitions; hence, HCE degradation can be dramatically reduced.
Figure 3.5(d) illustrates an HCE resistant C*MOS design. The same strategy can also be

applied to the dynamic CMOS design.

A CMOS circuit design, shown in Fig. 3.6, has been proposed for testability in [36], where
it is proposed that, with the four combinations (00, 01, 10, 11) of the control signals ¢; and
#2, all stuck-open and stuck-on faults of the circuit can be detected. The circuit operates
as follows: When ¢; = 0 and ¢, = 1, the circuit operates normally and implements the
same function as the one without the transistors N, and P, (i.e., shorted). When ¢; =1
and ¢, = 0, both N, and P, are off, and the output state does not change even if the input
signals have transitions. When ¢, = 0 and ¢, = 0, only P, is on and all the stuck-open
and stuck-on faults of the pMOSFET network can be detected. Finally, when ¢; =1 and
#2 = 1, only Ny is on and all the stuck-open and stuck-on faults of the nMOSFET network
can be detected. This structure can be employed for improving reliability as well. There
are two situations: (i) If the circuit is in normal operation most of the time, i.e., the control
signals rarely switch, then this design is similar to the structure in Fig. 3.5(b). (ii) If the

system clock is used as the control signal, then the design has to be modified by moving
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N, to the bottom of the nMOSFET network, similar to the case of C*MOS design. This
design style, although it improves testability as well as reliability, does increase the area

and the clock routing.

?

P-logic

0~ EW
0, —-{ EN¢

N-logic

v

Figure 3.6. A CMOS circuit structure for testability.

(5) It has been proposed that by increasing the width of the pMOS pull-up block of a gate,
the hot-carrier damage of the nMOS transistors of its fanout gates can be reduced, since
the pMOS block determines the input slew rate of its fanout in a typical CMOS circuit.
However, such an increase in the widths of pMOS transistors could increase the degradation
of the fanin gate by increasing its short-circuit current during switching, and possibly
increase the degradation of its own fanin gates by increasing the load capacitance of these
gates. Such an approach has to be included as part of an overall circuit transistor sizing

optimization problem rather than only as a local subcircuit redesign strategy.
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NANDI1 | NAND1 | NAND2 { NAND2 | NAND3 | NAND3
top bottom top bottom top bottom
connectionl
Nit 1.695 - 0.875 - 3.485 -
Switchingprobability 0.3 0.12 0.08 0.12 0.216 0.168
connection?2
Nit 1.072 - 0.875 - 3.073 -
Switchingprobability 0.12 0.3 0.08 0.12 0.168 0.216

Table 3.1. The damage N;;(z10' cm™2) of all the
nMOS transistors in the circuit shown in Figs. 3.7(c) and (d).

(6) Finally, we propose an input signal line reordering to reduce HCE in a gate. Since the

damage in a transistor depends on its switching frequency as well as its position in the
circuit, the damage can be reduced by connecting nMOS transistors with the least switching
frequency to the output node. This is done by reconnecting the circuit input wiring so that
the top nMOS transistor always has the least switching probability. For example, Fig. 3.7(a)
shows the waveform description of four input nodes A, B, C, and D. The circuit under test is
a three-NAND-gate circuit with the detailed gate structure shown in Fig. 3.7(b). When the
circuit is connected as in Fig. 3.7(c), the HCE degradation is listed in row 1 of Table 3.1, as
well as the switching probability of each nMOS transistor. Note that the bottom transistors
of gates NAND1 and NAND3 have lower switching probability values. After reconnecting
the inputs of these two gates as in Fig. 3.7(d), the HCE degradation is reduced, according
to the results in Table 3.1. The advantage of this method is that the circuit area is not
increased. However, this method cannot be applied to inverters and NOR gates in which
all the nMOS transistors are at the top, but it can be applied to complex gates. It is

interesting to note that input line reordering has been also proposed in delay optimization
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37] and low-power design [38, 39, 40]. In fact, reducing subcircuit power improves its
P P

reliability since both power and reliability depend directly on circuit currents.

% VDD
. 03 hog
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D D
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Figure 3.7. (a) The probabilistic voltage waveforms at the four input nodes, A, B, C, and D.
tyr and tpy are both 0.2 ns for each input event.

(b) The detailed structure of a CMOS NAND gate.
(c) Original connection of a three-NAND-gate circuit.

(d) A better connection of the three-NAND-gate circuit for reliability.

Although the above techniques are very efficient in suppressing HCE degradation, note that
except for the input signal reordering method, they cause an increase in the circuit area and,
hence, should be applied selectively, based on the gate switching frequency and HCE degradation
of the individual transistors. Thus to minimize the increase in circuit area, only subcircuits that
contain critical transistors have to be redesigned; a critical transistor is defined as one that
receives HCE degradation higher than a specified threshold.
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In addition to the increase of circuit area, another drawback of the above redesign strategies
is that they may cause the circuit delay to increase. Adding a normally-on transistor on top of
the n-part of a CMOS gate, even though it eliminates HCE degradation, could severely degrade
circuit performance. Since both HCE and HCE-resistant redesigns could increase circuit delay,
after any of the redesign strategies have been applied to the circuit, special efforts have to be
made to improve circuit performance, but at the same time not increasing HCE degradation
in transistors and subcircuits that have not been redesigned. In the next section, we consider
area/timing/reliability optimization in a unified way. The aim is to improve reliability without

degrading performance and increasing area unnecessarily.

3.5 Design for Area, Timing, and Reliability

In high-speed MOS digital circuit design, delays often have to be reduced to obtain faster
response times, with a minimum penalty in area. A typical synchronous digital circuit consists of
multiple stages of combinational logic blocks separated by latches that are clocked by system clock
signals. The worst-case delays of the combinational blocks must be below a certain specification
so that valid signals reach a latch in time for a transition in the signal clocking the latch. The
aim of timing/area optimization is to ensure that the longest delay path in each combinational
block is below a specific bound, while keeping the area to a minimum.

When including reliability as part of the design objective function, our aim here is to ensure
that the design will function at its initially designed speed, without sacrificing area, in spite of
an expected delay degradation caused by HCE after a specified period of time. Our aim thus is

to ensure that the longest path in the circuit after HCE-induced degradation over a certain time
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period meets timing specifications. Since our concern is only with longest paths, gates that do
not lie on any longest path (after degradation) need not be redesigned since any increase in their
delays could be tolerated without affecting the reliability and functionality of the design. Thus,
the number of transistors and gates that have to be redesigned could be a small fraction of the
total number of affected transistors and gates.

For a combinational circuit, the sizing problem is formulated as

Minimize Area (3.17)
Subject to Delay < Typec

where “Delay” is the longest path or critical path delay in the circuit, i.e., the largest delay path
among all paths between a primary input and a primary output, and T, is a time specifica-
tion, usually slightly less than the clock period. A number of algorithms have been proposed
for identifying longest paths in combinational circuits [41, 42, 43]. Initially, we applied the Pro-
gram Evaluation and Review Technique (PERT) described in [41]. Given a circuit, partitioned
into a cluster of gates/subcircuits, a topological sort based on the fanin/fanout connections is
performed. After all of the subcircuits are scheduled, the delay at the output of each subcircuit
is calculated assuming that the latest arriving input signal of the subcircuit controls its output
transition. After all of the subcircuits are processed, the latest arrival time at the primary output
nodes is defined as the circuit delay. A trace-back method is then applied to identify the critical
path or paths.

However, PERT does not eliminate false paths, and thus could lead to very conservative
results. We subsequently applied the algorithm described in [43], which eliminates false paths
in the process of identifying the longest paths. In this algorithm every time a new subcircuit
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is encountered during the process of tracing the longest paths from the primary inputs to the
primary outputs, the logic functions, which are constructed in the form of Binary Decision
Diagrams (BDD), of all the side inputs to the subcircuit are used to check if certain input
combinations exist which can activate the path. If not, a different path is chosen. This is
referred to as path sensitization. This algorithm eliminates most false paths and gives more

accurate results compared to PERT, at the price of additional computation.

Figure 3.8. Longest path in a logic circuit example.

Most previous work on critical path analysis, including the one proposed in [43], makes the
assumption that each subcircuit has only one delay value associated with it and, hence, each
path has one delay. However, in general, the rise delay of a subcircuit is different from its fall
delay; therefore, there are two delay values associated with a given path. For example, the path

P, in Fig. 3.8 has two delay values:

tBpiy T tDpyr + tEpuL T tGpLu (3'18)
and
tBP}gL +ippy T tEpLy T 1Gpas (3'19)
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For XOR gates in which the output may switch either way when the input has a transition,
we use the larger one of rise and fall delays to make sure the path delay is not underestimated.

Timing and area optimization problems in VLSI design can be broadly classified into two
types. One is suitable for full custom design and considers individual transistor sizing where the
size of each transistor, as measured in terms of its channel width, is a design parameter that
controls both delay and area [44, 45, 46]. To incorporate HCE-induced degradation effects into
the transistor-sizing optimization process, it is necessary first to estimate the change in the con-
ductance of each transistor due to HCE, as described in Section 3.3. To procure this information,
an initial design could be obtained by applying a timing/area optimization procedure, such as
the one described in [46], using the “fresh” model of the devices. The HCE-induced degradation
can then be estimated using this initial design. A second timing/area optimization pass can
then be carried out using the degraded transistor models. In this second pass, only transistors
lying along the paths whose delays after degradation exceed Tspec have to be considered. It is
expected that the number of paths that violate the timing constraints after degradation is small.
In addition, one may safely assume that the estimate of transistor degradation using the initial
design is not very sensitive to changes in some transistor sizes and in gate delays caused by HCE,
even though changes in gate delay may affect glitching, which, in turn, may affect the average
current flows in the transistors. Otherwise, the HCE-degradation and optimization procedures
can be repeated, if necessary, at extra cost in computation.

The second type of timing and area optimization problems targets standard-cell circuit design
styles. A standard-cell library typically contains several versions of any given gate type, each of

which has a different gate size. The optimization problem is concerned with choosing optimal
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gate sizes from the library to minimize a cost function, typically total circuit area, while meeting
the timing constraints [47, 48].

In the remainder of this section, we consider the standard-cell design problem and follow the
approach described in [48], where we incorporate estimated HCE-induced gate delay degradation
into the optimization problem [49]. In [48], the gate-sizing problem is solved using a three-phase
scheme: (1) Formulation of the optimization problem as a linear programming (LP) problem,
which is solved using an available LP package [50]; (2) solution of the LP problem is then mapped
onto a permissible set; and (3) based on the permissible set, the gate sizes are adjusted to satisfy
timing constraints.

As explained in [48], the delay of a gate in a standard-cell library can be characterized by

d(z) = R X Cloaqa + 7

R,
= —:Z_- X C7load + T + T2 (320)

where R is the gate equivalent resistance, Cioaq is the gate load capacitance, 7 is the gate intrinsic
delay, R, represents the on-resistance of a unit transistor, and z; is called the nominal size of gate
g;. Thus, the size of each gate can be parameterized by a number, z;, referred to as the nominal
gate size. We consider the worst-case delay, which can be expressed in terms of the worst-case
equivalent resistance of the gate, which, in turn, is related to the highest resistive path between
the output node and the power node, as pointed out in Section 3.3.

The output load capacitance, Cioaq, of a gate is calculated by summing the gate terminal
capacitances of its fan-out gates and interconnect wiring capacitance (interconnect resistance is
ignored), assuming the layout information is available. The oﬁtput load capacitance of gate i
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driving gate j can be approximated by a convex piecewise-linear (pwf) function of z;, the size
of gate j [48]. By also approximating zi by a convex pw! function of z;, the delay function of all

the gates put together is a convex pw{ function.
D(x) = Ax+b (3.21)

In addition, the cell area of gate i can be expressed as a convex pwf function of z;:

area(t) = YiTi + € (3.22)

The worst-case signal arrival time, m;, which corresponds to the worst-case delay from the

primary inputs to gate ¢, is given by
m; = maa:{mj + d,} > (mj + d,) V]efanzn(z) (323)

where d; is the delay of gate ¢ as defined in Section 3.3. Putting all the constraints together, an

LP is formulated as in [48].

Minimize Y 1% Ti
Subject to For all gatesi, 1 =1,..,N
m; +di <my Vjefanin(i)
m; < Tspee Y gate 1 at primary outputs
d; > Di(xi,Xi so(i))
minsize; < z; < mazxsize;
where X; so(;) are the sizes of the gates to which gate 7 fans out, and Minsize(z) and Mazsize(t)
are the minimum and maximum sizes of gate ¢ in the library, respectively.
Equation (3.24) is a very sparse LP in the variables z;, d;, and m;;. The solution is started
with all gates at minimum size so that a minimum number of gates have to be increased in size

in order to satisfy the constraints. The solution of gate sizes obtained from the LP is, in general,
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not in the available set of discrete sizes in the cell library. Thus, a cell-mapping algorithm,
followed by a delay constraint adjusting algorithm, are invoked to obtain a permissible solution
that satisfies all the constraints, as described in [48].

In incorporating HCE-induced degradation into the optimization process, an initial design is
obtained using the “fresh” device models. This initial design is used to estimate the increase
in gate delays. We assume that the transistor description of each gate in the cell library is
available. Following that, the LP described in (3.24) is reformulated using the new values of d;
and m; after estimated degradation, and solved starting from the initially optimized design. One
option we have tried is to skip the mapping and the adjusting algorithms in the second pass of
the optimization process and choose the sizes of all the gates selected by the LP solution to be
the closest larger permissible sizes in relation to their sizes obtained from the optimized “fresh”
design. As we show in Section 3.6, for all benchmark examples considered, only a very small
number of gates have to be adjusted in size during the second pass of the optimization algorithm,
and the increase in area of each benchmark circuit for compensating HCE-induced degradation

is less than 1%.

3.6 Simulation Results
3.6.1 HCE-degradation simulation results

The algorithms and strategies described above have been implemented into a simulator,
iProbe-d, and used to simulate and redesign a set of benchmark circuits. Table 3.2 shows the
results of applying probabilistic simulation on ISCAS85 combinational benchmark circuits [51].

These benchmark circuits have been converted to SPICE input files with complementary CMOS
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ISCASS5 || # of nMOS transistors in each damage level ( Normalized D) CPU

Circuits || <1.0]1.0-2.0]2.0-3.0]3.0-40 [40-50] >50 time (sec)
C432 232 37 16 65 9 53 1.00
C499 576 0 80 0 0 226 1.65
C880 443 62 40 39 52 265 3.37
C1355 776 176 56 32 0 114 4.43
C1908 653 30 29 65 86 760 7.60
C2670 971 209 151 80 125 1146 8.49
C3540 1450 340 225 171 143 1423 17.12
C5315 2147 274 374 261 192 2383 18.37
C6288 512 92 495 417 156 3384 92.08
CT7552 2767 332 861 262 191 3285 26.84

Table 3.2. HCE damage on ISCAS85 benchmark circuits and the computation time.

transistor circuit implementation of each gate. We assign an event, occurring at time 0, at each

primary input node with probability 0.5 being high before and after switching, and probabil-
ity 0.25 to switch from low-to-high and high-to-low. The input signals are assumed to repeat
every 50 ns (100 ns for C6288), and the damage is extrapolated to 10 years of continuous oper-
ation. The simulation results are based on the following parameter values: A; = 9 x 10% em™1,

B = 1.7 x 10° V/em, I, = 2 x 107 cm, K = 5 x 10'%, 5.2 = 107° cm?, and m = 2.9. For

different process/device technologies, the values of these parameters may vary.

After HCE degradation in each nMOS transistor is estimated, the critical path analysis
algorithm is employed to check the global degradation criterion. Table 3.3 shows the circuit delay
before and after ten years of HCE degradation. From this table, we see that the delay increase
for most circuits is negligible, with C6288 having the largest delay increase, merely 1.09%. The
results almost assure that HCE has little effect on circuit performance, given Vpp = 5 V and
transistor effective channel length > 1 pm. These results are obtained assuming degradation

only in the nMOS transistors and ignoring degradation in the pMOS transistors. As mentioned
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Circuit || #gates | #nodes | CKT delay | CKT delay | delay
before HCE | after HCE | increase
C432 160 198 20.88 20.95 0.34%
C499 202 245 16.46 16.50 0.24%
C880 383 445 19.02 19.05 0.16%
C1355 546 589 20.11 20.15 0.20%
C1908 880 915 27.71 27.98 0.97%
C2670 1193 1428 31.38 31.57 0.61%
C3540 1669 1721 37.87 38.13 0.69%
C5315 2307 2487 34.69 34.98 0.84%
C6288 2416 2450 80.04 80.93 1.09%
C7552 3512 3721 28.78 29.01 0.80%

Table 3.3. The circuit delay of several benchmark circuits
before and after HCE degradation. Vpp = 5 V.

earlier, after degradation, the nMOS transistor current driving capability decreases and the
pMOS transistor current driving capability increases. However, since nMOS degradation is more
severe than pMOS degradation, any speedup caused by the pMOS transistors is overshadowed
by the slowdown in the nMOS transistors. Thus, the results shown in Table 3.3 are slightly on
the conservative side.

However, with the decrease in feature size and the corresponding increase in circuit density
on a chip, capacitive coupling, which may cause voltage overshoot, can no longer be ignored
[52]. In addition, many IC manufacturers allow 5 - 10% margin tolerance for supply voltage. We
therefore simulate the same set of circuits with 5.5 V as the supply voltage. The same input
signal statistics are applied; that is, one event is assigned to each primary input, with 50 ns as
the clock cycle (100 ns for C6288). After a simulated ten years of continuous operation, the
circuit delay values are shown in Table 3.4. With the 0.5 V increase in supply voltage, after ten

years of continuous operation, some circuits experience a significant delay increase. For example,
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Circuit || #gates | #nodes | delay (ns) | delay (ns) | delay (ns)
before HCE | after HCE | increase
C432 160 198 17.98 18.21 1.28%
C499 202 245 14.18 14.30 0.85%
C880 383 445 16.40 16.61 1.28%
C1355 546 589 17.32 17.49 0.98%
C1908 880 915 23.90 25.54 6.86%
C2670 || 1193 1428 27.07 217.84 2.84%
C3540 1669 1721 32.67 33.89 3.73%
C5315 2307 2487 29.93 31.13 4.01%
C6288 || 2416 2450 69.19 77.81 12.46%
C7552 3512 3721 24.83 25.69 3.46%

Table 3.4. The circuit delay (longest path (L.p.)) of several
benchmark circuits before and after HCE degradation. Vpp = 5.5 V.
C1908 posts a 6.86% increase in circuit delay and the delay increase for C6288 is almost 12.5%.
With this amount of delay increase, the effect of HCE on circuit performance can no longer be
ignored. In the next subsection, we show the results of applying the redesign strategies and the
optimization algorithms described above and compare their abilities in suppressing HCE-induced

degradation and enhancing circuit performance.

3.6.2 Simulation results of redesign strategies

The results of redesign improvements are shown in Table 3.5, which shows the impact of
applying three strategies, namely, increasing transistor widths, adding normally-on transistors,
and interchanging input lines, on benchmark circuit C3540. We set the criteria of local redesign
to be normalized N;; equal to 5.0 for individual transistor damage and 0.05 ns for subcircuit
delay increase. We also assume the equivalent resistance of the normally-on transistor to be

one-fourth that of a normal nMOSFET. As can be seen from this table, increasing transistor
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C3540 # of nMOS transistors in each damage level Circuit delay (ns)
<1.0]1.0-20]2.0-303.0-40]40-50[>5.0 after HCE
initial || 959 177 142 118 189 2167 33.89
(1) 959 177 142 177 451 1846 32.84
(2) 3211 176 138 72 155 0 33.26
(3) 967 199 150 112 215 2109 33.87

Table 3.5. (1) Increasing the width of critical transistors by 75%.

(2) Adding a normally-on transistor. (3) Interchanging input lines.
widths can improve circuit delay but have less improvement on transistor damage. The reason
is that HCE damage is a weak function of device width. Adding a normally-on transistor, on
the other hand, does eliminate HCE degradation in all the critical transistors, while the circuit
delay is improved compared to that for the damaged circuit. However, both strategies increase
the total circuit area by 20%, assuming the normally-on transistor occupies the same area as one
regular nMOSFET.

The strategy of interchanging input lines has little effect on circuit area. However, its ability to
enhance circuit performance of this particular circuit is limited. As shown in the table, 58 of the
2167 transistors in the highest damage level moved to lower damage levels after interchanging the
input lines of 192 NAND-type gates. Some other transistors may also experience less degradation,
but still remain at the same damage level. The circuit delay, however, does not improve to a
significant degree. The reason is that interchanging inputs, although it increases reliability, does
not improve the performance of the gates on the critical path when the gate is a NOR type, or
when the top nMOS transistor in a gate already has the least switching frequency. If more than
half of the gates on the critical path are in either situation, which is the case in this example,
then we could not expect the strategy to have any significant effect on circuit performance

enhancement.
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As pointed out above, increasing the width of all the critical transistors can enhance the circuit
performance at the expense of circuit area. Since many of the most susceptible transistors may
not be on the critical path, it is not necessary to resize these transistors. In the following we
present the results of applying the cell-based gate sizing algorithms [49] to area/timing/reliability
optimization of the benchmark circuits. We use the circuit delay of the fresh circuit after the
first pass area/timing optimization as the timing constraint that the damaged circuits have to
satisfy after ten years of continuous operation.

Table 3.6 demonstrates the application of gate sizing on several benchmark circuits to com-
pensate for the delay increase caused by HCE. Three delay values are associated with each circuit.
They represent the circuit delay of the initial circuit, the damaged circuit after ten years of oper-
ation, and the optimized circuit delay after ten years of operation. The supply voltage is chosen
as 5.5 V. As can be seen in the table, only a small number of the gates have to be resized. For
every circuit under test, less than a 1% increase in circuit area is observed. The results justify our
usage of the simplified gate sizing algorithm in the redesign phase, as explained in Section 3.5.

Among these strategies, it is shown that gate sizing is the most efficient method. This
conclusion is based on the assumption that minimizing circuit-level performance degradation (in
this case, delay increase) is more vital to the circuit designer than the degradation of individual
devices, provided the circuit area increase is minimal. Although adding a dummy transistor,
increasing the width of the critical transistor and increasing the width of pMOS pull-up block
may improve HCE reliability, their impact on circuit area should not be ignored. Our conclusion
is that the best strategy for improving hot-carrier reliability is first, to improve process technology

and device structure so that the transistors are more HCE robust; second, to reorder gate input
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g

Circuit || #gates | #nodes longest path delay (ns) # gates | area
initial | after HCE [ optimized | resized | increase
C432 160 198 17.98 18.21 17.85 1 0.12%
C499 202 245 14.18 14.30 14.08 2 0.45%
C880 383 445 16.40 16.61 16.29 3 0.16%
C1355 546 589 17.32 17.49 17.10 8 0.35%
C1908 880 915 23.90 25.54 23.65 16 0.71%
C2670 || 1193 1428 | 27.07 27.84 26.70 5 0.18%
C3540 || 1669 1721 | 32.67 33.89 31.93 13 0.29%
C5315 || 2307 2487 | 29.93 31.13 29.41 15 0.20%
C6288 || 2416 2450 | 69.19 77.81 - - .
C7552 3512 3721 24.83 25.69 24.44 9 0.09%

Table 3.6. The circuit delay of several benchmark circuits
before HCE, after HCE, and after gate sizing. Vpp = 5.5 V.

signal lines based on signal switching frequency; and third, to selectively add dummy transistors

and increase widths for the most critical transistors, only when absolutely necessary; and, finally

to employ either transistor or gate sizing for delay optimization.

3.7 Summary

A system for circuit HCE reliability estimation and redesign has been presented in this
report. This system applies probabilistic simulation techniques to find critical nMOS transistors
that might have excessive HCE degradation and to provide redesign guideline information on
minimizing HCE effects on long-term circuit performance. The simulation results show that
this approach is very efficient for long-term performance enhancement of CMOS combinational
circuit blocks in synchronous sequential logic designs. The focus has been on design optimization
at the physical layout design level. It is also clear from this study that reliability and low power

go hand in hand since they both depend on current flows in the circuit. At the individual logic
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gate level, reliability as well as power are directly related to the average switching activity of
the gate. Thus design for reliability has to be carried out at all levels of the design process,

from architectural level to layout and device levels, together with a design optimization for area,

timing, and low power [53].
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4 Summary and Conclusions

In this report we have described our recent work on reliability estimation and design for
reliability of integrated circuits. The report summarizes the work done on two tasks: one is
current and reliability estimation of sequential CMOS VLSI circuits, and the other is circuit
design for hot-carrier reliability.

Many reliability issues in an integrated circuit, such as electromigration and hot-carrier-
induced degradation, are directly related to the average current flow in the design over time.
The average current drawn by a CMOS di_gital gate embedded within a design, which determines
collectively with currents drawn by other gates in the design the average current flow in the
lines. The average current that flows in the devices within a gate, determines the HCE on the
device. The average current drawn by a gate depends on the switching frequency of its output
signals under expected operating conditions, as well as device characteristics, loading, and gate
input slew rates. A first step in estimating the average current flow in a gate is thus an accurate
estimation of the switching frequency of the signal at its output.

Most existing current estimation techniques, including our previous work, have been limited
to combinational circuits, while practical designs are sequential. Our approach, which we have
described in this report, considers synchronous sequential circuits, and applies a combination of
statistical and probabilistic techniques to estimate the current in a hierarchical fashion. First,
simulation-based statistical Monte Carlo techniques are applied to a functional or RTL-level
description of the design to obtain the statistics of the signals at the outputs of the latches.
These statistics are then used to estimate the currents drawn by the latches themselves as well

as form inputs to the combinational blocks. The combinational blocks are then analyzed using
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probabilistic techniques with more detailed models of the circuit, including device characteristics,

loading and delay calculation.

A number of new techniques have been developed as part of our approach. First, the conver-
gence limits of the Monte Carlo are preset based on user-specified level of confidence and error
bound criteria. Second, in order to determine when convergence occurs, the design is simulated
starting from two different initial states and the signal statistics are monitored as the simulation
progresses until they ‘converge to each other. This convergence detection criterion is based on
the fact that the final signal statistics are independent of the initial states. Third, to speed up
convergence, filtering techniques are applied to remove noise in the results as the simulation is
progressing. Moreover, parallel simulation techniques are used to speed up the simulation. As
a result of all these techniques, we have been able to analyze circuits containing up to 20,000
gates with more than 1400 latches in less than 5 hours on a SUN SPARCI10 workstation. How-
ever, we have observed that in all the circuits we have simulated, very few latches have very low
switching activity, and thus slow down the convergence unnecessarily. By applying a different,
more relaxed convergence criterion to the low activity latches, our preliminary results show that
we can reduce simulation time for the largest circuit from 5 hours to less than 30 minutes. We
are currently investigating this selective convergence criterion in more detail.

Currently, the high-level Monte Carlo statistical simulator and the probabilistic combinational
circuit simulator are separate and not directly linked. We are in the process of combining the
simulators into one, so that the user will not have to perform two separate simulation runs.

The second task we have included in this report is circuit design for hot-carrier reliability.

HCE in a device depends on its operation within a given design. Different devices within a design
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degrade at different rates, depending on their operating conditions. HCE-induced degradation
in circuit performance, such as degradation in gate delay, increases at different rates in different
gates, depending on their switching activities. We have applied the results of the current esti-
mation task to estimate the HCE on the performance of combinational circuits embedded within
a sequential design. In estimating HCE-induced degradation in a gate, device characteristics,
input slew rate, and output loading, in addition to the switching frequency, are needed to obtain
good estimation. The results have been implemented in iProbe-d.

The main thrust of the work on HCE described in this report is on developing design strategies.
to reduce degradation effects on circuit performance. We have considered two design strategies:
one at the transistor and subcircuit level and the other at the overall circuit timing level. At
the subcircuit level, we developed a gate input signal line ordering technique to reduce HCE
without increasing the area of the gate. This is done by connecting the input signal line with
the highest switching activity to transistors that are connected away from the output mode of a
gate, whenever possible.

At the circuit level, we consider synchronous sequential circuits where the combinational
blocks are usually designed to meet certain timing specifications. In these circuits, the longest
or critical paths in the combinational circuit blocks are designed to be less than the clock pe-
riod. Timing/area optimization procedures are usually applied to accomplish this performance
objective. In our work, we use the results of the probabilistic simulation results, together with
available transistor HCE degradation models, to predict the degradation in gate delays and find
their effects on the timing of the longest paths in a given design. A timing/area/reliability opti-

mization procedure is then used to ensure that the design meets timing specifications in the long
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run, including expected HCE-induced degradation. Using this design approach, only a few gates
lying along longest paths have to be redesigned to ensure that long-term timing constraints are
being met. This is done with a minimal increase in area.

The device size we used in our CAD experiments was lum, with a corresponding HCE-
induced degradation model. In order to apply the performance/reliability optimization approach
to state-of-the-art submicron designs, a submicron HCE degradation model similar to the one
we used for the 1um model is needed for use in the design optimization system, such as ours.
In fact, with the push towards the deep submicron regime and with the continued shrinking of
feature sizes, reliability at the device, circuit, and interconnect levels is becoming increasingly
important. Our research direction is aimed towards design for reliability of deep submicron
VLSI circuit designs where HCE, oxide breakdown, electromigration in metal lines, cross-talk
and voltage-drop are becoming critical reliability issues to be addressed at the VLSI circuit
level. In this respect, accurate three-dimensional extraction techniques have to be developed.
Moreover, reliability estimation and design for reliability have to start at the architectural and
functional levels before the actual physical level design is implemented. To accomplish this,
high-level functional reliability modeling and estimation techniques have to be developed based
on low-level circuit, device, and process reliability measures, and incorporated into the design at

an early stage in the design process. This, of course, will not eliminate the need for design for

reliability at the physical design level.
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