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SPECIAL NOTE

This report documents the work accomplished during a six month intern-
ship by three graduates of the Air Force Systems Command (AFSC) Product
Assurance Engineering (PAE) intern program. The AFSC PAE intern program
was initiated in 1987 in response to the increasing awareness and
importance of reliability and maintainability in AF systems. Graduating
engineers are recruited and sent to school for one year of post-graduate
study in product assurance followed by a six month cn-the-job training
internship at an AFSC facility. The authors of this report: Frank
Fieldson, Jack Hewitt and Matt Plano served a six month internship at RADC
in the Systems Reliability and Engineering Division (RADC/RBE) from Jul 88
to Feb 89.

Readers who want more information on the RADC Fault Tolerant System
Reliability Evaluation Facility or who have questions/comments on this

report should contact Joe Caroli, RADC/RBET.
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1.0 INTRODUCTION

Modern day systems in various applications such as space, flight con-
trol and computer networks often employ fault tolerance in order to obtain
ultra high reliability. Many computer-aided reliability modeling tools
for fault tolerant systems are currently available. The tools have several
unique capabilities as well as limitations (i.e., ease of use, R&M figures
of merit evaluated, input parameters, and mission scenarios considered).
Use of the tools require a moderate to large computational facility and a
' good working knowledge of the modeling rationale and procedures embedded
in each. RADC/RBE has developed a Fault Tolerant System Reliability Evalu-
ation Facility consisting of a number of these tools. The requiréd
resources are now available at RADC to model a wide range of fault tolerant
systems and to assess and evaluate the reliability characteristics for

such,

The purpose of the facility is to provide computer-aided R&1 modeling
expertise in support of DoD system design and deveiopment activities. It
is intended that the facility resources will serve to verify the results of
contractor applied R&M modeling tasks and to help conduct design tradeoff
analyses. Design tradeoffs involve determining tne appropriaie degree of
fault tolerance required to achieve a desired availability, mean-time-
between-critical failure (MTBCF) or reliability over a given mission time.
The assessment of different fault tolerant strategies can be accomplished
to aid in conceptual design studies, engineering changes or demonstration

and validation activities.
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This report is intended to give an overview of the facility. The
capabilities and potential applications of the six software packages which
are part of the facility are outlined within. Section 2 provides
individual synopses of the resident tools depicting the capabilities,
strengths and weaknesses of each. Also found in this section is a matrix
comparing and contrasting the various attributes inherent to the tools.
Section 3 contains example modeling cases that were conducted using some of
the tools. Section 4 documents a survey of other software tools that are
available for reliability modeling of fault tolerant systems. In the
future some of these will also be evaluated for inclusion in the facility.
Both o1d and new tools were surveyed. Short abstracts of 27 tools are
found within. Reliability modeling of redundant/fault tolerant systems
has received a great deal of attention for many years. There is a need for
standardization in this area. Ever though many of the tools have unique
capabilities, many also have overlapping capabilities. New modeling tools
and techniques are always appearing in govermment, industry and academia.
The wheel is constantly being reinvented. A more standardized approach
would solve this problem and would center the focus on developing needed

modeling technology as opposed to duplicating that which is already exist-

ing. (At tha present time, mcucls do not exist to handle every fault
tolerant system conceivable in a timely and cost efficient manner.) To
give an idea of how much work was done in this area, consider reference
#13, RADC-TR-77-287, "A Redundancy Notebook" - this document was written
in 1977 and it addresses 32 methods of modeling. Hundreds of papers on
this topic have appeared in the International Reliability & Maintain-
ability Symposium Proceedings over the past 10-15 years. There are many

knowl edgeable people in this area, off working in their own direction. We
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stress the .ced for a unified, standardized approach within the DoD.

Section 5 summarizes and concludes this report.

The following tcols are presently resident in the facility.

NASA "CA.Z" - Computer-Aided Reliability Estimation

RADC "FASTER" - Fault Tolerant Architecture Simulation Tool for

Evaluating Reliability

NASA “HARP" - Hybrid Automated Reliability Predictor
AFHRL "MIREM" - MIssion REliability Model

RADC "REST" - REliability Simulation Tool

RADC “R&MAZTZ“ - Reliability, Maintainability and Availability

Analysis and Tradeoff Tool

The facility presently has the capability to modcl many different
fault tolerant system configurations ranging from a simple series -
parallel configuraticn to a complex path repairable system with imperfect
fault coverage. Various R&M figures of merit can be computed such as
reliability; lower and upper bounds on Reliability; Availability; Mean-
Time-Between-Critical-Failure (MTBCF) under various repair scenarios;
Mean-Time-Between-Maintenance-Action (MTBMA); Mean-Time-To-Repair (MTTR);

and others.
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2.0 DESCRI~TIONS OF RESIDENT TOOLS

This section provides an independent summary of each resident tocl in
the RADC Fault Tolerant System Reliability Evaluation Facility. Figure 2-
1 is a matrix outlining the resident software tools and their specific
modeling traits., The matrix along with the individual summaries can be
used to help determine the most appropriate modeling tool(s) for a specific

fault tolerant system configuration/scenario.
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FAULT TOLERANT SYSTEM RELIABILITY MO INS TOOL

CARE L[1_ HARP MIREM ]gg%zfz REST FASTER ‘
NASA Langliey NA% Langley AFHRL RARC T
arge —Med Large [Med-Large Small -Med Large
Fa*ure/Verified [Rel New/Und Ver New/Und Ver rﬂutun/hr New/Und Ver | Rew/Und Ver
UnrelTability for [RelTabdi.ity ReltTability RTTFF RelTabiTTty Keltfadtiity
hardware depletion |Phase-by-Phase Phase-by-Phase | Staady-State MTBCF MYBCF
Unreliability for |Reliability Reliability Mean Time Availabtlity | Availadility
Imperfect fault Rel Bounds MTBCF under Between Fafl - non- MTBF
Handl ing State Hrob & various repair| MTTR concurrence
associated ervor scenarios Avatlabilicy repaie durir
terms MTBF & downtime
Rel for imperfect IRel Bounds MIL-STD-781
fault handling MTBMA decision
risks
Lﬁol?!o!uﬂm Type Seal Markov/ Non-Romogeneous Rel tquatTons | Rel tquations onte Carla Wonte Carlo ]
Numerical Markov/Nuserical & Algorithes 3 Algor{thms Simulation Simulation
Integration Integration
Fault Tree Faglt Tree or ReTTabiTity eTia Y ¢ y RellabiTity
System State Block Dfagram PBlock Dfagram B8lock Ofagram [Block Dfagram
Dfagram
very Friendly Very Friendly Yy ery maly endly Friendly
T;Tp'omr}fhf or  (Exponential or Exponential ponential Fponen‘ﬂal Exponential or |
Wetball Weibull (for non- Weibull
repairadle Sys)
?‘w‘l‘t‘randnng/ Separate Model | c8 0 @Ts [RandTes Frac | W&o [Accounts Tor |[FlexidiTity will
Imperfect Coverage which {s one of which is of False fatlure rates lallow for
(Testadility) {ndependent of a simylation Alarms and & modes of different types
system size Fraction of switching of user created
Faults Detect. & diagnostic |fault handling
circuitry for
11w ted
fM“ gurations
Yo Yes Yes —Yes ®ited at Yes
this point
Wo No Ves Ro Yes Tes
Ro Ko Yes '] Yes Yes
Tes Tes - NO Tes Tes Tes
o Yu-:ilﬁim‘ln Yes o Yeas Yes
nly
artially Powered No o To Ro Ves
Redundancy
{flexed spares)
CompTex Path Sets Yes Yes BLC) No Yes Yes
(Nonseries-Parallel)
Critical Pairs Yes (T3 — NO No Yes
Tnternal/Mal tiple Tes Tes Yes-UTmi ted 0 Tes Tes Tes
Levels of Redundancy 2 Levels with-
out “Group"
feature
Graphics CapabliTties | WIth DISPLK or NG Ves o No Wo
TEMPLATE Package
can graph time vs
unrel. & some
coverage functions
Handies Uistributed Tes Tes{nonrepairable) Ho o Tes Tes
Processing Architect.
l1.e. LANS, Ring
‘NQMrt. Star etc. ;

Figure 2-1
Characteristics of Fault Tolerant System 2el{ability Modeling Tools Resident at RADC Evaluation Facility




Downloaded from http://www.everyspec.com

2.1 CARE III

CARE III (Computer-Aided Reliability Estimation) is a fault
tolerant system reliability analysis software tool codeveloped by the NASA
Langley Research Center and the Raytheon Corporation. Although CARE III
was originally designed to analyze digital flight control systems, it is
applicable to a wide range of very large, ultra-reliable, fault tolerant

systems. The CARE III model solution technique is Markov Analysis.

The input file for CARE IIl is generated by using the CARE3MENU user-
friendly interface program. CARE3MENU is a menu driven program which is
designed to reduce input time and user errors. The input of a CARE III

system model is broken into the following procedures:

- Stage descriptions

- Fault handling models

- Fault occurrence models
- Fault-tree descriptions

- Qutput control/format selections.

The system to be analyzed is described by breaking it into stages.
Each stage is composed of N identical modules, of which M must be function-

ing for the system to function.
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Internal redundancy can be modelled in the stage description section
of the input. This is when a module contains a group of redundant
components or submodules. Using this feature can greatly reduce input time

and computation time for more complex systems.

After the stage descriptions, the user can input up to five fault
handling models for the system. The CARE III general fault handling model

is shown in Figure 2-2 (reproduced from P. 11, CARE III Model Overview &

User's Guide).

FIGURE 2-2

CARE III General Fault Handling Model
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Model States

A - Active Fault - Latent fault state with no errors

AD - Active Detected - Detected fault/error state

AE - Active Fault Error - Latent fault and error state

DP - Detected as Permanent - Module permanently isolated from system
F - System Failure

B - Benign fault state, no errors

BE - Benign fault, latent error state

BD - Benign Fault, detected error

Fault-handling Model Variables

§(t') = Self-test rate {exponential or uniform)

p(t') = Error generation rate {exponential or uniform)

e(T) = Error detection rate (exponential or uniform)

3 = Intermittent or transient duration rate (exponential)
B = Intermittent benign-to-active rate (exponential)

C = Error recovery probability

Py = Retire module (active fault) probability

Pg = Retire module (benign fault) probability

NOTE: 3 = 0 for permanent faults

B = 0 for permanent or transient faults
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The next step is to define fault occurrence models for each stage. A
fault occurrence model consists of a failure density function, which can be
either an exponential or a Weibull distribution, and the associated fault
hand1ing model. Up to five different fault occurrence models (i.e.
permanent, transient, intermittent) may be defined for each stage. For a
stage with internally redundant modules, fault occurrence models must be

defined for the submodules and for the nonredundant portion of the modules.

The system configuration is described by building a system fault tree.
The fault tree describes all possible stage failure combinations which
lead to system failure. fhis notation can be used to model either the
common series/parallel combinations or more complex configurations which

cannot be represented as a serial or parallel configuration.

CARE III also allows for the definition of "critical pairs". A criti-
cal pair is a pair of modules, either in the same stage or in different
stages which can cause a system failure if they both contain a fault. A

critical pair fault tree is input to define the critically coupled modules,

In the final input procedure, the user sets the system's mission time

and various output control parameters.,

The CARE III output file gives the user the unreliability (probability
of failure) for each stage at the user defined mission time t. The system
unreliability at time t is calculated and output .in two parts -unreli-
ability due to module depletion and due to imperfect fault handling. The

total unreliability is also included in the output.
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The user can also obtain plots of system unreliability (both
components and the total) from time O to mission time t by interfacing with
one of two commercially available graphics packages: DISSPLA or TEMPLATE.

At the time of this writing, RADC does not have this capability.
CARE III offers the user the following capabilities and advantages:

- The user-friendly interface, CARE3MENU, makes inputting a model
quick and easy, and helps minimize input errors. It also allows
the user to alter existing models, making corrections or tradeoff

analyses easy.

- CARE III can be used to model very large systems on the order of

106 Markov states.

- Exponential and Weibull failure distributions can be used. The
Weibull distribution allows the user to model wearout failures

common to mechanical and some electronic components.

- The user can define up to five fault occurrence models per state
and up to five fault handling models per system. This allows the
user to model many types of faults (permanent, transient,

intermittent, software faults, etc.).

- The fault tree notation used to model the system configuration

allows concise descriptions of very large, complex systems.

10
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However, the use of CARE III has the following limitations and dis-
advantages:

>

- CARE III cannot be used to model repairable systems.

- CARE III cannot model systems with standby redundancy. Only "hot
spares" which have the same fault occurrence and fault handling
characteristics as the in-use module can be modelled. The only
difference is that a hot spare cannot contribute to a critical pair

system failure.

- The fault handling model is defined in terms of parameters like the
self-test rate, error generation rate, error detéction rate, etc.
These parameters are not always easy to quantify, so caution
should be taken to make conservative estimates when exact data is

not available.

- CARE IIl does not calculate MTBF or MTBCF, which are relijability
parameters often called out in a specification or contract
requirement. CARE IIl results must be used as inputs to a

numerical integration to estimate MTBF or MTBCF,

- The CARE III mathematical model includes some assumptions and
approximations which introduce some uncertainty in the accuracy of

the calculations. CARE III does not give any estimate of the

possible error.

11
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2.2 FASTER

FASTER (Fault Tolerant Architecture Simulation Tool for Evaluating
Reliability) is a brand new teol that was recently developed by Sanders
Associates under an RADC contract. FASTER uses Monte Carlo simulation to
compute various reliability figures of merit for complex systems. The
results of che FASTER program can be summariied in several different
fashions. The nature of the output is dependent on the specific details or
properties that the user wishes to obtain. FASTER uses a "timer probe"
approach which allows the user to select certain system variables to be
monitored. In any given simulation, there are many possibilities to
examine. Such possibilities include: system and subsystem MTBF, reli-
ability, availability, MTBCF and specific figures of merit relative to

various operating and failure modes inherent to the given system.

The "timer probe" is used to determine the length of time a particular
system or subsystem is in a specific mode (i.e. on, off, standby, degraded,
failed, etc.). "Timer probes" can be placed at the end of the system to
measure overall system "up time" as well as on internal subsystems to
obtain dependency information. The probes can be set up to compute the

various figures of merit desired.

Complex systems are represented by using a hierarchial building block
approach, A block diagram is used to model subsystem interaction. Each
subsystem has a mode graph and each mode in the mode graph has a
"functional" transfer function. The combination of state transitions and
“functional" transfer functions form the basic wunit of subsystem

representation. A subsystem is referred to as a primitive. A complex

12
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system can be composed of many primitives which interact through connec-

tions or interfaces.

Interactions between subsysters M > P] P2‘

A
(:%ailedxa
vegraded)

Functional transfer functions for each node <j-—EEErTH;:: :J;ﬂi‘
| -I_ - e

FIGURE 2-3
FASTER Modeling Me thodology

Figure 2-3 illustrates a sample system with three interacting sub-
systems (primitives Pys Py and P3). The "M" primitive signifies Mission
and is necessary for every modeling activity. The subsystem modes for
primitives P2 and Py are illustrated as well as some functional transfer
functions. Functional transfer functions serve to "wire up" the system
diagram 50 as to take into consideration all system and subsystem inter-
actions. These intéractions are described in terms of input and output

resources, Subsystems may not be able to perform their functions if they

13
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do not 1eceive the proper input resources from other subsystems. This
feature allows a "rich" description of subsystem interoperability and a
near exact relation to a mission scenario. This also allows for the
consideration of feedback from one subsystem to another. Feedback is used

to model imperfect switching testability features.

This method of system representation allows the user to use a system
engineering approach. The FASTER system model closely relates to the
actual system being simulated. This makes it easy for the user to under-
stand the modeling orocess and to see how the relationships between sub-

systems impact overall system performance.

There are two editors in FASTER which are used to define a system for
simulation. These are the "primitive editor" and the "top level editor".
The "primitive editor" is used to define system primitives which represent
the subcomponents of a system to be simulated. The "top level editor" is
used to combine primitives together to form the overall system descrip-
tion. The primitive editor obtains this information from the user. For
"exit conditions", the primitive editor requests appropriate information
which is dependent on the specific exit condition selected. For example,
if the exit condition is a "failure", the editor requests which failure
equation is to be used. [f a constant failure rate is selected, the editor
then requests a single number relating to the MTBF. If a non-constant
distributicn is used, the editor will prompt the user for a set of numbers
which represent the distribution of failures. Thus, the editor guides the

user by identifying what type of information is needed.

14
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The primitive editor also requires that the user describe a functional
transfer function for each mode in the graph. A functional transfer
function is formed by selecting a set of operators from a list of simple
logic and threshold functions. These operators are connected together to
form the functional transfer function. To assist the user, the primitive
editor prompts the user for connection data which describes how to combine
the selected elements. The resulting primitives are stored on a disk file
for later use by the high level editor. An example of the operation of the

primitive editor is presented in Section 3.

FASTER also has a mission editor which is used to define a scenario or
mission for the system being simulated. The user specifies the "external®
inputs to the system being simulated. Examples of external inputs are

control inputs (which turn the system on and off) and mission 1oad.

The "top level editor" is used to combine primitives together to form
the system to be simulated. In a fashion similar to the primitive editor,
it generates displays which indicate what information or inputs are to be
supplied to the user. This information deals with connecting and inter-

facing the primitives together.

The "simulation engine" is the heart of FASTER. This iswheresubsystem
and system failures are randomly generated. The simulation type is Monte
Carlo. Details of the "simulation engine" are not included in this

writing.

15
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2.3 HARP

HARP (Hybrid Automated Reliability Predictor) is a reliability
prediction software package developed by Duke University under sponsorship
of NASA Langley Research (Center. The software package uses a concept
called behavioral decomposition in its solution technique. That is, the
system 1is divided into submodels according to behavior rather than
structure. Each submodel is solved individually, and the results are
integrated to obtain the system reliability. The HARP model solution
technique is a Markov analysis. The user's input is converted to a Markov
chain, which produces a series of ordinary differential equations. These
differential equations are solved to generate the state probabilities of
the Markov chain. The reliability is then determined from the sum of the

state probabilities of the system's operational states.

The two submodels utjlized by HARP are FORM (Fault Occurrence and
Repair Model) and FEHM (Fault/Error Handling Model). FORM is the mode!
which contains information concerning system architecture such as series-
parallel configuration, redundancy, failure rates, and repair rates. FEHM
stores data on fault coverage such as parameters for imperfect switching,
false alarms, and error detection. Use of the Fault/Error Handling Model
is optional, allowing the user to model systems with the assumption of
perfect coverage for all faults in redundant modules. The user would then
be assuming that all faults are hard faults, and that the system will
switch perfectly to a new operational configuration after each fault.
Therefore, HARP allows the user to model simple systems and complex systems

using the same solution technique.
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The fault-occurrence and repair model is input to the program in the
form of either a fault tree or a Markov chain (for repairable systems). In
the case of a fault tree, each component or module is entered as a basic
event., Basic events are entered with replication factors, so a group of
similar parts can be entered at the same time. These basic events all feed
into logic gates at the next level. Logic gates used are AND, OR, and K/N
gates. AND gates are used for parallel configurations while OR gates are
used for series configurations. K/N gates are used where K failures of N

péra11e1 components will result in failure of the parallel set.

Markov chains are entered by states. In any given system, all possible
operational and failure states must be considered and accounted for. Each
state is entered along with the probability of entering another state
(known as a "state transition"), either by failure of a component or by
repair of a component, A Markov chain must be used {instead of a fault

tree) if the system is repairable or if the system has standby redundancy.

When the user wants to account for the effects of imperfect fault
coverage, a fault error handling model is included. This can be used with
either the fault tree or Markov chain FORM. HARP automatically converts
fault trees into Markov chains for solution. The FEHM is then placed
between states in the Markov chain to account for the probability of
transients, intermittents, and errors in detecting hard faults. Different
FEHMS and parameters may be used ai each siave iransition to allow for
different coverage characteristics at different locations in the systems

configuration. Based on the wuser's input of imperfect coverage
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calculates at each transition the following

Probability of restoring the system after correctly
recognizing the fault as a transient and before a

second interferring fault occurs.

Probability of reconfiguring the system success-
fully after recognition of a permanent,
intermittent, or transient fault, where the

transient is mistaken as permanent.

Probability of system failure due to a single point

failure.

Probability of system failure due to the occurrence
of a second fault before one of the previous 3
exists is reached. This is referred to as a "near

coincident fault".

When a fault occurs, the FEHM is entered at the state transition and an

exit is chosen based on the above probabilities.

HARP offers the user a choice of seven FEHMS to calculate the exit

probabilities. Each one can be used to model a different type of coverage

situation. Following is a 1ist of the models:

18




Downloaded from http://www.everyspec.com

1. ESPN - Extended Stochastic Petri Net

2. CARE III - Computer-Aided Reliability Estimation

3. Probabilities and Distributions

4, ARIES - Automated Reliability Interactive Estimation System
5. Probabilities and Moments

6. User - Defined Exit Probabilities

7. Perfect Coverage

The user specifies a FEHM to go with each component type in the system.
HARP automatically calculates the exit probabilities and the distribution

of time to exit. The probability of a near coincident fault is also
calculated. These probabilities are figured into the FORM to reflect the

impact of coverage on the state transitions in the Markov chain.

The Extended Stochastic Petri Net is the HARP default FEHM. ESPN is a
simulation which temporarily assumes all faults are transient and simu-
lates the recovery process. User inputs include distribution of time for
each simulation activity, probabilities of correct error detection, fault
detection, fault isolation and reconfiguration. Also included in user
input are the number of transient recovery attempts, the percentage of
transient faults, the desired simulation confidence level, and the desired
percentage of error. The coverage factors are derived from the probabili-
ties of reaching points in the simulation that correspond to the different

factors.

The CARE III model is the Markov process FEHM described in the CARE III

section of this report.
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Probabilities and Distributions are simply user-defined exit probabil-
ities for transient restoration, permanent coverage, and single point
failure. Time to exit distributions for each of these probabilities are
also input and used to determine the probability of a near coincident
fault. HARP calculates the coverage factors (including the effect of near

coincident faults) that are reduced to a branch point in the Markov chain.

The Probabilities and Empirical Data option also utilizes user-defined
exit probabilities. However, the time to exit distributions are
determined from user-supplied histograms of time to exit data. Again, the

coverage factors are reduced to a branch point in the Markov chain.

The ARIES coverage model 1is a phase-by-phase transient recovery
process. The user supplies the number of phases, the phase duration, and
the effectiyeness at eaéh phase (duration and effectiveness are constant
for all phases). If a phase proves effective at detecting a transient
fault, normal processing resumes. If it is ineffective, the model goes on
to the next phase. If all phases are completed, indicating a nontransient
fault, permanent fault recovery is initiated. System failure occurs when a
phase is 1ineffective at detecting a transient and ineffective at
proceeding to the next phase. The probability of a near coincident fault
is determined from the phase duration and the number of phases needed for

permanent fault recovery or transient restoration.

Probabilities and Moments 1is similar to the Probabilities and
Distributions model in that the user defines exit probabilities for

permanent coverage, transient recovery, and single point failure.
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However, instead of specifying distributions for time to exit, the user

inputs the first three moments or points in time when each of the three

exits can be made. Near coincident fault probability is then derived from

these times to exit and exit probabilities.

The user also has the option of specifying perfect coverage for a
specific component type or for all component types. Additionally, if a
certain transition in the Markov chain is characterized by a specific FEHM
different from the component type FEHM, the component type FEHM may be
overridden for that transition. In this way, the user has the ability to

define a different FEHM for every transition in the Markov chain.

User inputs to HARP are varied. For a simple ﬁerfect coverage model,
the only required inputs are failure rates, repair rates, and system arch-
itecture in the form of a fault tree or Markov chain. The configuration of
the system can be input textually or graphically (on a Vectrix or IBM PC
AT). The failure and repair rates can be constant, + variation (for
repairable systems), exponential (for nonrepairable systems), or Weibull
(also for nonrepairable systems). As mentioned before, however,
repairable systems can only be modeled with a Markov chain. Both the fault
tree and Markov chain FORM's are stored in data files so that changes can
easily be made. For an imperfect coverage model, the additional user
inputs are those required by the FEHM for each component type. An option
to eliminate consideration of near coincident faults is given to the user,

and this greatly reduces the number of input parameters.
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HARP's output is expressed as reliability at a specific time. This
time can be divided so that the reliability is given incrementally over a
period of time. The reliabilities and times are stored in a data file as «x
and y coordinates that can be used to plot the reliability as a function of
time. Also provided at the user's option is a listing of reliability
bounds (upper and lower) that are calculated using a parametric
sensitivity analysis. For Markov chain FORM's, HARP provides state
probabilities for any states of interest to the user. Failure state
probabilities are automatically provided, as well as the probabilities of

single point failure and failure by redundancy exhaustion.

HARP offers the user the following capabilities and advantages:

Ease of input

Ease of parameter changes

Ability to model repairable systems

Ability to model complex path sets

Ability to model dissimilar redundancy

Ability to model wide range of fault handling character-

istics

Unfortunately, HARP has the following limitations and disadvantages:
- Markov chains are required to model repairable systems
and standby redundant configurations. This can be
cumbersome, if not impossible for anything but smal)
systems
- Markov chains are limited to 10,000 states

- No scheduled maintenance scenariors
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Failure rates must be constant for repairable systems

Not useful for steady state analysis

Model is sensitive to stiffness (relative difference

between faijlure rates)

23
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2.4 MIREM

The MIREM (Mission Reliability Model) was developed by members of
the Georgia Institute of Technology and The Analytic Sciences Corporation
(TASC) in accordance with work sponsored by the Air Force Human Resources
Laboratory (AFHRL) from the period of March 1982 to March 1986. MIREM is a
fault tolerant system reliability modeling tool which accounts for the
impacts of redundancy, self repair, scheduled maintenance, imperfect
Built-In Test (BIT) and switching, and various repair scenarios. [t was
developed to evaluate mission reliability, sustained operating capability
and availability of electronics systems. MIREM was initially developed to
model the Integrated Communication, Navigation and Identification Avionics
(ICNIA) System. The ICNIA system makes use of modular avionics to inte-
grate many functions into a highly réconfigurab1e design. MIREM is most
useful for modeling systems similar to ICNIA, but can be used for other

applications as well.

The program can best be described by explaining its structure and the

basic terminology used for inputting a system architecture.

The program structure consists of two basic programs, a data entry
program and a computational program. The data entry program consists of
two main files. The first file is an architectural file which is used to
describe the system configuration. The second file is a scenario file
which describes the mission and the basic run parameters. Once the data
entry program creates the two files, the computational program then uses

them to compute the MIREM outputs (Reljability, MTBCF, etc.). An overview
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of the program structure is shown in Figure 2-4. This figure was extracted

from Page 2 of the "Mission Reliability Model Users Guide".
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FIGURE 2-4

MIREM Program Structure

To effectively use the MIREM prcogram, a user must have a good grasp of
the basic terminology utilized in describing a system architecture. A
resource is at the lowest level and is the basic unit for a system
structure. Each unique resource is assigned a failure rate and a mean-
time-to-repair along with other characteristics which will be discussed in
the input section of this report. A pool is a group of resources arranged
in a parallel manner. Branches are alternate identical paths within a
specified pool. Each branch contains one or more resources in series. A
chain is a group of resources and/or pools in a series configuration. A
pictorial display of the MIREM terms is displayed in Figure 2-5. This

figu-e was extracted from page 10 of the "Mission Reliability Users Guide".
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MIREM Terminology
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MIREM Input/Output

The MIREM input is accomplished by using the data entry program named
"DATAIN". As stated in the introduction, the data entry program creates
two files, an architectural and a scenario file. The files can be created
by an experienced MIREM user without the use of DATAIN, however, its use is
recommended for an inexperienced user. The inputs to the architectural
file must be accomplished before the scenario file because the scenario
file utilizes some of the input from the architectural file. The architec-

tural file consists of the following six main topics:

- Functions
- LRM/LRUs
- Resources
- Chains
- Pools

- Architectural File Name

Each of these main topics required the input of many variables associated
with them. The "Functions" and "LRM/LRU" only need an inputted name for
each group. The "LRM/LRU" is an optional input. The "Resources" topic
requires a resource identification number, the quantity of resources, the
resource failure rate (per million hours), the distinction of resource or
interconnection, the mean-time-to-repair, and the resource name. The
topic of "Chains" requires a chain number, a parallel chain number, a chain
pair name and the number of functions in the chain. The "Pools" topic
requires information about all pools within the system. The information

needed for the "Pools" topic is a pool index number, the chain number the
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pool is within, a LRM/LRU name (if option is selected), a pool type (con-
tending, noncontending, shared pools, chain failed pools), the number of
branches within the pool, the distinction of active or standby redundancy,

the undetected failure rate, false alarm rate, and the minimum acceptable
level of repair. The final input is the name of the architectural file in

which all the above data is to be saved.

The scenario file is a file which retains data on the mission and the

basic run parameters. The scenario file consists of the following inputs:

-  total operating time

- simul taneous functions (Yes/No)

- Failure Rate Scale Factor

- Scheduled Maintenance

- Repair Sequence (Series/Parallel)

- Various output options

- Mission phase 1list (Phase number, Length, Phase name,
Critical functions)

- name of the file to save all scenario file information.

The MIREM output is created after the data has been stored in "“DATAIN"
and run in the "MIREM" program. The output is stored in "MIREM OUT".
There are eight output options. Any or all of these output options can be
selected to print out data. As stated above, the options are selected in

the scenario file. The eight output options are titled:

1)  Phase-by-Phase Mission-Completion-Success-Probability (MCSP)

29
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3)
4)
5)
6)
7)
8)
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Mean-Time-Between-Critical-Failure (MTBCF) Report
MCSP & Budget Output Option
Mean-Time-Between-Functional-Failure (MTBFF) Report
LRM/LRU Budget Report

Repair Policy Report

Testability Factors Report (BIT Option)

Testability Factors Report (BIT MTBCF Option)

The contents of the outputs are self-explanatory, but if further

information is desired consult the "Mission Reliability Model Users Guide"

(reference 23).

MIREM offers the user the following capabil®*ies and advantages:

- Can be used to evaluate a specific architecture under various repair

scenarios (i.e. deferred, immediate, scheduled/preventive

maintenance, repair at degraded level).

- Computes many reliability figures of meri. (i.e. miour uader various

repair scenarios, Reliability, Availability, MITR, and Mean-Time-Be-

tween-Maintenance-Actions (MTBMA).

- Accounts for imperfect BIT and multifunctional shared resources.

- Low computation time for simple systems.

- Reliability block diagram input.
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Unfortunately, MIREM has the following disadvantages and limitations:

-  MIREM documentation is confusing to a new user.

- The "DATAIN" data entry program is hard to use and learning it is time

consuming.

- "DATAIN" makes no provision for using the "group" feature of MIREM.
Groups must be inputted directly into an architectural file. Such a
feature is needed for modeling internal levels of redundancy greater

than two.

- Limited to ten mission phases and two redundant shared chains.

- Caution should be taken when using MIREM since it -hasn't been formally

or fully verified. At times, certain features have been found to yield

inconsistent results. MIREM verification is currently being conducted

at RADC.
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2.5 REST

REST (REliability Simulation Tool) is a Monte Carlo simulation program
developed by engineers at the Rome Air Jevelopment Center. Given a fault
tolerant system configuration, component MTBFs, and repair rates, the REST
program calculates the system MTBCF, MTTR, reliability and availability.
Preliminary verification efforts have shown that the simulation results

are accurate to within 2% of the actual values.

REST also synthesizes reliability demonstration plans for fault
tolerant systems. This is useful because the reliability demonstration
plans in MIL-STD-781C are based on exponential failure distributions, so
they are invalid for systems with redundancy or fault tolerance since such

systems do not follow an exponential failure distribution.

REST can be used to model systems with the following attributes:

1. Full or partial standby redundancy
2. Multifunction operation
3. Complex series parallel configurations

4, Scheduled maintenance

The user describes the system by breaking it into sets. A set can be a
single component or it can be a group of N components of which M must be
functioning for the set to function. The user inputs MTBFs for each
component as well as other information which varies depending on the system

attributes chosen.
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If attribute 1 (full or partial standby redundancy) was chosen by the
user, a failure rate ratio must be input for every set with two or more
components. This ratio is a number between O and 1 which defines the
failure rate of a component when it is in standby. For example, if a
component has an active failure rate of .001 failures per hour and a
standby failure rate ratio of .1, the standby failure rate will be .0001
failures per hour. A standby failure rate ratio of 0 indicates that there
can be no failures of components in standby. If a set employs fully active

redundancy, the standby failure rate ratio will be equal to 1.

If the system to be analyzed performs multiple functions, or if the
user wishes to study degraded modes of operation, the multifunction opera-
tion option can be invoked. For each set the user would define N, the

number of components in the set and also M1, MZ"'Mn’ where:

Mi = Minimum number of components needed for the set to perform
function i
°i“1i"
n = Number of functions

REST will output MTBCF, relfability, and availability for each of the
system functions. REST automatically assumes the system is a straight
series combination of the defined sets unless attribute 3 - Complex series
parallel configuration is invoked. In this case, the user must specify

each of the pcssible paths of sets which allow for system operation.
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For example:

\

FIGURE 2-6

Sample System To I[1lustrate REST

This system contains five sets which may be individual components or

redundant groups of components., There are four functional paths for this

system, They are:

Path 1: Sets 1 and 4
Path 2: Sets 2 and 4
Path 3: Sets 2 and 5

Path 4: Sets 3 and 5

If functional paths are to be defined for a multifunction system, a

separate group of paths must be defined for each function.
Attribute 4: Scheduled Maintenance is invoked when the user wants to

simulate system repair at set intervals, This simulates the reliability of

a system which is periodically inspected and repaired.
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The user of REST has the option to calculate system mean-time-to-
repair and availability. To do this, MTTRs must be input for each
component. REST then simulates repair after every system criiica1
failure. Availability is calculated by dividing system uptime by the total
time. System MTTR is calculated by dividing the downtime by the number of

repair actions performed.

Another useful maintenance scenario possible for simulation is the
case of concurrent repair. This is when repair occurs whenever a component
fails and the system continues to function during the repair action. This
enhancement to the REST program is currént]y under development and should

be completed in the near future.

If the user wishes to formulate a reliability demonstration plan, REST
gives the following options:
1. Sequential tests where the user inputs the slope, intercepts
maximum number of failures and discrimination ratio.
-~
2. Sequential tests where the user specifies which MIL-STD-781

test is to be used. (Tests Ic-VIIIc)
3. A fixed length test where the user inputs the maximum test
time, the maximum number of failures and the discrimination

ratio.

4. A fixed length test where the user specifies which MIL-STD-

781 test is to be used. (Tests IXc - XVIIc)
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REST will then simulate the reliability demonstration and calculate
the producer's and consumer's risks. For sequential tests, REST also
calculates the average times to reach an accept decision, a reject
decision, and the overall time to reach a decision. This allows the user
to try several demonstration plans to find the optimum solution, knowing

what the allowable risks and time constraints are.
REST offers the following capabilities and advantages:

- Handles full or partial standby redundancy.

- -Hand]es complex configurations.

- Being a Monte Carlo simulation, the program offers a high
degree of flexibility.

- Can be used to simulate repairable systems.

- - Models multiple system functions.
However, the use of REST has the following limitations and disadvantages:

- Since REST is a Monte Carlo simulation, a small degree of
error results in the outputs.

- The program hasn't been completely verified.

- At this point in time, the users manual hasn't been

completed.

Efforts to verify, document, and add enhancements to the REST program are

currently ongoing at RADC.
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2.6  R&MAST?

The Reliability, Maintainability and Availability Analysis Trade-
of f Tool (R&MAZTZ) is a fault tolerant system analysis software package
that was developed by the Rome Air Development Center. The program is
designed to calculate the reliability parameters of repairable systems

with series-parallel configurations. To run the program, the user adds a

set of Fortran IV instructions which describe the system architecture,
repair rates, and failure rates. A knowledge of Fortran is helpful in
using the program, but not necessary. The instruction set is simple and
allows the user to describe any type of series-parallel system with ease.
After adding the instructions, the program is run as a whole and provides
the user with the system availability, steady state mean-time-between-
failure, mean repair.rate, and mean time to first failure.

2

The solution technique used by RaMA 2

T- is based on a series of
algorithms developed in RADC-TR-77-287, "A Redundancy Notebook", by Jerome
Klion (Reference 13). The algorithms of the program are an alternative to
the classical Markovian approach to the solution of redundant/fault tol-
erant system reliabliity (which is also used for both repairable and non-
repairable systems). Instead, a set of general expressions is used to
describe the availability of series-parallel configurations. These
expressions are developed from probability equations based on the assump-
tion that all units have exponentially distributed times to failure. For

example, in the case of a two unit active redundant parallel system, the

steady state availability is calculated using the following equation:

u2+2ku

Asys =
(A+y)2
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Where:

repair rate

>
" "

failure rate.

This equation is the limiting form of the probability that the system
is operational at any time t. This type of analysis is applied for similar
blocks which represent redundant suSsystems and 1is then combined to
determine the overall system parameters. Because the expressions are not
time dependent and don't involve lengthy matrix calculations peculiar to
Markovian analysis, large systems can be solved quickly with relatively
small amounts of computer resources.

Inputs toR&MAZT2 include system architecture, failure rates, and
repair rates. The Fortran instruction set basically defines each of these
parameters for each component or module in the system. Also included in
the instructions are calls to subroutines which calculate the reliabilit
parameters of each parallel or series block in the system. For instance,
to calculate the failure rate of a parallel 2 out of 3 similar redundant

block (block "B"), the user would include the following instruction:

BF

CPARL (3,2).

The user would then use "BF" as the failure rate for block "B" at the end of
the jnstruction set when determining the system failure rate. No actual
calculations are required in the instruction set. Instead, the purpose of
the instructions is to define the variables in the system, and to define

the block and system parameters basad on their architectures. The last
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instructions in the set describe the system in terms of the subsystem

blocks that have been built previously.

R&MAZT2 outputs results for each subsystem block as well as overall
system results. Outputs are in the order of block input, and finish with
the system level evaluation. [Included in the results are block steady
state failure rate, block steady state mean-time-between-failure, block
availability, block mean repair rate, and block mean time to first failure.
For those blocks that contain redundant elements, the program computes
state failure rates and state availabilities, where each state represents
a certain number of operational elements. | |

2T2 is included in the Optimum Reliability and Component Life

R&MA
Estimator (ORACLE), a reliability prediction program developed by the Rome
Air Development Center. ORACLE is a computerized version of MIL-HDBK-217
which calculates component level failure rates, and then calculates the
system failure rate for each module by a series analysis. These modules

can then be combined into a series-parallel system using R&MAZTZ.

A query
routine is provided which allows the user to build the system configuration
without having to insert the actual Fortran code. Unfortunately, in order
to use the query routine, the user must start at the part level to build
the system.

2

RAMA T2 offers the user the following capabilities and advantages:

Ability to model repairable systems.
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Ability to model 1large systems with a large number of
parallel components.

Easy to change parameters for tradeoff analysis.

""saful fo~ steady state analysic availahility

Can be used in conjunction with ORACLE for analysis from part
to system level.

Solution time is very small.

the use of R&MAZT2 has the following limitations and dis-

Limited in scope to repairable systems with exponentially
distributed times to failure and time to repair.

Instruction set can be tedious for large systems.

Cannot model complex paths, standby redundancy, or preventive
maintenance scenarios.

No provision for imperfect fault coverage.
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3.0 EXAMPLE MODELING APPLICATIONS

This section provides some sample fault tolerant system reliabiiity
analyses that were conducted using the RADC Fault Tolerant System Reli-
ability Evaluation Facility. The purpose here is to further illustrate the

capabilities of the facility.
The foi]owing system analyses are found within:

1. CARE III is used to model a rather complex digital flight
control system. The system is hypothetical and was created to illustrate

many of the CARE III features.

2. HARP is used to compute the reliability of a remote radar

subsystem with imperfect fault handling and coverage.

3. REST is used here to demonstrate the effects of two different

maintenance philosophies for the same system.

4, R&MAZT2 is used to determine the steady state availability,

MTBF, MTTR and Mean-Time-To-First-Failure (MTTFF) of a Local Area Network

(LAN) that is part of a world wide command and control system.
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3.1 MODELING A DIGITAL FLIGHT CONTROL SYSTEM USING CARE III

System Description

Figure 3-0 dapicts the convijuration of the example system. The lirst
stage consists of three inertial reference sensors arranged in a 2 out of 3
voting scheme, followed by a voting circuit which relays the sensor signals

to the digital computer stage.

~>{Comprtiua ¢ i

> o> {Sama

2 out of 3 2 out of 3

Legend

IRS - Inertial Reference Sensor

Vot A - Voter A

Comp - Computer

Sp - Spare

Hyd - Hydraulic Subsystem

Act - Actuator

Figure 3-1

Digital Flight Control System Reliability Block Diagram
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The digital computers and their associated buses are also arranged in a
2 out of 3 voting configuration. There is one spare computer and one spare
bus which can be brought on line in the event of a fault in one of the
original units. A second voting circuit follows the bus stage, to relay

signals to the control surface actuators.

The mechanical portion of the system consists of four pairs of control
surface actuators and three hvdraulics subsystems. Each hydraulics sub-
system consists of a hydraulic pump and two independent sets of hydraulic
lines. The system is configured so that each set of four actuators is
powered by one of these hydraulics gubsystems. The third hydraulic sub-

system is a redundant set which can power either or both actuator sets.
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Fault Handling Models

A1l stages of the system will exhibit perfect fault handling char-
acteristics with the exception of the computer and bus stages. Each of
these will exhibit permanent, transient and intermittent faults. The

narameters of the fault handling models are listed in Table 3-1.

Table 3-1

Fault Handling Model Parameters For Digital Flight Control System

FAULT COMPUTER BUS TRANSIENT INTERMITTENT
TYPE PERMANENT PERMANENT (BUS OR COMP) (BUS OR COMP)
a 0.0 0.0 36000 2100

B 0.0 0.0 0.0 3000

5 360 10000 360 360

P 180 0.0 180 180

e 3600 0.0 3600 3600

Py 1.0 1.0 1.0 1.0

Py 0.0 0.0 0.0 0.0

c .999 1.0 1.0 1.0

Footnote: Parts of this example are taken from examples in:
NASA Tech Memo 4011 "Tutorial and Hands-On Demonstration of a Fluent

Interpreter for CARE III", by A.L. Martensen and S.J. Bavuso, Nov 87.
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Fault Occurrence Models

The hydraulic subsystems and control surface actuators are modeled
using Weibull failure distributions. This QilI simulate wearout, which is
common in mechanical components. All other stages in the system are
electronic, therefore, they are modeled usjng exponential failure
distributions. The parameters of the fault occurrence models are listed in

table 3-2.

Table 3-2

Fault Occurrence Model Parameters For Digital Flight Control System

STAGE FAULT HANDLING A W
MODEL (Failures/Hr)
Inert. Ref. Sensor (None) 1.5x107° 1.0
Voter A (None) 2.0x1078 1.0
Dig. Computer Computer Perm. 2.4x10"% 1.0
Transient 3.6x107° 1.0
Intermittent 1.6x1074 1.0
Computer Bus Bus Perm. 2.7x1078 1.0
Transient 6.2x107* 1.0
Intermittent 3.7x107° 1.0
Voter B (None) 2.0x10°8 1.0
Hydraulics Mod. (None) 1.0x107% 1.3
Hydraulics Submod.  (None) 2.0x107 1.2
Actuators (None) 3.7x107° 1.1
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System Fault Tree

Figure 3-2 shows the system fault tree, which is used to describe all
the possible combinations of sfage failures which can lead to system
failure. If any of the events leading into the OR gate at the top (#37)
occur, the system will fail. Input events 1 thru 5 are the failure of the
inertial reference sensor stage, the computer stage, the bus stage, and the
two voting circuits. Each of the AND gates (#33-#36), and the events
leading into them, depict the possible failure combinations which will
cause the loss of both actuators of a pair (and therefore, system failure).
The loss of all three nydraulics sets will also trigger the AND gates. It
should be noted that fault tree notation is the only way to model this
configuration. It would be impossible to model this system using software

which only models series, parallel, and m out of n configurations.
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Legend

1 Input Event, failure of stage i

Stages

1. Inertial Reference Sensors 9. Control Actuator Al
2. Voting Circuit A 10. Control Actuator A2
3. Digital Computers 11. Contrcl Actuator B8]
4, Ccmputer Buses 12. Control Actuator B2
5. Voting Circuit B 13. Control Actuator Cl
6. Hydraulics Set A 14. Control Actuator C2
7. Hydraulics Set B 15. Control Actuator DI
8. Hydraulics Set C 16. Control Actuator D2

- "or" gate - occurrence of any input event causes output event

x[iit) e

X - “and" gate - occurrence of all input events causes output
[:::] event x.

Figure 3-2
System Fault Tree For Digital Flight Control System
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Critical Pairs Fault Tree

The computer and bus stages of this system are susceptible to
critically paired failures. If two of the three on-line computers
experience faults before the spare computer can be brought on line, the
voting circuit will not reach a majority vote and the system will fail.
The same is true if two of the three on-line buses fail before configura-
tion occurs.

Another type of critically coupled failures are those which occur
between stages. If a fault occurs in a bus and in one of the two on-line
computers not connected to that bus before reconfiguration occurs, there
will be two bad signals entering the voting circuit, which will cause
system failure. The fault tree representation of these critical pairs is

shown in Figure 3-3. This is needed any time there are critical pairs
present.
SYSTEM
FAILURE
18 N .
A Legend
, i - Input Event - failure of
1’ 16@ g module i
1. Computer A
@) G) CE;%SE% 2. Computer B
O - s “ 3. Computer C
4. Spare Computer
5. Bus A
25 Eg 6. Bus B
7. Bus C
8. Spare Bus
1) 2}

X "or" gate - occurrence of any input event causes the output
( 5 event x.

X "and" gate - occurrence of all input events causes the output
event x.

X "2 out of 3" gate - occurrence of any 2 input events cause the
A output event x,

Figure 3-3

Fault Tree Representationr For Critical Pairs
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Input/Output

The following was input into the CARE IIl program:
Failures rates as shown in Table 3-1
mission time = 20 hrs

Fault error handling models and fault tree descriptions

Figure 3-4 Illustrates output of the CARE III program.
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SUMMARY

INFORNMNATION:

Timg Q suUn -
(HOURS) 2 sun PegsSuUnN Peaumn
— — ——
1 Q. 00000E~00 0. 0Q000E+00 0. 00000E+00 Q. 00GOOE~+00
F] 9. 80392£-03 2. 09230E-09 2. 92249¢-10 2. 4@353€E-0%
k] 1. 96078€~02 5. 410336€-09 7. 84700€-10 6. 19303809
4 2. 94118€-02 0. 4201409 1. 17737€-09 9. 80331€-09
s 3. 92157€-02 1. 18494E-00 1. 370264E-09 1. J4396E-08
N 4. 90196E-02 1. 31107€-00 1. 96I30E-09 1. 70741E~-08
7 3. 8823%€-02 1. 83521€-08 2. 39674€-09 2. 07089€-00
] 4. 86279€-02 2. 13933E-08 2. 73034809 2 434386-08
L4 7. 84314E-02 2. 48348€-08 3. 14420€-09 2. 79790€-08
10 9. 90392£-02 3. 13174608 3. 227500 3. 32501800
11 1. 17647€-01 3. 78000€-08 4. 7221 YE-09 4. 232226-089
12 1. J7QIIE~-0 4. A3829E-00 3. 91278509 4. 97953E-08
12 t. 9. 0745QE-08 4. 30449¢-q9 3. 70493%€~-08
14 1. 76471E-01 S. 724746-080 7. 0¥734€-09 6. 43447E-08
13 1. 960708-01 &. 37298508 7. 89139E-09 7. 16211E-080
16 2. 19686€~01 7.02121E-08 8. 68634€—09 7. 88986E-00
17 2. 33294€-01 7. bb943E-08 9. 48294509 8. 61773E-08
10 2. 74510€-01 0. 9%6384£~00 1. 10793%£-08 1. 007389E-C7
1¢ 2. 137E~0L 1. 02623€-07 1. 26813€-09 1. 13304€-07
20 3. S2941E-01 L. 195872~-07 1. 4208835-08 1. 29973€-07
21 3. 12157E-01 1. 28330€-07 1. 3900%-08 1. 44451E~Q7
22 4 31373E-01 1. 81314E~07 1. 73193E-08 1. 39033€-Q7
23 4. 70588E-01 1. 54477E~07 1. 91433E-08 1. 7720E-07
24 $. 0P8Q4E~01L 1. 67440€-07 2 0T7I4E—08 1. 88214E-07
2s 9. 49030€-01 1. BO40IE-~07 2. 240975~08 2. 02013€-07
26 6. 27431E-01 2. 06320€~07 2. 37013%-00 2. 32030€-07
7 7. Q9882E-01 2. 322s2E-07 2. 90196&-08 2. 61372€-07
28 7. 84314€-01 2. 58176E-07 3. 236568-08 2. 90341E-G7
29 8. 42743601 2. 840988-07 3. §7407€-08 3. 19639€-07
30 9. 41176E-01 2. 10020€~07 2. 914996-08 3. 49146E-07
a 1. 0196 1E+00 3. 39941E~07 - 4. 23622€-00 - 3. 70323E-07
32 1. 09604£+00 J. 618616~07 4. 60913€-00 4. 07912E-07
3 1. 17647€+00 3. 97790€-07 4. 935386-00 4. 37334€-07
4 1. 33333E+00 4. 396158~07 9. bbb42E-00 4. 96280E~07
29 1. 49020E+00 4. 91448E-07 6. 39223e-08 S. 933708-07
3 1. 44704E+00 S. 43274E-07 7. 13372E-08 6. 146148~07
37 1. 80392E+00 S. 931026~07 7. 891736-09 6. 74019E~07
k] 1. 96078€+00 6. 44924E-07 0. 6671308 7. 33393€-07
39 2. 11763€E+00 6. 98742607 9. 46079€~-00 7. 93330E-07
40 2. 274316+00 7. S0337E-07 1. 02736E~07 8. $3293E-07
41 2. 43137€+00 8. 02349€~07 1 11062E-07 9. 13431E-07
42 2. 743108+00 9. 09982£-07 1. 28349€-07 1. 03433E~06
43 2. 05882E+00 1. 00996E~06 1. 46333E~-07 1. 19612606
4 3. 37293E+00 1. 1131 7E~08 1. 63483€-07 1. I78BIE-Q8
, 49 3. 68627E+00 1. 21474€~06 1. 95860€-07 1. 40260E~06
46 4. 00000E+00 1. 32020604 2. 07130E-G7 1. 52,43€-06
47 4. 31373E+00 1. 42384E-06 2. 29972E~07 1. 65241606
4@ 4. 62743E+00 1. S2737E-0s 2 32232e-07 1. 78060&~06
49 4. 94118E+00 1. A3089€-04 2. 78183E-07 {. 90907E~0s
%0 3. 368638+00 1. 837893€-06 3. 32210€-07 2. 17009E-06
] 6. 19608E+00 2. 04482E~04 3. 92133E-07 2. 43697€-06
s2 4. G23I5E~00 2. I91708-04 4, 32347E-07 2. 710248-06
33 7. 43098K+00 2. 43832E~06 S. 318458-07 2. 99039€-06
34 8. 07843€+00 2. 66529€~06 &. 12626€-07 3. 277920
s €. 70588E+00 2 87201€~04 7. 01213g-07 3. 57332E-06
b 9. 3333I€+00 3. 07867E~06 7. 98437€-07 3. §7710€-06
37 9. S407BESCH 3. 28327E~06 9. 04490€-07 4. 18974E~06
kL 1. 1215780 3. 49831E~04 1. 184536€8-06 4. 842467E-06
e 1. 24706€+01 4. 11112806 1. 427806-04 9. 33993€-06
“0 1. 3723%€+01 4. 32372K~06 1. 793736-06 5. ATAE~Op
o1 1. 49804€+01 4. 73408806 2. 13299€-06 7. 04907E~Os
.2 1. 42393E+01 $. J4822€-a6 2. 94344E-04 7. 91166606
3 1. 74903E+01 5. 76013E-04 3. 03CBE-0k 0. 81096€—06
- 1. 87431€+01 6. 17182E-0¢ 3. 99901E~-06 9. 7708JE~04
3 2. 00000E+01 &. 3852BE-06 4. 21190604 1. 07931E-09
" AFTER EXACTLY X STAGES HAVE FAILED 8Y 2. 0COOOE-OL
STAGE HOURS. PORTION OF THE UMRELIABILITY CAUSED BY:
FAILURES
FALT HANDL ING EXMAUSTION OF MODULES
———
] &. I8328E~04 9. 0O000E~00
1 x 3. 47960€-0s
H X S. J0283E-07
3 x 1. 92481E-09
. X 2. 44610812
s X 6. 01879€~18

TOTAL SYSTEM UMRELIABILITY AT 2. O00OCE+01 HOURS = 1. O7931E—03

Figure 3-4

CARE IIT Output For Digital Flight Control System Analysis
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Figure 3-4 illustrates Q sum - the unreliability due to improper fault
handling, and P sum - the unreliability due to exhaustion of models. Q sum
+ P sum equals the total unreliability. Outputs were generated at 65 steps
ranging from t=0 to t=20 hours. Also provided are unreliabilities for each
stage of the system. The total system unreliability is printed at the

bottom.
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3.2 MODELING A FAULT TOLERANT RADAR SYSTEM USING HARP

A simplified radar remote subsystem has been chosen to demonstrate the
use of HARP in the determination of fault tolerant system reliability. The
system is a simple version of what might be found at an antenna site of a
radar system. It is assumed that no repair occurs on the system for this
demonstration. Repair could be included by modeling the system with a
Markov chain, but this would involve a much larger model than observed
here. Because a nonrepairable system is the one under study, a fault tree
can be used to describe the system architecture. When converted to a
Markov chain by HARP, this system consists of 40 independent Markov states.
Figures 3-5 and 3-6 show the reliability block diagram and resulting fault
tree for the system. As can be seen, the redundant power supplies are an
example of dissimilar redundancy. This is easily handled by the fault tree

Fault/Occurrence Repair Model (FORM) utilized by HARP.

2/3

1/2 1/2 L
T MODEM ™

POWER REMOTE e
(COMMERCIAL ) PROCESSOR | | |
B |
M .
— ANTENNA  [— 5 MODEM i
POER | | —JWL .
(RESERVE) { PROCESSOR - MODEM _

I — ' :

Figure 3-5

Radar System Reliability Block Diagram (RBD)
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FAILURE

10

o

(] 0 @

_._I ~ —

TOFORY, ,. é@

N

Figure 3-6

Fault Tree Corresponding To Figure 3-5 RBD

The fault tree was created to describe the series-parallel configura-
tion of the system. A1l components are basic events denoted by circles
with the component type listed inside. In this diagram type 1 corresponds
to the commercial power supply, type 2 to the reserve power supply, type 3
to the antenna, type 4 to the remote processor and type 5 to the modems.
Multiple parallel units are described with one circle (for similar
redundancy) enclosing the replication factor times the component type.
"And" gates are used for parallel units indicating that all components must
fail before the parallel block fails. "Or" gates are used for series units

indicating that any failure will cause failure of the series block. Each
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node is numbered for use in identification during data input and
interpretation of results. For this system, the parallel combinations of
power supplies and remote processors feed into "and" gates, while the
modems feed into a "2/3" gate, indicating that 2 modems must be operational
for operation of the parallel block. In turn, the series comktination feeds

intc a "or" gate which ultimately leads to system failures.

Each component type has a specific failure rate as well as the defini-
tion of its fault handling properties. HARP offers the user a wide variety
of Fault/Error Handling Models (FEHM's) in order to approximate the fault
csverage or switching characteristics of a system. This enables the user
to choose a FEHM based on his knowledge of the system. Each component type
has a unique FEHM to account for its specific fault handling abilities.
Tables 3-3, 3-4 and 3-5 1ist the FEHM and associated parameters for the
power supplies, processors and modems respectively. The tables are
listings of the textual files created by HARP that define the FEHM for each
component type. Files are created allowing the user to easily change
parameters for tradeoff analysis. These FEHM's were selected for
demenstration purposes, but in the case of a real system, the FEHM's would

be selected based on data collected for each component in the system.
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DISTRIBUTIONS. AND PROIABILITIES

TRAMSIENT RESTCRATION EXIT
EXIT PRIBABILITY: 0. 99000000D +ai
PISTRIBUTIGN TYPE:. CONSTANT )
VALUE. 0. 10000000D+01
RECONFIGURATION COVERAGE EXIT
EXIT PROBABILITY: 0. 85000000D-02

DISTRIBUTION TYPE: gxp
RATE: 0. 500000000 +00

SINGLE POINT FAILURE EXIT.
EXIT PROBABILITY. 0. 15000000D-07
DISTRIBUTION TYPE. unIE )

LOWER LIMIT 0. 30C00000D+00
URPER LIMIT: 0. 10000000D+01

Table 3-3

Power Supply FEHM

PROBABILITIES. AND. MCMENTS

TRAMSBIENT REESTORATION EXIT:

EXIT PROBABILITY: .9800

FIRST »OMENT COF TIME TO EXIT- . 3000
SECOND MOIMENT QF TIME TG EXIT: . SC00
THIRD MOMENT OF TIME TO EXIT: . 5000

AECONFIGURATION CQVERAGE EXIT:
EXIT PROBADILITY: . 1000E-01
FIRST MOMENT CF TIME TO EXIT: . 4000
SECOMD MOMENT OF TIMZ TO EXIT: .&00C
THIRD MOMENT OF TIME TO EXIT: .7000
SINGLE POINT FAILURE EXIT:
EX1IT PRODABILITY: . 1000E-O!
FIRST MOMENT OF TIME TO EXIT: . 1000

SECCHD MOMENT CF TIME TO EXIT- .2000
THIRD MOMENT OF TIME TO EXIT: . 3000

Table 3-4

Remote Processor FEHM

55




Downloaded from http://www.everyspec.com

AR1ES. TRANSIENT. RECOVERY. MODEL

PROBABILITY THAT FAULT IS TRANSIENT 0. 80000000D+00
MEAN DURATION OF TRANSIENT FAULLT 0. 10000000D--0}
PRUBARILITY THAT FAULT IS CATASTHOPHIC 0. 10000000D-03

NUMBER OF TRANSIENT RECOVERY PHASFS 3
PHASE 1 DURATION: 0. 20000000D~02 EFFECTIVENESS: 0. 50000000D+00
PHASE 2 DURATION: 0. 50000000D-02 EFFECTIVENESS: O 600000001100
PHASE 3 DURATION: O 30000000D-01 EFFECTIVENCSS: 0. 70000000D +0Q

COVERAGCE OF PERMANENT FAULT: 0. 95000000D+C0O

Table 3-5

Modem FEHM

For the power supply, the Distribution and Probabilities FEHM was
selected. The probability of a transient fault is .99, while the
probability of successful reconfiguration given a permanent fault is .15.
No FEHM was used for the antenna since this is a nonredundant unit. The
remote processor was modelled with the Probabilities and Moments FEHM,
which gives moments in time and exit probabilities for transient restora-
tion, successful reconfiguration, and single pocint failure. The modems'
coverage is represented by an Automated Reliability Interactive Estimation
System (ARIES) transient fault recovery model This model goes through a
user defined number of transient recovery phases with varying probabili-
ties of success. [f all phases are completed without success, then a
permanent recovery process is initiated with a user defined probability of

success.
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The HARP program was run on this system for a period of 240 hours, with
a phase by phase analysis at 60 hour intervals. The failure rate of the
commercial power supply is .2 x 10'4 failures/hr, for the reserve p6wer
supply .35 x 10'2 failures/hr, for the antenna .1 x 10'4 failures/hr for
the remote processors .24 x ]0'2 failures/hr and for the modem .36 x 10'2
failures/hr. Because the system does not include repair, the relijability
declines with time which is easily observed from the phase-by-phase
results which are shown in Table 3-6. These results are also placed in a
file as x and y coordinates which can be used to plot reliability as a
function of time. The state probabilities refer to the system failures
according to component type, single point failure, and near coincident
failure. For instance, "F3" is the probability of system failure due to

avhauctinn af component type 3, the antenna.

Included in Table 3-7 are the results of a HARP run on the same system
using no fault coverage. Comparison reveals a significant different in
system reliability. The reliability of the system with nc fault coverage
is lower than the system that includes FEHM's, due to the fact that the
FEHM's allow for the possibility of transient faults which can be corrected

prior to component failure.
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Time: 0. 600D+02

S:ste Probabilities and Gilosal Errors:

St3t2 name: F3 0. 57916732D-03 Q. 39D-17

State name: F2 0. 95041372D-06 0.15C-13

State name: F1 0. 10170925D-05 0. 10D-13

State name: F4 0. 1€8054648D-03 Q. 250-16

€tate name: F5S 0. 65583076D-01 0. 3&D-14

State name: FSPF 0. 20407116D-01 0. 180-16

State name: FNCF 0. 21581048D-07 0. 30D-21
Reliability = 0. 91313853D+00

Unreliability = 0. 86861475D-01

Total failure by redundancy exhaustion
Total single point failure praobability
Near—coincident failure probability

. 663542£7D-01
. 2040711&D~-01
. 91581048D-07

Hnhon
000

Mazimum global error = O.47D-14

Time: 0. 120D+03

Statz Probabilities and Global! Errors:

State name: F3 0. 1083424CD-0= C 7abD-16

Stste name: F2 0. 32328073D0-0° 0. 1&6D-17

S<zt2 name: F1 0. 368613640-95 Q. 1&0-17

Zt3te name F4& Q0 65271360D-C3 0 3Zp-:<

Stttz name: FD Q. 20013S48D+C0O Q. 73D~-13

State2 nzsma: FZIPF 0. 34365227D-01 ¢ 47D-15

Stata name: FNCF 0. 163526057006 0 S&D-29D
Reliability = Q. 78637%487D+00

Unreliability = 0. 23624513D+00

Tohstal failure by redundancu exhgustion = 0 201873730~ 0C

"5t5l single point failure probability = 0. 33355227001

2ar—-coincident failure privabil:ity = 0. 1622524705

“s:imum qlobal error = O QED-I2

Table 3-6
Results of HARP Analysis on the Remote Radar System

with Imperfect Fault Coverage
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Mime- 0. 180D +03

Ztste Probabilities and Global Errors: )
Stzte name:. F3 0. 14942353D-02
State name: F2 C. 60551409D-GCS
State name: F1! 0. 73109533D-GS
State name: F4 G. 1244G793D-32
State name: FS 2. 34690404D+00
Stzte name: FSPF 2. 43384838D-01
State name:. FNCF 0. 217678C0D-06

Reliability =
Unreliaoility =

0. 60845713D+00
Q. 39354282D+00

Total failure by redundancy exhaustion =
Total single point failure probability =

Near—coincident failure probability =

Matimum global error = 0. 40D-12

Time: 0. 240D+03

State Probabilities and Global Errors:

State name: F3 0. 181446931D-02

Statez name: F2 Q. 88548454D-GC

State name: F1 0.11270596D-G4

State name: F3 0. 1849949°D-32

State name: F3 0. 43069%8CD~CO

State name: FSPF Q. S0357461D~-01

State name: FNCF 0. 25808907D-06
Relighbility = 7. 36525769D+00

Unreliability = 0. 3534742310+GC0

Tmral ¢ailure by redunasncy exhaustion =

Toc SinNy.@ §SoinT Fai1.ure prodability

3
irar=co1ncidant <*3:lure prabadbriity

Table 3-6 Continued
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. 31D-15
250-17
47D-17
68D-15
31D-12
. 2SD-14
. 21D-19

0000000

. 349465777D+00
. 43884833D-01
. 21767800D-06

. 640-195
158D-17
SED-17T
L7C-1i¢
67012
TCh=-1a

3GC-17

OVOO0OO
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Time: 0. 800D +02
tate Probabilities and Global Errors:
St3te name - F3 0. 57475377D-03 Q. 45D-17
State nema2. F2 C. 10252721D-03 0. 27D—-16
Ztate name: F! 0. 11035351D-03 G 22D-16
State name: F4 0. 170520450-01 G.37D-14
State name: FS 0. 974&58768D-01 0. 330—-14
Reliability = 0. 83450085D+C0
Unreliability = 0. 11549915D+Q0
Teotal failure by redundancy exhaustion = 0.1154991%D+00
Total single point failure probability = 0. 00000000D+CO
Matimum global error = O.17D-12
Time: 0. 120D+03
State Probabilities and Global Errors:
State name: F3 0. 10426532D-02 0. 90D-1s&
State name: F2 0. 31368745D-03 0. 12D-13
State name: F1 0. 3%333327D-C3 0. 1&8-195
State name: F4 0 S$2905706D-01 0.14D-13
State name: FS 0. 27447527D+00 0 852-13
Reliability = 0. 67090333D+00
Unraliabi1lity = 0. 229096670 +00
Total failure by redundancy exhaustion . 22909657D+00

Total single point failure probability

Mzximum global error = 0

Time:

Stata rname. F2
Szate ncome: FU

State name: F1
Srate name r<
State name: F5

Teliadbility =
Jnrelicbilizy =

i singia2

Mz iimum global error =

fairlure by redundancy exhaustion
point fai:lure probasbiliity

nn
(e}

O 0000CCOCD+C0

11D-11

0. 180C+02

3t..e Praobabilizias

and Global Errors:
Q. 1382Z3s2Dp-02 G. 15D-19
Q 522277%0D~-03 0 94l-16
G &£320C917D-G3 O 3GD-1%
0. ?023373770-01 G 10D-13
0 43992740D+CO 0O 14D-12

C 467194530 +00

Q. $322032S70+00

mon
O

0 F0D-1i2

Time- 0. 240D+03

State Probabilities and Glaobal Errors:

State name: F3 0.19124275D-02 0 12D-1°S

State name: FO 0. 68356758D-C2 0 21D-15

State name: F1i 0 86%09859D-C3 0 12D-195

State name F4& Q0 12144121D+CO 0 ZSD-13

State name: FS 0 S672%175D+00 Q. 14D-12
Relirability = 0 2C313193D+00

Unr=itabiir bty © 0 aTFL32375D+52

Tatal Fallure Ly rmeJdundaniy 2¢0A3ysTicn T 3971208080 -C0

T."31 s.-g.2 point failure grodaoiiity = O OUCOCO00D+C0

Table 3-7

Results of HARP Analysis on the Remote RADAR System

With Perfect Fault Coverage
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3.3 MODELING A MULTIFUNCTION SYSTEM UNDER DIFFERENT REPAIR PHILOSOPHIES
USING REST
The following example demonstrates how REST can be used to compare the
effects of two different maintenance philosophies for the same system. The
system in question consists of five identical sets, each consisting of an
active component and a redundant compénent in standby. Figure 3-7 shows
the system configuration and Figure 3-8 shows the configuration of each

set.

SET SET

] 4 N
SET !

2 I
SET \ SET

3 5

Figure 3-7 - System Configuration

rcomp=
A, ! -
Comp. Ai = Active Comp. of Seti
Comp. Sj = Standby Comp. of Seti

,('_MLOT"W

Figure 3-8 - Set Configuration
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REST is used to compare the system availabilities when the following

two maintenance philosophies are employed:

Maintenance Philosophy 1: The system is shut down and all failed

components are repaired or replaced whenever a system critical failure

occurs.

Maintenance Philosophy 2: The system 1is shut down and all failed

components are repaired or replaced whenever any one of the five redundant

sets fails.

This is accomplished by describing the system to REST as a multi-
function system. "Function 1" is described by the system's operational

configuration as shown in Figure 3-7. "Function 2" is representsd by

arranging the five redundant sets in a series configuration, as shown in

Figure 3-9.

SET SET SET SET | SET
— l‘___, |
1| 2 3 4 5
Figure 3-9 - "Function 2" Configuration

A separate simulation is run for each maintenance philosophy. To
compute the system availability under maintenance philosophy #1, REST is
instructed to simulate repair after every failure of "Function 1" (system

failure). To compute the system availability under maintenance philosophy
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#2, REST is instructed to simulate repair after every failure of "Function

2" (failure of any set).

This is just one example of the many types of tradeoff analyses which

will be possible in the very near future when the development of REST is

complete.
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3.4 MODELING A LOCAL AREA NETWORK (LAN) SYSTEM USING R&MAZT?

The system presented here to demonstrate the use of R&MAZT2 is a Local
Area Network (LAN) which is part of a world wide Command and Control System
(CCS). The system is repairable and includes an approximate Administra-
tive and Logistics Downtime (ALDT) for each component. This ALDT was added
to the Mean-Time-To-Repair (MTTR) to determine the overall repair rate.
The functional flow diagram is shown in Figure 3-10 and the system

reliability block diagram and other related data in Figure 3-11.

The following acronyms are used in the Figures.
AMPE - Automated Message Processing Equipment
CUP - Common User Processor
IV - Interface Unit
IMP - Interface Message Processor
DDN - Defense Data Network
CC/SM - Control Center Security Monitor
WS IU - Work Station Interface Unit
TG - Transmission Group
CP - Cable Plant
TS - Terminal Server
ECP - External Communications Processor
DC - Disolay Consoles
ICP - Internal Communications Processor
SC - Storage Controller
DASD - Direct Access Storage Disk

MTSS - Magnetic Tape Subsystem
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Figure 3-10

LAN Functional Flow Diagram
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Figure 3-11

LAN Reliability Block Diagram
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tEach site of the CCS consists of a LAN and a common user processor
(CuP) group. The LAN provides both intrasite communications and access to
intersite communications. As part of the LAN, there are workstations which
are used for local processing as weil as accessing information from the
CUP. There are 50 workstations of which 43 are necessary at all times.
The CUP accesses information from remote sites which are very similar to
this system. The system also contains a control center/security monitor
which is employed for control functions and security policy. The last 7
sets of blocks on the reliability block diagram correspond to the "CUP
Groupn" block on the functional flow diagram.

An advantage of R&MAZT2

is its ability to model large systems with
repair such as this example problem. This system also includes dissimilar
redundancy, as shown in the final block of Figure 3-11, which is easily
modeled with this program, The Fortran code used to model this block is

shown in Figure 2-12.

BLOCK (1) = 'Q1"

FA1 = .0002857

FA2 = .0001923

RAT1 = .395

RA2 = ,429

Q1F = SERIES (2)

QIR = SREP

QIM = SMTF

BLOCK (1) = 'Q

FA1 = Q1F

FA2 = .0002857

RA1 = QIR

RA2 = ,395

QF = PARL (2,1)

QR = SREP

QM = SMTF
Figure 3-12

Sample R&MAZT? Coding
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Block "Q1" is defined as the top section of the block with the 2 components
MTSS1 and MTSS2. The failure and repair rates FAl, FA2, RAl, and RA2 are
then defined by the first 4 Fortran statements. QIF is the failure rate
for the series combination of the two components, while QIR and QIM are the
repair rate and mean time to failure of the combination. Block "Q" is the
entire parallel block, including the series combination and the single
component MTSS1. The failure rate for the top section is defined as QIF
from the previous section, and the repair rate for the top section is
defined as QIR. The failure rate for the parallel block uses the PARL

function for a 1 of 2 configuration with dissimilar redundancy.

Figure 3-13 1is an example of the output provided by R&MAZTZ. This
figures shows the results for block "Q" and for the CCS system "S".
R&MAZT2 provides results in the same form for every block in the series
system. The 3 states provided for block "Q" refer to the times when the
bottom half is operational, the top half is operational, or the whole block

is operational. This is reflected in the state configurations shown.
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REL. PRED. OF BLOCK Q

OPERATIONAL STATE INFO.

REQUIRING 1 OPERATIONAL BRANCHES
STATE STATE FAILURE RATE STATE AVAILABILITY STATE CONFIG.
i 0. 285700E~-03 0. 116964940E-02 01
2 0. 478000E-03 0. 721922370E-03 10
3 0. OOO000E+00 0. 998107582E+00 11

BLOCK STEADY STATE FR. ### 1 OPERATIONAL BRANCHES=C. &£79248283E-06
BLOCK STEADY STATE MTBF. =0. 147221572E+07
BLOCK AVAILABILITY = 0. 999999154E+00

BLOCK MEAN REPAIR RATE = 0. 802896072E+00

BLOCK MEAN TIME TO FIRST FAILURE IS EGQUAL TO OR GREATER THAN ==
0. 1473352314E+07

FRESEH 3IEIEII SEIEII 3 0 I AL 03040 T I 5 340 0 IR IE S SR 0T 66 36 36 26 38 6 30 96 3640 3 36 46 2 20 0 26
REL. PRED. OF BLOCK S

BLOCK STEADY STATE FR. = 0. 672146459E-03
BLOCK STEADY STATE MTBF. =0. 148777099E+04
BLOCK AVAILABILITY = 0. 998441396E+00

BLOCK MEAN REPAIR RATE = 0. 436182739E+00

BLOCK MEAN TIME TO FIRST FAILURE IS EQUAL TO DR GREATER THAN ==
0. 148931846E+04

Figure 3-13

LAN R8MA%A%T Output
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4.0 OTHER RELIABILITY MODELING TOOLS FOR FAULT TOLERANT SYSTEMS/TOOL

SURVEY

Research was conducted to su;vey other existing tools developed for
computing the reliability characteristics of fault tolerant systems.
There are numerous tools scattered around in Government, dindustry and
academia for this purpose. This section outlines our initial efforts of
surveying and searching for those existent in the field. Some of the tools
listed below will be explored further for inclusion in the RADC Fault
Tolerant System Reliability Evaluation Facility. This section is also
aimed at providing a "dictionary" of fault tolerant system reliability
modeling tools. Listed below in alphabetical order are short summaries of

many of the existent tools:

1. ARIES - Automated Reliability Interactive Estimation Systems
Developer/Sponsor: Ng and Arizienis of UCLA
Model/Solution Type: Homogoneous Markov
Abstract: Written in "C" language. Models repairable and non-
repairable systems. Accounts for transient fault recovery and
scheduled preventive maintenance. Qutputs include R(t), MTFF,
system failure rate, subsystem reljability contributions, reli-

ability improvement factors resulting from redundancy and various

state probabilities.
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ARM - Automated Reliability Modeling

Developer/Sponsor: Liceaga and Siewiorek of Carnegee Mellon

University
Model/Solution Type: Markov Model Generator

Abstract: This tool is presently under development. ARM will
generate reliability and availability Markov models for arbitrary
interconnection structures at the proces;or-memory—switch (pms)
level. The ARM output will be a file containing state transition
matricies of which can be used to serve as input to other evalua-

tion programs.

ASSIST - Abstract Semi-Markov Specification Interface to the SURE Tool

Developer/Sponsor: R. Butler of NASA Langley

Model/Solution Type: Markov Model Generator

Abstract: ASSIST allows the user to specify the behavior rules of
a model and then generates the semi-Markov model automatically.
The semi-Markov model output of ASSIST is formatted so that it can
be used for input to the SURE program (see below). For programs
requiring a different form of input than SURE, a simple program

could be written to modify the model description file.
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4, CAME - Computer Aided Markov Evaluator
Developer/Sponsor: Charles Stark Draper Laboratory
Model/Solution Type: Markov Analysis
Abstract: CAME is a relatively new computer-aided engineering tool
that takes 