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## NOTATIONS

## A Represents a MxM square matrix

## X $\underset{X}{ }$ Are Mxl matrices

$A^{i j}$ Represents the element belonging to the ith row and $j$ th column
$x^{1} \quad$ Is the ith element of $\underline{X}$
$X_{\mathbf{n}} \quad$ Represents the matrix obtained after $n$ iterations in iterative methods and in direct methods it is just another matrix obtained after processing it $n$ times.
||X|| Represents the norm of $X$
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## 1. INTRODUCTION

The problem of radiation and scattering from electromagnetic structures may be formulated in terms of the E-field, the H-field or the combined field integral equations. The integral equations are then reduced to matrix equations by the method of moments. Hence, the maximum size of an electromagnetic field problen that can be solved by this technique depends on how efficiently solutions of a set of simultaneous equations are obtained.

In system identification, on the other hand, the problem is formulared in terms of a convolution integral. When any of the standard techniques is utilized to identify the system, one again encounters a set of simultaneous equations. The only difference between the two cases is that in the former one often encounters a matrix which has large elements on the diagonal, whereas in the latter case the matrix may be nearly singular.

The objective of this report is to survey many of the popular methods for the solution of large matrix equations.

In section 2, a review is made of the direct methods for solving matrix equations. An analysis of round-off error is also made for these methods. In section 3, we present the philosophy of various iterative methods. In section 4, we discuss the various linear iterative methods and in section 5 , the Monte Cario nethods. The Monte Carlo methods are statistical methods and are quite efficient in evaluating one component of the solution. Next, in section 6, comparison of efficiencies is made between Monte Carlo methods, Gaussian elimination, and Inear iterative methods. In section 7, the various nonlinear iterative methods are discussed. The rates of convergence for the various methods are discussed in section 8 . Section 9 presents the analysis of round-off errors associated with various iterative methods.

Section 10 extends the various methods to complex unsymetric matrices. In section 11, we present a method for accelerating various iterative methods and reducing the round-off errors of direct methods. Sections 12 and 13 present the core storage and the work required for all the methods presented in this report. Section 14 presents a discussion on the conjugate gradient method.

Thus this presentation provides a comparison of the popular methods used to solve large systems of matrix equations.

In our discussion of the various methods, only references which are directly relevant are noted. No attempt has been made to cite the earliest sources. In many cases, additional references may be found in the papers mentioned.

## 2. DIRECT METHODS FOR SOLVING MATRIX EQUAT:

## Summary

In this section we present all the direct methods. These include Cramer's rule and the two versions of Gaussiar elimination fil decumposition and the compact method]. It is shown that the caussian elimination for the solution of $\underline{A} \underline{X}=\underline{Y}$ is optimum (insofar as the totai numiver of operations is concerned) if one is restricted to handling one roi or one column only of the matrix at a time for processing. The method due to Volker Strassen takes lesser computation than Gaussian elimination if one works with a block of the matrix at a tine. Alijut has beer , inwn tha: Winograd's method of computing matrix products is much faster than the conventional way of multiplying matrices. Finally wis : wat the round off error in direct methods is proportional to the conditisu number ai if $\underline{\Delta A}$ and $\Delta Y$ are the inaccuracies in the representation of $\dot{A}$ and $\underline{y}$, then the uncertainty $\Delta X$ in the solution $X$ is given by

where $t$ is the number of binary digits with which compation is actually carried out in the computer and $N$ is the dimension of $A$.

In this section we describe exact methods for the numerical solution of systems of linear equations. By exact methods, we mean methods which give a solution of the problem by using a finite number of elementary arithmetic operations. If the initial elements of the matrix are given exactly and if the computations are carried out exactly, then the solution is also exact. In exact methods the number of computational operations necessary for solving a problem depends only on the type of computational scheme and on the order of the matrix which defines the problem.

### 2.1 CRAMER'S RULE (THE ADJOINT METHOD) [1]

This method is too well-known to elaborate and too cumbersome for practical use. Hence, only the final result is given. If

$$
\begin{equation*}
\underline{A X}=\underline{Y} \tag{2.1}
\end{equation*}
$$

where $\underline{A}$ is' a given Sixi square matrix and $\underline{X}$ and $\underline{Y}$ are Nxl column matrices, then the unknown ith element of $X$ is given by

$$
\begin{equation*}
X^{1}=|\underline{A}|^{-1} \underset{j}{i}\{\operatorname{adjoint} \underline{A}\}^{i j} \quad Y^{j} \tag{2.2}
\end{equation*}
$$

where $\{\text { adjoint } A\}^{i j}$ are the cofactors of the determinant of $A$ denoted as $A$, and the superscripts represent the element; or the matrix. The solution of a system of $N$ linear equations by use of Cramer's rule requires the evaluation of ( $\mathrm{N}+1$ ) determinants of order N . If evaluated directly, each determinant requires $\alpha(\mathbb{N}+1)$ ! multiplications, where $1 \leq \alpha \leq 1.71828$. Solution of all the unknown elements of $X$ requires $\alpha(N+1)$ ! multiplications, $N$ divisions and (ij+1): additions or subtractions. The other methods which we are going to discuss next require much less work.

### 2.2 GAUSSIAN ELIMINATION AND LU DECOMPOSITION $[1,2,3]$

Carl Frederick Gauss used this method to solve a system of linear algebraic equations. This method is based on the idea of eliminating the unknowns one at a time. A series of successive eliminations is carried out by which the given system $A X=\underline{Y}$ is transformed into a system with a triangular matrix, whose solution presents no difficulty. The factorization of A as the product $\underline{L U}$ is the basic idea of all Gaussian elimination schemes. Equivalently $\underline{A X}=\underline{Y}$ can be rewritten as $\underline{L U X}=\underline{Y}$. Here $\underline{L}$ is a lower triangular matrix (i.e. $L^{i j}=0$ for $i<j$ ) and $\underline{U}$ is an upper triangular matrix (i.e. $U^{i j}=0$ for $i>j$ ). Thus $\underline{L U X}=\underline{Y}$ represents two triangular systems

$$
\begin{align*}
& \underline{L \mathcal{G}}=\underline{Y} \\
& \underline{U X}=\underline{G} \tag{2.3}
\end{align*}
$$

which can be very easily solved. The calculation of $L$ and $\underline{U}$ together with the solution of $L G=\underline{Y}$ is usually called the forward elimination and the solution of $\underline{U X}=\underline{G}$ is the backward substitution. The computation of $\underline{L}$ and $\underline{U}$ is referred to as triangular decomposition. The various Gaussian elimination methods differ in the order in which computations are carried out in the forward elimination. Next we describe how the $L U$ decomposition is carried out without pivoting.

Given the matrix $A$ and the vector $\underline{Y}$, we use elementary row operations to put zeros below the main diagonal of $A$. Assume $A^{11} \neq 0$. [ $A^{i j}$ represent the element belonging to the ith row and $j$ th column]. Let $M^{i l}=\frac{A^{i l}}{A^{11}}$. ie then subtract $M^{i l}$ times the first equation from the ith equation, and also subtract $M^{i l}$ times $Y^{!}$from $Y^{i}$ to obtain a set of equations which do not involve $X^{1}$. This new set of $N-1$ equations along with the first equation of the original set can be written as

$$
\begin{equation*}
\underline{A}_{2} \underline{X}=\underline{Y}_{2} \tag{2.4}
\end{equation*}
$$

where

$$
\begin{align*}
& A_{2}=M_{1} A ; \underline{Y}_{2}=M_{1} \underline{Y} \text {, and } \\
& M_{1}=\left[\begin{array}{lll}
1 \\
-M^{21} & 1 & \\
-M^{31} & 0 & 1 \\
\ldots \ldots \ldots \ldots \ldots \ldots . . \\
-M^{N I} & 0 & 0 \\
1
\end{array}\right]  \tag{2.5}\\
& \text { Next we assume } A_{2}^{22} \neq 0 . \text { Let } M^{i 2}=\frac{A^{i 2}}{A^{22}} \text {. Then premultioly } A_{2} \text { and } \underline{Y}_{2} \text { by }
\end{align*}
$$ $\underline{M}_{2}$ which is given by

$$
\underline{u}_{2}=\left[\begin{array}{llll}
1 & & & \\
0 & 1 & & \\
0 & -M^{32} & 1 & \\
0 & -M^{42} & 0 & 1 \\
\ldots \ldots \ldots \ldots \ldots \ldots & \\
0 & -n^{N 2} & 0 \ldots \ldots \ldots \ldots & 1
\end{array}\right]
$$

Thus $\underline{A}_{3}=\underline{M}_{2} \underline{A}_{2}$ and $\underline{X}_{3}={\underset{H}{2}}_{2} \underline{Y}_{2}$. This corresponds to eliminating $X^{2}$ from the last N-2 equations. We continue the process until we obtain the following structure

$$
\underline{U}=\underline{G}
$$

or

$$
\left[\begin{array}{ccccc}
A^{11} & A^{12} & A^{13} & \ldots . & A^{1 N}  \tag{2.7}\\
& A_{2}^{22} & A_{2}^{23} & \ldots . & A_{2}^{2 N} \\
& & & & \\
& & & A_{N}^{N N}
\end{array}\right] \times\left[\begin{array}{c}
x^{2} \\
x^{2} \\
x^{N}
\end{array}\right]=\left[\begin{array}{c}
Y^{1} \\
Y_{2}^{2} \\
Y_{N}^{N}
\end{array}\right]
$$

Let $\underline{M}=\underline{M}_{N} \underline{M}_{N-1} \ldots \ldots M_{1}$. Then since $\underline{M A}=\underline{U}$ we have $\underset{A}{ }=\{\underline{M}\}^{-1} \underline{U}$. Thus $\left\{\underline{M}^{-1}=\left\{\underline{M}_{1}\right\}^{-1} \times\left\{\underline{M}_{2}\right\}^{-1} \times \ldots x\left\{\underline{M}_{N}\right\}^{-1}\right.$. We now define $\underline{L}=\left\{\underline{M}^{-1}\right.$ and obtain

$$
\underline{L}=\left\{\underline{M}^{-1}=\left[\begin{array}{llll}
1 & &  \tag{2.8}\\
M^{21} & 1 & \ddots \\
M^{31} & M^{32} & & \\
\ldots \ldots & \ldots \ldots \ldots & \\
M^{N 1} & M^{N 2} & \ldots \ldots .1
\end{array}\right]\right.
$$

Observe $\underline{A}=\{\underline{M}\}^{-1} \underline{U}=\underline{L U}$ Note that the matrix $\underline{M}$ is never actually formed. As the elimination progresses, the below diagonal elements $M^{i j}$ of $L$ are stored in place of the below diagonal elements of $A$, and the elements $U^{i j}$ of $\underline{U}$ are stored in place of the diagonal and above diagonal elements of $A$. At the end we have

| $\mathrm{U}^{11}$ | $\mathrm{U}^{12}$ | $\mathrm{u}^{13}$ |  | $U^{1 N}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{M}^{21}$ | $\mathrm{U}^{22}$ | $\mathrm{U}^{23}$ |  | $U^{2 N}$ |
| $\mathrm{M}^{31}$ | $M^{32}$ | $\mathrm{U}^{33}$ |  | $u^{3 N}$ |
| $M^{N 1}$ | $M^{N 2}$ | $M^{\text {N3 }}$ |  | $\mathrm{U}^{\mathrm{NN}}$ |

stored in place of A. Triangular decomposition is thus summarized by the facts that $L$ is simply the matrix of multipliers $M^{i j}$ with a diagonal of $l^{\prime} s$ and the $\underline{U}$ is the matrix ${\underset{N}{N}}^{\text {of (2.7). Also note that the intermediate }}$ solution $\underline{G}$ of (2.3) is $\underline{Y}_{\mathrm{N}}$. The processing of $\underline{Y}$, i.e. the transformation of $\underline{Y}$ into $Y_{N}$, can be done simultaneously with the processing of $\underline{A}$. Since we have all the necessary multipliers stored however, it can just as well be done at the end.

This describes ordinary Gaussian elimination without pivoting. The term "pivoting" is used to describe row and column interchanges at the kth stage of elimination to move the largest element in absolute value in the remaining unchanged $(N-k+1) x(N-k+1)$ matrix to the $k$ th diagonal element. Thus the pivot at the kth stage (or the diagcnal element $A_{k}^{k k}$ ) is chosen as the element of largest absolute value in the submatrix $A_{k}$ composed of columns $k$ through $N$ and rows $k$ through $N$. Hence, both row and column interchanges are necessary to bring the pivot to the kth diagonal position. Use of pivots has two advantages. First, it relaxes the assumption that $A_{k}^{k k} \neq 0$ and secondly, the use of a pivoting strategy reduces the rcundoff error of the LU decomposition process. The analysis of round-off error for this process is presented in section 2.5. Also note that pivoting requires more operations.

### 2.3 COMPACT METHOD (CROUT AND DOLITTLE OR CHOLESKY'S METHOD) [1,2,3]:

This method depends explicitly on the triangular resolution of $A$ as $\underline{L U}$, that is, the elements of $\underline{L}$ and $\underline{U}$ are all computed and used. It is cermed a compact scheme since the elements in the final triangular form are obtained by accumulation, dispensing with the computation and recording of the intermediate $A_{k}^{i j}$ elements and thereby reducing round-off error. Since $\underline{A}=\underline{U}$, the equation for the elements of $\underline{L}$ and $\underline{U}$ is

$$
\begin{gathered}
\operatorname{rin}(i, j) \\
\because \\
k=1
\end{gathered}
$$

Letting $L^{k k}=1$, for $k=1,2, \ldots N$, we have $x^{2}$ equations in $N^{2}$ unknowns.

$$
\begin{align*}
& L^{k k}=1 \\
& L^{k j}=A^{k j}-\sum_{m=1}^{k-1} L^{k m} U^{m j} \text { for } j=k, \ldots, N \\
& L^{i k}=\frac{1}{U^{k k}}\left[A^{i k}-\sum_{m=1}^{k-1} L^{i m} L^{m k}\right] \text { for } i=k+1, \ldots, N \\
& L^{i k}=0 \text { for } i<k \\
& L^{k j}=0 \text { for } j<k \tag{2.10}
\end{align*}
$$

Hence, the order of elimination is first row of $\underline{U}$, first column of $\underline{L}$, second row © $\mathcal{L}$, second column of $\underline{L}$ and so on. As the elements $L^{i k}$ and $U^{k j}$ are computed they are written over A in the obvious way. After obtaining elements of $\underline{L}$ and $\underline{U}$, we solve $A X=\underline{Y}$ by writing $\underline{L U X}=\underline{Y}$ which is then equivalent to solving the triangular systems $\underline{L X}=\underline{G}$ and $\underline{L G}=\underline{Y}$.

The accuracy of the method can be improved if pivoting is introduced. ifter the row $\mathrm{u}^{i k}$, $i=k, \ldots, \mathrm{~N}$ is computed, the largest $\mathrm{U}^{i k}$ in absolute value, say $u^{j k}$ may be selected as $U^{k k}$, and its column the (jth) interchanged with the kth column in both $\underline{U}$ and $A$. This should not cause any problem even when $\underline{L}$ and $\underline{\mathcal{U}}$ are written over $\underline{A}$. Then the next row of $\underline{L}$, $L^{k j}$, for $j=K+1, \ldots, N$ is computed. Whenever a new row of $\underline{U}$ is computed, the largest of its elements in absolute value is chosen as diagonal. The $\underline{L}$ and $\underline{U}$ matrices so obtained are not the triangular decomposition of $\underline{A}$ but are tie decomposition of $\underline{A}$, where
of $\widetilde{A}$, where

$$
\tilde{A}=\left(I^{i_{n}} \ldots I^{i_{2}^{2}} \quad I^{1_{1}^{1}}\right) \underline{A} \text {, obtained from } A \text { by a sequence }
$$ of row interchanges, $I^{i_{k}}$, of the $i_{k}$ row with the kth row, where $k=1, \ldots$, N.

When the matrix $A$ is symmetric, this method is often referred to as the square-root method.

### 2.4 IS GAUSSIAN ELIMINATION REALLY OPTIMUM? [2]

Gaussian elimination, as presented in the previous section, is really optimum if and only if one is interested in handling the elements of the matrices by rows or by columns. Under those conditions Klyuyev and Kokovkin-Scherbak [4] have proved that no general system of linear equations can be solved with fewer arithmetic operations than are required by Gaussian elimination. If $\theta\left(N^{2}\right)$ is defined as the terms of the order of $N^{2}$, then in general Gaussian elimination requires $\frac{N^{3}}{3}+\theta\left(N^{2}\right)$ multiplications and $\frac{N^{3}}{3}+\theta\left(N^{2}\right)$ additions. However, Winograd $[5,6]$ has shown that a general system of linear equations can be solved in $\frac{N^{3}}{6}+\theta\left(N^{2}\right)$ multiplications and $\frac{N^{3}}{2}+\theta\left(N^{2}\right)$ additions. Since multiplications require more time than additions, Winograd's method would be faster than Gaussian elimination. It is interesting to observe that the total number of multiplications and additions for both Gaussian elimination and Winograd's method is $\frac{2}{3} N^{3}+\theta\left(N^{2}\right)$. Recently Volker Strassen [7] has shown that it is possible to solve a general system of 1 inear equations with $\theta$ (ix $p$ ) arithmetic operations, where in this case $p=\log _{2} 7=2.807$. However, it is not known whether this value of $p$ is the minimum exponent.

### 2.5 ANALYSIS OF ROUND-OFF EPRORS FOR DIRECT ?ETHCZ3 $\therefore \therefore \quad \therefore$ A SYSTEM OF LINEAR EQUATIONS [2,8]

The solution of a set of equations by Gaussian elimination is based on the triangularization of a matrix. If we start with

$$
\underline{A X}=\underline{Y} \quad \text { or } \quad \underline{A}_{1} \underline{X}=\underline{Y}_{1}
$$

in Gaussian elimination, then the following ( $N-1$ ) equivalent sets are produced.

$$
\begin{equation*}
\underline{A}_{r} \underline{X}=\underline{Y}_{r} \quad \text { for } r=2,3 \ldots, N \tag{2.11}
\end{equation*}
$$

The matrix $A_{\mathrm{N}}$ of the final set is of upper triangular form. In general $A_{r}$ is of triangular form as regards to its first rows, and it has a square matrix of non-zero elements in the bottom right hand corner. The square matrix is of order $N+1$ - $r$. The matrix $A_{r}+1$ is derived from ${\underset{A}{r}}$ by subtracting a multiple $\underline{M}^{i r}$ of the rth row from the ith row for values of 1 from $r+1$ to $N$. The multipliers $M^{i r}$ are defined by

$$
\begin{equation*}
M^{i r}=\frac{A_{r}^{i r}}{A_{r r}^{r r}} \tag{2.12}
\end{equation*}
$$

The rth row of $A_{r}$ is calle the rth pivoted row and $A_{r}^{r r}$ is called tine rtin pivot.

In order to obtain the elements $A_{r}^{i j}$ for $i \leq j$, we write

$$
\begin{aligned}
& A_{2}^{i j}=A_{1}^{i j}-M^{i l} A_{1}^{1 j}+\varepsilon_{2}^{i j} \\
& A_{3}^{i j}=A_{2}^{i j}-M^{i 2} A_{2}^{2 j}+\varepsilon_{3}^{i j}
\end{aligned}
$$

$$
\begin{equation*}
A_{r}^{1 j}=A_{r-1}^{1 \cdot j}-A^{i, r-1} A_{r-1}^{r-1, i}+\varepsilon_{r}^{i \cdot j} \tag{2.13}
\end{equation*}
$$

where all $A_{r}^{i j}$ and $A^{i r}$ refer to computed values and $\varepsilon_{r}^{i j}$ is the difference between the exact $A_{r}^{i j}$ and the value which is obtained using the computed $A_{r-1}^{1 j}, M^{1, r-1}$ and $A_{r-1}^{r-1}, j$. After summing the equations in (2.13) we obtain

$$
\begin{equation*}
A_{r}^{i j}=A_{1}^{i j}-M^{i 1} A_{1}^{1 j}-M^{12} A_{2}^{2 j}-\cdots-M^{i, r-1} A_{r-1}^{r-1, j}+e^{i j} \tag{2.14}
\end{equation*}
$$

where $\quad e^{i j}=\varepsilon_{2}^{i j}+\varepsilon_{3}^{i j}+\cdots+\varepsilon_{r}^{i j}$
For $i>j$ the elements of $A_{r}$ are modified until $A_{j}$ is obtained. $A_{j}^{i j}$ is then used to compute $A^{i j}$, and $A_{j+1}^{i j}$ to $A_{N}^{i j}$ are all taken to be exactly equal to zero. The equations are therefore

$$
\begin{aligned}
& A_{2}^{i j}=A_{1}^{i j}-M^{11} A_{1}^{1 j}+\varepsilon_{2}^{i j} \\
& A_{3}^{i j}=A_{2}^{i j}-M^{i 2} A_{2}^{2 j}+\varepsilon_{3}^{i j}
\end{aligned}
$$

$$
\begin{align*}
& A_{i}^{j} \mathfrak{j}=A_{j-1}^{i j}-M^{i, i-1} A_{j-1}^{i-1}, i+\varepsilon_{j}^{i j} \\
& 0=A_{j}^{j i}-A^{i j} A_{j}^{j j}+\varepsilon_{j+1}^{i j} \tag{2,15}
\end{align*}
$$

Again sumbing all the equations in (2.16) we have

$$
\begin{equation*}
0=A_{1}^{i j}-M^{i 1} A_{1}^{l j}-M^{i 2} A_{2}^{2 j}-\cdots \cdot-M^{i j} A_{j}^{j j}+e^{i j} \tag{2,17}
\end{equation*}
$$

where $\quad e^{i f}=\varepsilon_{2}^{i j}+\varepsilon_{j}^{i j}+\cdots+\varepsilon_{j+1}^{i j}$
If we take the terms involving $M^{i}{ }^{i}$ to the left hand sides in equations (2.14) and (2.17) the set of $\mathrm{N}^{2}$ equations then reduce to the single matrix equation

$$
\begin{equation*}
\underline{L U}=\underline{A}+\underline{E}=\underline{A}+\underline{E} \tag{2.19}
\end{equation*}
$$

where $\underline{L}$ is the lower triangular matrix defined by

and $\underline{U}$ is the upper triangular matrix defined as

$$
\underline{U}=\left[\begin{array}{cccccc}
A_{1}^{11} & A_{1}^{12} & \ldots & \ldots & \ldots & \ldots  \tag{2.21}\\
A_{1}^{1 N} \\
0 & A_{2}^{22} & \ldots & \ldots & \ldots & A_{2}^{2 N} \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots
\end{array}\right] . . . .
$$

and $E$ is the error matrix defined by (2.15) for $i \leq j$ and by (2.18) for $i>j$.
In actual computation, we select pivotal rows so as to ensure

$$
\begin{equation*}
\left|M^{i j}\right| \leq 1 \tag{2.22}
\end{equation*}
$$

There are two main ways this is done. In the first case the columns may be eliminated in the natural order, but at the rth stage, the pivotal rov is taken to be that one of the remaining $N+1$ - rows which has the largest element in magnitude in column $r$. This is called partial pivoting.

Secondly, if at each rth stage we select the largest element in magnitude from the remaining $N+1$ - r rows, this is called complete pivoting. Wilkinson has shown that [ 8]

$$
\begin{equation*}
\left|A_{r}^{i j}\right| \leq 2^{r-1} a \text { (for partial pivoting) } \tag{2.23}
\end{equation*}
$$

and

$$
\left|A_{r}^{r r}\right| \leq r^{\frac{1}{2}}\left\{2^{1} \cdot 3^{\frac{1}{2}} \cdot 4^{1 / 3} \cdot \ldots r^{\left.\frac{1}{r-1}\right\}}\right. \text { a (for complete }
$$

where $a$ is given by

$$
\begin{equation*}
\left|A^{i j}\right| \triangleq\left|A_{1}^{i j}\right| \leq a \tag{2.25}
\end{equation*}
$$

Wilkinson claims that for almost all matrices $A$,

$$
\begin{equation*}
\left|A_{r}^{r r}\right| \leq r a \tag{2.26}
\end{equation*}
$$

We denote

$$
\begin{equation*}
\max \mid A_{r}^{i j}: \quad \cong \tag{2.27}
\end{equation*}
$$

and $\left.\quad\left\|\quad A_{r}^{i j}\right\| \quad \begin{aligned} & A \\ & = \\ & \max \\ & j=1 \\ & i\end{aligned} A^{i j} \right\rvert\, \leq N g$,
Now we try to find |'E! ! - the total error encountered in the tramsuiar decomposition of A. $\because$ e observe

$$
\begin{equation*}
\hat{A}_{r}^{i j}=\left\{A_{r-1}^{i}-{ }^{i} r^{i, r-1} A_{r-1}^{r-1, j}\left(1+\varepsilon_{1}\right)\right\}\left(1+\varepsilon_{2}\right) \tag{2.29}
\end{equation*}
$$

where $\varepsilon_{1}$ and $\varepsilon_{2}$ are the round-off errors made in the multiplication and subtraction, respectively. Fie know

$$
\begin{align*}
\left|\varepsilon_{1}\right|=\left|\varepsilon_{2}\right| & \leq 2^{-t(\text { in binary })}  \tag{2.30}\\
& \leq \frac{1}{2} 10^{1-t} \text { (in decimal) } \tag{2.31}
\end{align*}
$$

where $t$ is the number of digits in wich actual computation is carried out.
Thus

$$
\begin{align*}
& \varepsilon_{r}^{i j}=A_{r}^{i j}-\left\{\frac{A_{r}^{1 j}}{1+\varepsilon_{2}}+A^{i}, r-1 A_{r-1}^{r-1, j} G_{1}\right\}=\frac{A_{r}^{i j} \varepsilon_{2}}{1+\varepsilon_{2}}-M^{i}, r-1 A_{r-1}^{r-1, j} \varepsilon_{1} \\
& \leq g 2^{-t}\left\{\frac{1}{1-2^{-t}}+1\right\}=\frac{2^{t+1}-1}{2^{t}-1} \cdot \frac{1}{3} \cdot 2^{-t} \tag{2.32}
\end{align*}
$$

This applies to $E_{r}^{i j}$ except ${\underset{j}{j}+1}_{i j}^{j}$ for $i>j$. For these we find $\left|M^{j j}\right| \leq 1$ (from 2.22)

$$
\mid A_{r}^{j j}-s \quad(\text { from } 2.27)
$$

$\left|\varepsilon_{j}^{i j}+1\right|=\left|A_{j}^{i j} \cdot \frac{A_{j}^{j j} \varepsilon_{1}}{A_{j}^{j j}}\right| \leq g .2^{-t}<\frac{2^{t+!}-1}{2^{t}-i} \ldots, \cdots \quad$ : $2.33 ;$
so that we need not give these elements special teatmonts. iunani:n;
(2.15), (2.18), (2.32), and (2.33) we have for complete pivoting.

Thus $||E|| \triangleq \max _{i} \sum_{j=1}^{N}\left|\mathrm{E}^{i j}\right| \leq \frac{2^{t+1}-1}{2^{t}-1} \cdot g .2^{-t} \cdot\left(\frac{N}{2}+1\right) \cdot(N-1) \quad(2.35$

So in summary, what we have done so far is expressed $A Y=Y$ in the form $\underline{L U X}=\underline{Y} . \quad$ The computed $\underline{L}$ and $\underline{U}$ satisfy $\underline{L U}=\underline{A}+\underline{E}$ and, hence, if we solve $\underline{L U X}=\underline{Y}$ without any further rounding error, we would obtain

$$
\begin{equation*}
\underline{(A}+\underline{E}) \underline{X}=\underline{Y} \tag{2,36}
\end{equation*}
$$

Gaussian elimination solves (2.36) in two steps

$$
\begin{align*}
& \underline{L G}=\underline{Y}  \tag{2,37}\\
& \underline{U X}=\underline{G} \tag{2.38}
\end{align*}
$$

each of which requires the solution of a set of equations having a triangular matrix of coefficients. We therefore now consider the errors made in
solving triangular matrix equations. From (2.37) we find [3]

$$
\begin{equation*}
G^{r}=\frac{-L^{r 1} G^{1}\left(1+\theta^{r 1}\right)-L^{r 2} G^{2}\left(1+\theta^{r 2}\right)-\ldots-L^{r, r-1} G^{r-1}\left(1+\theta^{r, r-1}\right)+Y^{r}(1+\underbrace{r})}{L^{r r}\left(1+\delta^{r}\right)} \tag{2.39}
\end{equation*}
$$

where $\theta^{r i}, \varepsilon^{r}$ and $\delta^{r}$ are the round off errors assuciated with $L^{r i}, Y^{r}$ and
$L^{\text {rr }}$ respec: vely. he hive trom [8]

$$
\begin{align*}
& i E^{r}!=2^{-t}  \tag{2.40}\\
& \left|5^{r}\right|=2^{r}  \tag{2.41}\\
& \left|0^{r i}\right| \leq(r+2-i) 2^{-t} \tag{2.42}
\end{align*}
$$

and
Rewriting (2.39) we find

and i£ $\frac{i+\theta^{r i}}{1+\varepsilon^{r}}=1+\psi^{r i}$
and

$$
\frac{1+e^{r}}{1+\varepsilon^{r}}=1+\psi^{r r}
$$

then (2.43) can be expressed as

$$
\begin{equation*}
\sum_{i=1}^{\mathbf{E}} L^{r i} G^{i}\left(1+U^{r i}\right)=V^{r} \tag{2.46}
\end{equation*}
$$

Since $-2^{-t} \leq \hat{b}^{r} \leq 2^{-t}$ and $-2^{-t} \leq \varepsilon^{r} \leq 2^{-t}$ we have $\left|\psi^{r r}\right| \leq 2 \times 2^{-t}$
and from (2.42) and (2.44)

$$
\left.(r+2-1) ?^{-t} \geq\left|n^{r i}\right| \geq\{ \}^{r i}|+| \varepsilon^{r}\right\}
$$

or $(r+1-i\rangle 2^{-t} \geq\left|\psi^{r i}\right|$
Equations (2.43), (2.47) and (2.48) show that the computed vector is
the exact solution of

$$
(\underline{L}+\Delta \underline{L}) \underline{\dot{~}}=\underline{\underline{Y}}
$$

where $4 L$ is bounded by $\{8\}$

(2.4!
rence $[8$ )

$$
\|\Delta L\| \triangleq \max _{i} \sum_{j=1}^{N}\left|A L^{i}\right| \leq 1_{i}\left(n^{2}+V+2\right) 2^{-t}
$$

as $\max _{i, j} \mid$ in $^{i i_{1}}<1$
Similarlv we ann gruve $[8]$

$$
\because \hat{U^{\prime}} \leq\left(N^{2}+N+2\right) \div 2^{-t}
$$

Also we nave [8]

$$
\underline{i}\left|\underset{i}{\underline{y}} \sum_{j=1}^{N}\right| L^{i j} \mid \leq V
$$

and [8]

$$
\begin{equation*}
||\underline{U}|| \triangleq \max _{i} \sum_{j=1}^{N}\left|U^{i j}\right| \leq V g \tag{2.53}
\end{equation*}
$$

Bence $\underline{X}$ satisfies

$$
\begin{equation*}
(\underline{L}+\Delta \underline{L})(\underline{U}+\Delta \underline{U})(\underline{X}+\underline{\Delta X})=(\underline{Y}+\underline{\Delta Y}) \tag{2.54}
\end{equation*}
$$

where $\Delta \underline{X}$ is the uncertainty in the solution due to the uncertainties assontarid with the computing processes. Thus if $\underline{E}$ is the error associated with the representation of $\underline{A}$, (1.e. $\underline{A}+\underline{E}=\underline{L U}$ ), then

$$
\begin{align*}
& (\underline{A}+\underline{E}+\underline{L} \cdot \underline{U} \underline{U}+\Delta \underline{L} \cdot \underline{U}+\Delta \underline{L} \cdot \dot{X} \underline{Y})(\underline{X}+\underline{A} X)=(\underline{Y}+\dot{X} \underline{Y}) \\
& \text { or } \quad(\underline{A}+\underline{A})(\because+\underline{X})=(\underline{Y}+\underline{Y}) \tag{2.55}
\end{align*}
$$

where $\underline{\Delta A}=\underline{E}+\underline{L} \cdot \underline{\Delta U}+\underline{\Delta L} \cdot U+\underline{\Delta L} \cdot \underline{\Delta U}$
and so from (2.35), (2.50) - (2.53) we obtain

$$
\begin{align*}
\|\Delta A\| & \leq 82^{-t}\left[\frac{N^{4} \cdot 2^{-t}}{4}+N^{3}\left(2^{-t-1}+1\right)+N^{2}\left(\frac{5}{4} 2^{-t}+1+\frac{2^{t}-0.5}{2^{t}-1}\right)\right]+\cdots \\
& \leq 82^{-t}\left[N^{3}+2 N^{2}+\frac{N^{4} 2^{-t}}{4}+\ldots\right] \tag{2.56}
\end{align*}
$$

So far we have discussed only the infinity norm, i.e.

$$
||A||_{\infty} \triangleq \max _{i}{ }_{j=1}^{N}\left|A^{1 j}\right|
$$

We next introduce the Euclidean norm. The Euclidean norm is defined as

$$
\begin{equation*}
\|A\|_{E} \triangleq\left\{{\underset{i}{ } \sum_{1}^{N}}_{\stackrel{N}{j} \sum_{1}}^{\sum_{1}}\left|A^{i j}\right|^{2}\right\}^{h} \tag{2.57}
\end{equation*}
$$

It can be shown that under the Euclidean norm [8]

$$
\begin{align*}
& \|\underline{E}\|_{E} \leq \frac{2^{t+1}-1}{2^{t}-1} g 2^{-t} N \sqrt{\frac{N^{2}-1}{6}}  \tag{2.58}\\
& \|\underline{L}\|_{E} \leq \sqrt{\frac{N(N+1)}{2}}  \tag{2.59}\\
& \|\underline{U}\| \|_{E} \leq g \sqrt{\frac{N(N+1)}{2}}  \tag{2.60}\\
& \|\left.\underline{\underline{L}}\right|_{E} \leq \frac{(N+2)^{2} 2^{-t}}{\sqrt{12}}  \tag{2.61}\\
& \|\underline{\Delta U}\|_{E} \leq \frac{(N+2)^{2} g 2^{-t}}{\sqrt{12}}  \tag{2.62}\\
& \|\mid \underline{\Delta A}\|_{E} \leq g 2^{-t}\left\{\frac{N^{4} 2^{-t}}{12}+\frac{N^{3}}{\sqrt{6}}+3 N^{2}+\cdots\right\} \tag{2.63}
\end{align*}
$$

However, Wilkinson claims that for all practical purposes [8]

$$
\|\underline{\Delta A}\|_{E} \leq N \cdot g \cdot 2^{-t} \quad \text { and } \quad\|\Delta \mathrm{A}\|_{\infty} \leq \mathrm{N} \cdot \mathrm{~g} \cdot 2^{-t}
$$

So for both the Euclidean and infinity norms

$$
\begin{equation*}
\frac{\|\Delta \bar{A}\|}{\|\underline{B}\|} \leq \frac{2^{-t} \cdot N \cdot g}{N \cdot g} \leq 2^{-t} \tag{2.64}
\end{equation*}
$$

Since $\|A\|_{E}$ and $\|A\|_{\infty}$ are not related to the eigenvalues of the matrix $A$, we introduce the spectral norm. It is defined as

$$
\begin{equation*}
||\underline{A}||_{2} \triangleq \mid \text { maximum eigenvalue of } \underset{A}{A} \mid \Delta \lambda_{\max }[\underline{A}] \tag{2.65}
\end{equation*}
$$

and cond $[\underline{A}] \triangleq$ condition number of $A \underline{A} \triangleq\left|\mid A^{-1}\left\|_{2} \cdot\right\| \underline{A} \|_{2} \triangleq \frac{\lambda_{\max }[\underline{A}]}{\lambda_{\min }[\underline{A}]}\right.$

For the spectral norm it can be shown that [8]

$$
\|\underline{A}\|_{2} \leq\|\underline{A}\|_{\mathrm{E}} \leq \sqrt{\mathbb{N}} \| \underline{\underline{E}} i_{2}
$$

Thus,

$$
\left.\|\underline{A}\|_{2 \leq \|}| | \underline{\Delta A}\right|_{E} \leq 2^{-t}\left\|\left.A!\right|_{E} \leq \sqrt{N} 2^{-t}\right\| A!
$$

and

$$
\begin{equation*}
\frac{\|\underline{\Delta}\|_{2}}{\|\underline{\Delta}\|_{2}} \leq \sqrt{\mathrm{N}} \cdot 2^{-\mathrm{t}} \tag{2.69}
\end{equation*}
$$

However, note that for a row or column matrix [8]

$$
\|\underline{Y}\|_{2} \equiv \| \underline{Y} \doteq\left\{\left(Y^{1}\right)^{2}+\left(Y^{2}\right)^{2}+\ldots\right\}^{\frac{1}{2}}
$$

In order to find $\widehat{X X}$ from (2.5j) we obtain

$$
\begin{equation*}
\underline{\Delta X}=\left\{\underline{I}+[\underline{A}]^{-1} \cdot \underline{\hat{\Delta} A}\right\}^{-1} \cdot\left\{[\underline{A}]^{-1} \cdot \underline{\Delta Y}-[\underline{A}]^{-1} \cdot \underline{\Delta A} \cdot \underline{X}\right\} \tag{2.70}
\end{equation*}
$$

where $I$ is the identity matrix. If $\left.\left|\underline{A}^{-1} \cdot \operatorname{A}\right|\right|_{2}<1$ then it cun be shown [8, p. 92]

$$
\begin{equation*}
\left\|\underline{I}+[\underline{A}]^{-1} \cdot \Delta A\right\|_{2} \leq \frac{1}{1-\left\|[A]^{-1}\right\|_{2} \cdot\|\underline{A}\|_{2}} \tag{2.71}
\end{equation*}
$$

Then we have

$$
\begin{align*}
& \frac{\|\underline{x}\|_{2}}{\|\underline{X}\|_{2}} \leq \frac{\left\|\underline{A}^{-1}\right\|_{2} \cdot\|\underline{A}\|_{2}}{1-\left\|\underline{A}^{-1}\right\|_{2} \cdot\|\underline{A}\|_{2}\left\{\frac{\|\Delta \mathrm{~A}\|_{2}}{\|\underline{A}\|_{2}}\right\}}\left\{\frac{\|\underline{\underline{Y}}\|_{2}}{\|\underline{Y}\|_{2}}+\frac{\|\underline{\Delta A}\|_{2}}{\|A\|_{2}}\right\} \\
& \leq \frac{\text { cond }[\underline{A}]}{1-\sqrt{\mathrm{N}} \cdot \operatorname{cond}[\underline{A}] \cdot 2^{-t}}\left[2^{-t}+\sqrt{\mathrm{N}} \cdot 2^{-t}\right\} \\
& \leq \frac{2^{-t}[\sqrt{\mathrm{~N}}+1] \text { cond }[\underline{A}]}{1-\sqrt{\mathrm{N}} \cdot 2^{-t} \text { cond }[\underline{A}]} \tag{2.72}
\end{align*}
$$

Thus there is absolutely no way to recognize an accurate solution $\underline{X}$ given by Gaussian elimination unless

$$
\begin{equation*}
\sqrt{N} \cdot 2^{-t} \cdot \operatorname{cond}[\underline{A}] \ll 1 \tag{2.73}
\end{equation*}
$$

Thus (2.72) relates the accuracy of the solution to the dimension of $A$, its condition number, and the number of digits with which computation has been carried out.

As an example consider the solution of the following problem $A X=\underline{Y}$ by Gaussian elimination. Let $A$ be the ill-conditioned Hilbert matrix and $\underline{Y}$ be that vectur for which $\underline{X}=\{1,2,3, \ldots, N\}$. The problem then is to find X given $\underset{I}{A}$ and $Y$. We simulated this problem on the Xerox Sigma-9 computer where computation is carried out using twenty four binary digits. For a 4 th order Hilbert tatrix the condition number is obtained as cond $(\underset{4}{\mathrm{~A}})=1.55 \times 10^{4}$ [2]. Thus for a 4 th order Hilbert matrix (2.72) reduces to $\left.\right|_{|x|} ^{\left|\frac{x}{T}\right|} \leq .00278$
and hence a very good accuracy in the results is expected. However for a fifth order Hilbert matrix $\frac{||\Delta \underline{x}||}{\|\underline{x}\|} \leq .09825$ since cond $\left(A_{5}\right)=4.77 \times 10^{5}[2]$. This is reflected in the following results:

$$
\begin{array}{lllll}
\underline{X} & \rightarrow & 0.996 & 2.067 & 2.708 \\
\hline
\end{array}
$$

$$
\frac{\| \Delta x| |}{\|x\|} \rightarrow .07772
$$

Note that the theoretical error bound is large. For a sixth order Hilbert matrix we have

| $\underline{X} \rightarrow 1.007$ | 1.786 | 4.509 | -.0342 | 9.543 | 4.182 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\underline{X}_{\text {exact }} \rightarrow 1.0$ | 2.0 | 3.0 | 4.0 | 5.0 | 6.0 |

since cond $\left(A_{6}\right)=1.5 \times 10^{7}$ from [2].
These results prompt us to look for alternate methods in which we could reduce the effects of round-off error in solving a system of equations. The effect of round-off error may become pronounced not only for very ill-conditioned matrices but also for large systems of equations in which a large number of arithmetic operations must be carried out. Iterative methods are good alternatives to rectify this problem of round-off error. For example, for a 7 th order Hilbert matrix, where we know direct methods would not work, we obtained this result by the
:onjugate gradient method at the end of seven irerations.


## 2.t CONCLLSTONS

The direct mechois are quite efficient when we have a well-conditioned matrix of small rank $N$. However, if the matrix A is ill-sonditioned, then the direct methods may fail even for a $5 \times 5$ matrix. Also : the rank of the matrix is very large, then the round-off errox may billip to wate , $\overline{\mathrm{N}}$. cond (A). $2^{-t}$ conparable to unity. So we must look for aiternatise methods of solving systems of linear equations when we have in aremertan or a very ill-conditioned matrix. Even though the two conditims vaded which the direct methods fail are quite different. the disease is it: ... cound-off etror. Thus we next loot into the iterative me......., whore in unknown is iefined at each stage until we get the exact solutun. In iterative methols, the round-off error is generaliy linited to the last iteration valy. This we demonstrated by solving a $7 x 7$ Hilberi matrix using single precision computation. we know that fot this problem direct nethods would fail as $\frac{1 \mathrm{x}}{1 \mathrm{x}}=-1.43$ (Erom 2.72).

## 3. PHILOSOPHY OF ITERATIVE METHODS FOR SOLVING MATRIX EQUATIONS

## Summary

The basic philosophy of the iterative methods is discussed in this section. It is shown that the solution of the set of equations $\underline{A} \underline{X}=\underline{Y}$ is equivalent to the maximization/minimization of the functional $F(\underline{X})=$ $\frac{1}{2}\langle A X, \underline{X}\rangle-\langle\underline{Y}, \underline{X}\rangle$ if $\underline{A}$ is negative/positive definite. The contours of constant $F(\underline{X})$ are generally $N$-dimensional ellipsoids. Also the residuals $R_{n}\left(=\underline{A X}_{n}-\underline{Y}\right)$ at the end of each step are normals to the ellipsoid at $\underline{X}_{n}$. The paths $\underline{p}$ by which one reaches the center point of the ellipsoid (which is the solution, $X_{\text {exact }}$ ) are different for the different i:erative methods. An iterative process is called linear if the present estimate $X_{n}$ is a linear combination of the past estimates $X_{0}, X_{1}, X_{2}$ .... $X_{n-1}$ : Otherwise the iterative process is nonlinear. A process is called a stationary iterative process if the rule by which $X_{n}$ is determined does not change from iteration to iteration. Otherwise the iterarive process is called nonstationary. Nonstationary methods are not fursued in this presentation because some ideas are needed about the magnitudes of the maximum and the minimum eigenvalues of $A$ for these methods to be effective.

## 

Many boundary value problems of mathenatical physics may be reduced to the solution of a matrix equation

$$
\begin{equation*}
\underline{A X}=\underline{Y} \tag{3.1}
\end{equation*}
$$

The iterative method consists of choosing a trial function $\underline{X}_{0}$ for $\mathbb{X}$ in (3.1). For this trial vector we have a residual $\underline{R}_{0}$ given by

$$
\begin{equation*}
\underline{R}_{0}=A X_{0}-\underline{Y} \tag{3.2}
\end{equation*}
$$

The objective of any iterative scheme is to alter the vector $X_{0}$ systematically In such a way that the residuals eventually disappear. To achieve our goal we introduce the quadratic functional $F(\underline{X})$ defined as [9].

$$
\begin{equation*}
F(\underline{X})=\frac{1}{2}\langle\underline{A X}, X\rangle-\langle\underline{Y}, \underline{X} \tag{3.3}
\end{equation*}
$$

Here <, > is the usual definition of the inner product. [In the present chapters we will assume $A$ to be symmetric and $A, \underline{X}, \underline{y}$ are real matrices. We will derive the rates of convergence of various tterative schemes based on this assumption. Later we will extend the discussions to complex matrices by changing the definition of the inner product.] If we want to minimize or maximize the quadratic Eunctional $F(X)$ defined by (3.3) then the Eirst functional derivative should be made equal to zero. [This functional derivative is often referred to as the Frechet differential of $F(X)$ ]. The first differential is obtained as

$$
\begin{equation*}
\left.F^{\prime}(\underline{X})=\langle\underline{A X}-\underline{Y}, \underline{\Delta}\rangle\right\rangle=\langle\underline{R}, \Delta \underline{X}\rangle \tag{3.4}
\end{equation*}
$$

The second differential of $F^{\prime \prime}(\underline{X})$ is obtained as

$$
\begin{equation*}
F^{\prime \prime}(X)=\langle\underline{A} \Delta X, \Delta \underline{X}\rangle \tag{3.5}
\end{equation*}
$$

Thus the solution of a symmetric system of matrix equations in (3.1) is equivalent to the problem of finding the minimum/maximum of a quadratic functional F ( 3 ) of (3.3) depending on whether 1 is positive/negative definite.

In orde to manhiaedminize $F(\underline{O})$ we start with a trial vector $\ddot{A}_{0}$. We select some direction $\underline{p}_{0}$ and correct $\underline{X}_{0}$ in the direction of $\underline{P}_{0}$ with the intention of approaching the maximum/minimum of $F(X)$. From now on let us assume $A$ is positive definite so that we can explain the principles of an iterative scheme. The new trial vector $X_{1}$ obtained at the end of the first iterative step is related to $X_{0}$ by

$$
\begin{equation*}
\underline{Y}_{1}=\underline{X}_{0}+t{\underset{\sim}{p}}_{0} \tag{3.6}
\end{equation*}
$$

where $t$ is a scalar parameter. Then

$$
\begin{align*}
F\left(\underline{X}_{1}\right)=F & \left(\underline{X}_{0}+t \underline{P}_{0}\right) \\
& \left.=\frac{t^{2}}{2} \quad \underline{A P}_{0},{\underset{\sim}{P}}_{0}^{P}\right\rangle+t\left\langle\underline{A X}_{0}-\underline{Y}, \underline{\sim}_{0}^{P}\right\rangle+F\left({\underset{\sim}{X}}_{0}\right) \tag{3,7}
\end{align*}
$$

[NOTE: $X_{n}^{k}$ represents the kth element of $X$ obtained after $n$ iterations $]$ The parameter $t$ is now selected in such a way $F\left(X_{1}\right)$ reaches a minimum (as A has been assumed to be positive definite), i.e.

$$
\begin{equation*}
\text { or } t_{\min }=-\frac{\left\langle{\underset{\sim}{n}}^{R}, \underline{-}_{0}\right\rangle}{\left\langle\underline{A P}_{0}, \underline{P}_{0}\right\rangle} \tag{3.8}
\end{equation*}
$$

The second derivative of $F\left(X_{1}\right)$ with respect to $t$ yields
$\frac{d^{2} F\left(\underline{X}_{1}\right)}{d t^{2}}=\left\langle A_{0}{ }_{0}, \underline{P}_{0}\right\rangle>0$
since $\Lambda$ is positive definite.
When A is nonsingular but indefinite, its solution makes the corresponjing quadratic function stationary but not naximum/minimum.

$$
\begin{aligned}
& =0
\end{aligned}
$$

In the event $A$ is positive definite, $t_{m i n}$ really yields a uniqu minir. as seen by (3.9). Alio the functional $F(X)$ is a quadratic in $t$ as shown by (3.7). Hence it forms a parabola when ploted against $t$ as shom in figure 1.


Vgure 1: Plot of $F(X)$ against $t$.

Hence for $0 \leq t \leq 2 t_{\min }$ the value of $F(\underline{X})$ is smaller than $F\left(X_{0}\right)$. The point $\underline{X}_{1}$ which is reached by moving in the direction ${\underset{\sim}{P}}_{0}$ with $t=t_{\text {min }}$ is then the minimum point. The decrease in $F(\underline{X})$ is given by

$$
\begin{equation*}
\Delta F=F\left(\underline{X}_{1}\right)-F\left(\underline{X}_{0}\right)=-\frac{1}{2} \frac{\left\langle\underline{R}_{0}, \underline{P}_{0}\right\rangle^{2}}{\left\langle\underline{A P}_{0}, \underline{P}_{0}\right\rangle}<0 \tag{3.10}
\end{equation*}
$$

for $\quad \underline{R}_{0}, \underline{P}_{0}>\quad \neq 0$
Thus to obtain any reduction in $F(\underline{X})$ the search direction $\underline{P}_{n}$ should not be orthogonal to the residual vector ${\underset{\sim}{0}}^{\sim}$. Otherwise we remain at the trial noint $\ddot{n}_{0}$ 。

It is also interesting to note that at the minimum point $X_{1}$ with $t=t$ min the new residual vector $\underline{R}_{1}$ is orthogonal to $\underline{\mathrm{P}}_{0}$. This is because

$$
\begin{align*}
&\left\langle\underline{R}_{1}, \underline{P}_{0}\right\rangle=\left\langle\underline{A X}-\underline{Y}, \underline{P}_{0}\right\rangle=\left\langle\left(\underline{A X}_{0}+t_{\min } \underline{A P}-\underline{Y}\right)_{0},{\underset{O}{P}}_{0}\right\rangle \\
&=\left\langle\underline{R}_{0}, \underline{P}_{0}\right\rangle+t_{\min }\left\langle\underline{A P}_{0}, \underline{P}_{0}\right\rangle=0 \tag{3.12}
\end{align*}
$$

For example, in the coordinate system of the unknowns, $X=\left(x_{1}, x_{2}\right)$, the contours of $F(\underline{X})=$ constant form concentric ellipses whose common center coincides with the minimum point of $F(\underline{X})$ and constitutes the solution point. At $X_{-}$, the residual ${\underset{\sim}{o}}_{0}$ is orthogonal to the contour through the point $X_{0}$ as it is the gradient of $F\left({\underset{\sim}{0}}_{0}\right)$. In one iterative step we pass fron $X_{0}$ in direction $\underset{-}{P}$ to $\underline{X}_{1}$, where $F(\underline{X})$ is a minimum along the direction $\underline{P}_{0}$. Here $\underline{Q}_{-1}$



Figure 2: Interpretation of Iterative Scheme

The various iterative schemes discussed next .it . : ...... .. .in: general iterative scheme, as the various methods differ onlv in the an of the iterative direction ${\underset{\sim}{i}}^{i}$ for the individual iterative steps and in :... path followed (through the choice of $t$ ). An iterative mothod i; cille: ? stationary iterative method if the function $0_{n}$ defined is

$$
{\underset{-}{n+1}}=Q_{n} \quad[\underline{A}, \underline{Y},{\underset{X}{n}}, \underline{X} \underbrace{}_{n-1}, \ldots ., X_{0}]
$$

is independent of $n$. Thus in a stationary iterative method $\eta_{1}=n_{n}=3$ and
so on. Otherwise the process is called a nonstationarv iterative method.

Othervise the method is nonlinear. In these discussions we will contine w.tr attention to only stationary iterative methods because for nonstationar:
iterative methods the parameters vary with the problem.

## Summary

This section describes the various linear iterative schemes. It is shown that for Gauss's hand relaxation method the search directions $\underline{p}$ are the coordinate vectors whose only non-zero element is lat the kth row, corresponding to the largest residual. In Jacobi's method, however, the search directions $\underline{P}$ are chosen cyclically, i.e., starting with a vector whose only non-zero element is 1 at the first row and then gradually going down to the nth row and back to the first row again. In Seidel's process, we modify Jacobi's method by substituting a refined estimate for element $X_{1}^{i}$ when we compute $X_{2}^{i}$ and so on. However, the disadvantage with seidé's process is that convergence is irregular if the largest eigenvalue of the iteration matrix is complex. This problem is remedied in the back-andforth Seidel process. Basically it consists of two normal Seidel's processes. We proceed in the nth iteration as normal Seidel process by computing $X_{n}^{1} \ldots X_{n}^{N}$. Then at $n+1$ iteration we compute $X_{n+1}^{N}$ to $X_{n+1}^{1}$. The rate of convergence of linear iterative schemes can be increased by the successive overrelaxation method presented in the last subsection of this section.

ans wetad wat woldied ty ause ior hand calculation and is mostly ot
 ..alch direction vector ${\underset{\sim}{n}}^{n}$ are chosen corresponding to the greatest residuad in absolute value. Thus $\frac{P_{n}}{n}$ is $\mathrm{N} X 1$ colurn vector whose only non-zero all Gent is 1 at the kth row, where the kth row has the largest residual $R_{n}^{k}$ in absolute value at the end of $n$ iterations. By using (3.6) and (3.8), we arrive at the following equation in terms of the components

$$
\begin{equation*}
x_{n+1}^{k}=x_{n}^{k}-\frac{R_{n}^{k}}{A^{k k}} \cdot P_{n}^{k} \tag{4.1}
\end{equation*}
$$

Thus $t_{\text {min }}$ for this problen is

$$
\begin{equation*}
t_{\min }=-\frac{\left\langle\frac{R}{n}, P_{n}\right\rangle}{\left\langle\frac{A P}{-n}, \frac{P}{-n}\right\rangle}=-\frac{R_{n}^{k}}{A^{k k}} \tag{4.2}
\end{equation*}
$$

This metiod is not very suitable for automatic computation as it is a very Zabirious process to searsin tor the laryest absolute element in the residan. A.. JACORI'S C:CLICIL ITERITION :IETHOD (SUCCESSIVE DISPLACEIENT :ILTHOD) [1,3,4,12,13]

In contrast to Gauss's method, the relaxation direction $I$ now runs cyclically tirough the courdinate directions in the sequence $E_{1}^{\prime}, E_{2}^{\prime}, \ldots . \Sigma_{n}^{\prime}$ regardless of the residuals. Here $E_{k}^{\prime}$ is a column vector with $l$ at position $k$ and zero eisewhere. This method is then equivalent to solving each of the original equatiors in turn for a single unknown, and hence the solution vectar is changed one component at a time. Here $t_{\text {min }}$ is defined as

$$
\begin{equation*}
t_{n i: 1}=-\frac{\left\langle R_{n}, P_{n}\right\rangle}{\frac{A_{n}^{\prime}}{-I_{n}}, \Gamma_{n}}=-\frac{\left\langle R_{n}, E_{i}^{\prime}\right\rangle}{\left\langle\frac{A I}{-1}, \frac{E^{\prime}}{\prime}\right.}=-\frac{R_{n}^{k}}{A^{k!}} \tag{4.3}
\end{equation*}
$$

Hence

$$
X_{n+1}^{k}=X_{n}^{k}-\frac{R_{n}^{k}}{A^{k k}} \cdot E_{k}^{\prime}=\frac{1}{A^{k k}}\left[Y^{k}-\sum_{\substack{j=1 \\ j \neq k}}^{N} A^{k j} X_{n}^{j}\right]
$$

Suppose A is decomposed into a diagonal matrix $D$ (withelements $D^{i j}=A^{i i} j^{i j}$ ) a lower left triangular matrix $L$ (with elements $L^{i j}=A^{i j}$ for $i>j$ and zero for $i \leq j$ ) and an upper right triangular matrix $\underset{X}{U}$ (with elements $U^{i j}=A^{i j}$ for $i<j$ and zero for $i \geq j$ ). Hence

$$
\begin{equation*}
\underline{A}=\underline{U}+\underline{L}+\underline{U} \tag{4.4}
\end{equation*}
$$

Thus the Jacobi iteration for solving $A X=Y$ takes the form

$$
\underline{D X}_{n+1}+\left[\underline{L}+\underline{U}: \underline{X}_{n 1}=\underline{Y}\right.
$$

or,

$$
\begin{align*}
{\underset{\sim}{1}}^{+1}= & -[\underline{D}]^{-1}[\underline{L}+\underline{\underline{U}}] X_{n}+\underline{D}^{-1} \underline{Y} \\
& \underline{\underline{G}}{ }^{+} X_{n}+\underline{H} \tag{4.5}
\end{align*}
$$

The Jacubi iteration converges as long as the largest absolute eigenvalue of $G^{\prime}$ is less than unity. Other equivalent convergence conditions are described in section 8.1 .

Observe that when the matrix equation $\underline{A X}=\underline{Y}$ is scaled such that $\underline{D}=\underline{I}$
(identity matrix) then

$$
\begin{equation*}
\underline{X}_{n+1}=\underline{X}_{n}-[\underline{D}]^{-1}\left[\underline{A X} \underline{n}_{n}-\underline{Y}\right]=\underline{X}_{n}-[\underline{D}]^{-1} \underline{R}_{n}=\underline{X}_{n}-\underline{R}_{n} \tag{4.6}
\end{equation*}
$$

i.e. each individual component $X_{n}^{k}$ is altered such that the residual of the xth equation is zero, without regard to the connection of the other components.

```
4.3 SEIDEL'S YETHOD (SUCCESSIVE DISPLACEMENT \IETHOD)
    (often incorrectly called the Gauss-Seidel method) [1,3,9,12,13,14}
```

The rite of convergence of Jacobi's method was improved by Seidel in rodifyin; (4.j) in tie following way

$$
A_{n+1}^{k}-\frac{1}{A_{k}^{k}}\left[v^{n}-\sum_{n=1}^{k-1}\right.
$$

$$
\therefore \therefore \quad \therefore \quad \therefore+i
$$

$$
q=k+1
$$

or

$$
(\underline{D}+\underline{L}) \underline{X}_{n+1}+\underline{I X}_{n}=Y
$$

This is achieved hy uphatian the $=1 \%$ an $\because$,



Thus

$$
\begin{align*}
x_{n+1} & =-[D+I]^{-1} \underline{X}+\left[\underline{Y}+\underline{I}_{1}\right]^{-1} \underline{\square} \\
& =-X_{n}+\underline{S} \tag{4.8}
\end{align*}
$$


the largest eigenvalue of $A$ be less than unity in magnitud:. Grier civergence criteria will te discussed latar on in veciocis a.
 parcicularly that of Seidel's method is that the convergence th 'ulce




$$
\left[\begin{array}{llll}
1.0 & 0.7 & 0.7 & 0.2 \\
0.7 & 1.0 & 0.7 & 0.1 \\
0.7 & 0.7 & 1.0 & 0.1 \\
0.2 & 0.1 & 0.1 & 1.0
\end{array}\right]
$$

and we wis'a to solve the matrix equation

$$
\underline{A X}=0
$$

Since det [A] $\neq 0$, the aniv nossible solution is $?=n$. The viriole itoration are given in the folloume thle.

|  | $\mathrm{X}_{0}$ | $\therefore 1$ | $\underline{x}_{2}$ | $\underline{X}_{3}$ | $\underline{X}_{4}$ | $\underline{X}_{5}$ | ${ }_{-6}$ | $\underline{x}_{7}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1.00 | -1.6'5 | -0.83 | -0.41 | -0. 0.18 | -0.062 | -. 0080 | . 01220 |
| 2 | 1.00 | 0.32 | 0.00 | -0.12 | -0.13 | -0.107 | -. 0761 | . 04927 |
| 3 | 1.00 | 0.80 | 0.56 | 0.36 | 0.21 | 0.115 | . 0577 | . 02561 |
| 4 | 1.00 | 0.21 | 0.11 | 0.06 | 0.03 | 0.012 | . 0034 | -. 0007 |
|  |  |  | $\mathrm{X}_{-8}$ |  | $\xrightarrow{\mathrm{X}} 9$ |  | $\mathrm{X}_{10}$ |  |
|  |  |  | . 01656 |  | . 014575 |  | . 010786 |  |
|  |  |  | -. 02953 |  | -. 016425 |  | -008403 |  |
|  |  |  | . 00907 |  | . 001421 |  | -.00152\% |  |
|  |  |  | -. 00127 |  | -. 001514 |  | -. 0011 14 |  |

Table 1: The various components of $X$ at the end of each iteration

| i | $x_{1}^{i} / X_{0}^{i}$ | $x_{2}{ }^{\prime} \mathrm{X}_{1}^{i}$ | $\mathrm{X}_{3}^{\mathrm{i}} / \mathrm{X}_{2}^{\mathrm{i}}$ | $\mathrm{L}_{4}^{1} / \mathrm{X}_{3}^{i}$ | $x_{5}^{i} / X_{4}^{i}$ | $x_{6}^{i} / x_{5}^{i}$ | $x_{7}^{1} / x_{6}^{1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | -7.60 | 0.52 | 0.49 | 90.44 | 0.344 | 0.1290 | $-1.525$ |
| 2 | 0.32 | 0.00 | $-\infty$ | 1.08 | 0.823 | 0.7112 | 0.6474 |
| 3 | 0.80 | 0.70 | 0.64 | $4 \quad 0.58$ | 0.548 | 0.5017 | 0.4438 |
| 4 | 0.21 | 0.52 | 0.55 | 50.05 | 0.400 | 0.2833 | -0.0205 |
|  |  | $x_{8}^{i} / x_{7}^{i}$ |  | $\mathrm{x}_{9}^{i} / \mathrm{X}_{8}^{i}$ | $\mathrm{X}_{10}^{\mathrm{i}} / \mathrm{X}_{9}^{\mathrm{i}}$ |  |  |
|  |  | 1.3574 |  | 0.8802 | 0.739983 |  |  |
|  |  | . 5994 |  | 0.5562 | 0.511597 |  |  |
|  |  | . 3542 |  | 0.1567 | $-1.074603$ |  |  |
|  |  | 18.1429 |  | 1.1114 | 0.822614 |  |  |

Table 2: Ratios of $X_{n+1}^{i} / X_{n}^{i}$ for Seidel's process.
In this present example it is interesting to note that the ratios do not approach any limit. This fs shown in Table 2.

Such erratic benavior is to be expected since the eigenvalues of the تitrix 9 in (4.8) are nomplex. The eigenvalues of 3

$$
\cdots[\underline{i}+\underline{L}]^{-i}[\underline{L}]=\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & .49 & .147 & .0763 \\
0 & .147 & .5341 & .0439 \\
0 & .0763 & .0439 & .0228
\end{array}\right]
$$

are $\lambda=0,0.028333,0.566733 \pm$. 157153 . That is, the dominant eigenvalus uf iq are complex conjugates. Thus, aithough the Seidel sciene is convergent in this case, the convergence is erratic. This erratic behaviour of the Seidel process is rmedied by the "back-and-forth" Seidel process. 4.4 BACK AND FORTH SEIDEL PROCESS [1,13]

The back-and-forth Seidel process was designed by Aitken and Rosser to Dercome the irregular convergence of the Seidel process. This is ichleved by making all the eigenvalues of the iterative matrix real. Cr proceeds as follows: Start with a first approximation vector $X_{0}$ and then obtain $\bar{X}_{H}$ by the regular Seidel process as

$$
\begin{equation*}
\underline{X}_{1}=-[\underline{D}+\underline{L}]^{-1} \underline{U} \underline{X}_{0}+[\underline{D}+\underline{L}]^{-1} \underline{Y} \tag{4.9}
\end{equation*}
$$

Then find the next iterate by applying the Siedel process to the equations in reverse urder, i.e.

$$
\begin{aligned}
\underline{X}_{1} & =-[\underline{D}+\underline{U}]^{-1} \underline{L} \underline{X}_{1}+[\underline{D}+\underline{U}]^{-1} \underline{Y} \\
& =[\underline{D}+\underline{U}]^{-1} \underline{L}[\underline{D}+\underline{L}]^{-1} \underline{U} \underline{X}_{0}-[\underline{D}+\underline{U}]^{-1} \underline{L}[\underline{D}+\underline{L}]^{-1} \underline{Y}+[\underline{D}+\underline{U}]^{-1} \underline{Y}
\end{aligned}
$$

Thus we see that for this process the iteration matrix is

$$
\begin{equation*}
\underline{s}=[\underline{D}+\underline{U}]^{-1} \quad \underline{L} \quad[\underline{D}+\underline{L}]^{-1} \underline{U} \tag{4.11}
\end{equation*}
$$

Since $\underline{A}$ is assumed to be symmetric $\underline{L}=\underline{U}^{T}$ and $\underline{U}=\underline{L}^{T}$ (here $T$ denotes transpose) and so the iteration matrix can be rewritten as

$$
\begin{align*}
\underline{S} & =\{\underline{D}+\underline{U}]^{-1} \underline{U}^{T}\left[\underline{D}+\underline{U}^{T}\right]^{-1} \underline{U} \\
& =[\underline{D}+\underline{U}]^{-1} \underline{U}^{T}\left[\{\underline{D}+\underline{U}\}^{-1}\right]^{T} \underline{U}=\underline{M M}^{T} \tag{4.12}
\end{align*}
$$

where $\underline{M}=[\underline{D}+\underline{U}]^{-1} \underline{U}^{T}$. Thus $\underline{S}$ is similar to a non-negative matrix. Since $\operatorname{det}[\underline{M}]=\operatorname{det}[\underline{U}]=0, \mathbb{M}^{T}$ is semi-definite. So we can conclude that all the eigenvalues of $S$ are on the real half line $x \geq 0$ and hence the dominant eigenvalue of $S$ is unique, though possibly may be a multiple root.

Example 2: We now apply the back-and-forth Seidel process to example 1. we again start with the same initial guess. The results are summarized in table 3

| i | $\underline{X}_{0}$ | $\bar{x}_{1}$ |  | $x_{2}$ | - |  |  | - |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\underline{x}_{1}$ |  | $\mathrm{x}_{2}$ | $\mathrm{X}_{3}$ | $\mathrm{X}_{3}$ | $\chi_{4}$ |
| 1 | 1.0 | -1.60 | -0.99 | -0.99 | -0.64 | -0.64 | -0.4? | -9.617 |
| 2 | 1.0 | 0.32 | 0.48 | 0.06 | 0.23 | -0.01 | 0.12 | -0.032 |
| 3 | 1.0 | 0.80 | 0.88 | 0.63 | 0.64 | 0.43 | 0.45 | 0.305 |
| 4 | 1.0 | 0.21 | 0.21 | 0.13 | 0.13 | 0.09 | 0.09 | 0.056 |
|  | $\mathrm{X}_{4}$ | $\underline{X}_{5}$ |  | $\mathrm{X}_{5}$ |  | $\underline{X}_{6}$ |  | $\mathrm{X}_{6}$ |
|  | -0.277 | -0.27650 |  | -0.18437 |  | -0.18437 |  | -0.12332 |
|  | 0.070 | -0.02835 |  | 0.04305 |  | -0.02144 |  | 0.02746 |
|  | 0.309 | 0.20780 |  | 0.20966 |  | 0.14033 |  | 0.14157 |
|  | 0.056 | 0.03736 |  | 0.03736 |  | 0.02499 |  | 0.2499 |

Table 3: Various iterates of "back-and-forth" Seidel process

The ratios $X_{n+1}^{i} / X_{n}^{i}$ are obtained as

| 1 | $\mathrm{X}_{1}^{1} / \mathrm{X}_{0}^{1}$ | $\mathrm{X}_{2}^{1} / \mathrm{X}_{1}^{1}$ | $\mathrm{X}_{3}^{1} / \mathrm{X}_{2}^{1}$ | $\mathrm{X}_{4}^{1} / \mathrm{X}_{3}^{1}$ | $\mathrm{X}_{5} \cdot \mathrm{X}_{4}$ | $\mathrm{X}_{6}^{\prime} \mathrm{X}_{5}^{1}$ |
| :--- | ---: | :--- | :--- | :--- | :--- | :--- |
| 1 | -0.99 | 0.65 | 0.66 | 0.660 | 0.66560 | 0.6687 |
| 2 | 0.48 | 0.48 | 0.52 | 0.583 | 0.61500 | 0.63737 |
| 3 | 0.88 | 0.73 | 0.70 | 0.687 | 0.67851 | 0.67524 |
| 4 | 0.21 | 0.62 | 0.70 | 0.621 | 0.66 .14 | $0.068: 0$ |

Table 4: hatios of $X_{n+1}^{1} / X_{r}^{1}$ for "back-and-forth" Seiciti prorues

The results from table 4 indicate that these ratios are tending to 0,67. i.e. that the dominant eigenvalue of $S$ is about 0.67 . A simple calculation reveals that the eigenvalues of $\underline{S}$ in this case are $0.65611,0.36368,0.02720$ and 0 . The dominant eigenvalue is real and is equal to the ratio of


In this example, the convergence of the "back-ard-forth" aidi jroces. while slower than that of the ordinary Seidel process, is mud more :es lay than the urdinary Seidel process. However, the "back-and-rorti" Seide]
 would give the nost accrac per unit of iebor.

Alsc, in most method of moments problems, we encoiater a matix aboce efgenvalues are of ten complex. The use of the "back-and-finia" seidel process in these problems will be justified; but, as we shall show later, there are faster schemes to treat these problems.
4.5 THE METHOD OF SUCCESSIVE OVER/UNDER KELLANAIION $11,1,13,14,15,61$

In the case of large systems of equations, the Jacubi or seidel proces; converges poorly when the maximum absolute eisenvalue (often referred to as the spectral radius) of the iteration matrix $G^{\prime}$ in (4.5) or 9 in (4.3) lies close to unity. Convergence of the seidel arocrss ould he iorrved :f
instead of just reashing the minimum point at $t_{\text {min }}$ of figure 1 we go beyond this point by a certain amount. It seems paradoxical at first to refrain from minimizing the quadratic tunctional at each iteration step with the goal of achieving better urvergence. Instead of choosing $t=t_{\text {min }}$, we choose $t=w t_{m i n}$, where $w$ is if factor which may or may not change with each iteration. Thus (4.7) is now mudified in the following way:

$$
\underline{D}\left(\underline{X}_{n+1}-\underline{X}_{n}\right)=\underline{Y}-\underline{U X}_{n}-\underline{D X}_{n}-\underline{L X}_{n+1}
$$

We now introduce the narameter $w$ and define the new iteration
or

$$
\begin{aligned}
& \omega^{-1} \underline{D}\left(X_{n+1}-X_{n}\right)=\underline{Y}-\underline{U X}_{n}-\underline{D X}_{n}-\underline{L X}_{n+1} \\
& \underline{X}_{n+1}=\left[\underline{I}-\left(\omega^{-1} \underline{D}+\underline{L}\right)^{-1} \underline{A}\right] X_{n}+\left(\omega^{-1} \underline{D}+\underline{L}\right)^{-1} \underline{Y}
\end{aligned}
$$

In this case the iteration matrix is $\left[\underline{L}-\left(\omega^{-1} \underline{D}+\underline{L}\right)^{-1}\right.$ A] where $I$ is the identity matrix. We are now interested in determining $\omega$ so as to give this matrix a small maximum eigenvalue. It is interesting to note that in symmetric definite systems of equations, the relaxation methods converge to the solution for any fixed value of $\omega$ in the range $0<\omega<2$. This probably could be expected intuitively as the quadratic functional is reduced in value for $0<t<2 t_{\min }$. For $0<\omega<1$, the method is referred to as underrelaxation and $10: 1<\omega<2$, the method is called overrelaxation. It has been observed by Kahan and Young $[14-16]$ that values of $\omega<1$ tend to reduce the rate of convergence whereas $\omega>1$ accelerates the rate of convergence. For $\omega \leqslant 1$ we overcorrect the solution vectors and hence we speak of overrelaxation methods. Unfortunately, for a given problem it is difficult to find the optimum choice of the relaxation parameter $\omega$. For this, additional information
about the structure of matrix A is necessary. Nonetheless, we can say that the worge the condition of the matrix, the closer the optimum value of $\omega$ lies to 2 . In 30 an a case, at each iterative step we jump far beyond the minimum point to a new approximation which leaves the quadratic functional $F(X)$ almost as iange as it was before. ience the strategy of making the best improvement in each individual iterative step by going to the minimum point is not the best way of achieving the optimum long-term result.

The successive overrelaxation method has found wide application in the solution of boundary value problems by the finite difference method. In this particular type of problem one often encounters a very sparse matrix. For such special type of matrix equations optimum values of $\omega$ have been given oy Kaian aric ang \{14-16]. In the case of a full matrix it is difficult to find the optimun w theoretically unless there is a certain structure to the matrix. Jthervise for each individual problem the optimum value of $\omega$ ias Lo Be obtained experimentally.

## j. こNN: CADLO : IETHOD* $[1,17-21]$

Sun
In this section we apply the law of large numbers to solve a system of linear equations. A Monte Carlo method is capable of giving a rough estimate (5-10: accuracy) of the solution in a reasonable amount of time, or when the problem is too big or complex for any other method to handle.

The Monte Carlo method is applicable if $\underset{i}{\max } \lambda_{i}(T)<1$, where $T=A-I$. However, this can be achieved by prescaling the matrix. The method presented in this section starts with an initial guess ${\underset{O}{0} \text { of the solution } X, ~(x)}_{x}$ and computes various components of $X$ by

$$
X^{j}=X_{o}^{j}-{ }_{i=1}^{N}\left[\underline{A}^{-1}\right]^{j i}\left[\underline{A X}_{o}^{-Y}\right]^{i}
$$

where $\left[A^{-1}\right]^{j i}$ represents the element corresponding to the ith column and $j$ th row of the inverse matrix of $A$. This requires slightly more work than the computation of the unknown $\underline{X}$ by

$$
x^{j}=\sum_{i=1}^{N}\left[\underline{A}^{-1}\right]^{j i}[Y]^{i}
$$

However, the results given by the former converge much faster if the initial estimate ${\underset{\sim}{0}}$ is reasonable.

* It has become quite widespread nowadays in mathematical literdture to speak of Monte Carlo methods (plural). This is because the same problem can be solved by simulating random variables in various ways. But here we will use Monte Carlo method (singular).


### 5.1 SOLUTION OF A SYSTEM OF LINEAR EQUATIONS

The Monte Carlo method is a numerical method of solving wathomaindi. problems by means of random sampling. The metnod was first, and by in : von Neumann and Stanislav Ulam, Even though the theo: inat $1:$ in: : of this method has been known for a very long tiae, chis aminod noth noc de used on any significant scale because of the manud simulat.... , fan ... variables, which is often a very laborious procedure. With the advent of the electronic computer, this method has become an extremely versatilc numerical technique. The Monte Carlo method is useful in any of the following situations:
a) A quick rough estimate of the solution is desired, which is ther refined by some other means. This is because the first few steps of a Monte Carlo method tend to improve results significantly, whereas : . . steps are needed to achieve a nigh degree of accuracy. This method is especially efficient in solving problems which require v $5-10$ per cent accuracy.
b) The problea is eco bif cr too cumpex for any orimethacs.
c) Just one component of the sulution vector oi a large syster of matrix equations or only one element of the inverse ot a matrix is desired. Under such circumstances it would be very impracticai to solve the complete problem.

It was shown in Chapter 4 that the solution 0 i $\mathrm{LX}=\mathrm{Y}$ is equivalent to the iterative scheme

$$
\begin{array}{ll} 
& \underline{X}_{n+1}=\underline{T X}+\underline{W} \\
\text { where } & \underline{W}=[I-T][A]^{-1} \underline{Y} \tag{5.2}
\end{array}
$$

For Jacobi's method, $I$ and $\underline{N}$ are defined by

$$
\begin{align*}
\underline{T}=\underline{G}^{\prime} & =-[\underline{D}]^{-1}[\underline{L}+\underline{U}] & & \{\text { from }(4.5)\} \\
& =-[\underline{D}]^{-1}[\underline{A}-\underline{D}] & & \text { (since } \underline{A}=\underline{L}+\underline{U}+\underline{D}) \\
& =\underline{I}-[\underline{D}]^{-1} \underline{A} & & \tag{5.3}
\end{align*}
$$

and

$$
\begin{equation*}
\underline{W}=[\underline{D}]^{-1} \underline{Y} \tag{5.4}
\end{equation*}
$$

For Seidel's method

$$
\begin{align*}
\underline{T}=Q & =-[\underline{D}+\underline{L}]^{-1}[\underline{U}] \quad\{\text { from }(4.8)\} \\
& =-[\underline{D}+\underline{L}]^{-1}[\underline{A}-\underline{D}-\underline{L}] \\
& =\underline{I}-[\underline{D}+\underline{L}]^{-1} \underline{A} \tag{5.5}
\end{align*}
$$

and

$$
\begin{equation*}
\underline{W}=[\underline{D}+\underline{L}]^{-1} \underline{Y} \tag{5,6}
\end{equation*}
$$

The residual corresponding to $X_{n}$ in (5.1) is denoted by $E_{n}$ and is defined as

$$
\begin{align*}
{\underset{n}{n}}^{\Delta} & {[\underline{I}-\underline{T}] \underline{X}_{n}-\underline{N} } \\
& =[\underline{I}-\underline{T}][\underline{A}]^{-1}\left[A X_{n}-Y\right]=[\underline{I}-\underline{T}][A]^{-1} \underline{R}_{n} \\
& =X_{n}-X_{n+1} \tag{5.7}
\end{align*}
$$

Observe that if $A X=\underline{Y}$ is put in the form of (5.1) then $\underline{A}=\underline{I}-\underline{T}$ with proper scaling. Under this circumstance $\underset{\sim}{W} \underline{Y}$ and $E_{n}=\underline{R}_{n}=X_{-n}-X_{n+1}$, i.e., the residual is equal to the negative of the improvement in the approximate solution $X_{n}$. We also observe that

$$
\begin{equation*}
E_{-n+1}=T E_{-1}=\{T\}^{n+1} \cdot E_{0} \tag{5.8}
\end{equation*}
$$

Hence, $\quad X_{n+1}=\underline{X}_{0}-E_{\underset{\sim}{e}}-\underline{E}_{1}-\ldots-\underline{E}_{n}$

$$
\begin{equation*}
=\underline{X}_{0}-\left[\underline{i}+\underline{T}+\{\underline{T}\}^{2}+\ldots+\{\underline{T}\}^{n}\right] \underline{E}_{0} \tag{5.9}
\end{equation*}
$$

This scheme converges if the magnitude of the dominant eigenvalue of $I$ (or the spectral radius of $I$, or the matrix norn of $\underline{I}$ denoted by $\|\underline{T}\|$ ) is less than unity. Under these circumstances

$$
\begin{equation*}
\underline{X}_{\text {exact }}=\underline{X}_{0}-[\underline{I}-\underline{T}]^{-1} \underline{E}_{0} \tag{5.10}
\end{equation*}
$$

In order to obtain a statistical estimation of the ith component of $X$ exact denoted by $\left\{X_{e x a c t}\right\}^{i}$ we need to have an estimation of one row of $[\underline{I}-\underline{I}]^{-1}$. The Monte Carlo Method of computing one component of Xexact is to play the solitaire games $\left\{\underline{G}^{i \alpha}, x=1,2, \ldots, N\right.$ simultaneously. It will be shown that each game $G^{i j}$ has an expected payment of $\left\{[I-T]^{-1}\right\}^{i j} E_{o}^{j}$. This is equivalent to one component of the matrix product in (5.10). Based on the theory of large numbers Kolmogoroff has shown that if one plavs game $\rho_{s}^{i j}$ repeatedly, the average payment of $M$ successive plays will converge to $\left\{[\underline{I}-T]^{-1}\right\}^{i j} E_{o}^{j}$ as $M \rightarrow \infty$, for almost all sequence of plays. The rules of the ganes will now be expressed in terms of balls in urns, whereas a computer will use a random number generating function.

For $1 \leq i, j \leq N$ we pick probabilities $p^{i j} \geq 0$ and the corresponding "weight" factors $v^{i j}$ subject to the conditions that

1) $\sum_{j=1}^{N} p^{i j}<1 \quad$ for $i=1, \ldots, N$ and
2) $\quad p^{i j} v^{i j}=T^{i j}$

Where $T^{1 j}$ is the element belonging to the ith row and $j$ th column of $T$. One way of doing this is to choose $p^{i j}=\left|T^{i j}\right|$ and $\nu^{i j}=\operatorname{sgn}\left[T^{i j}\right]$. By proper scaling of the matrix equations we also make sure that ${\underset{j}{j=1}}_{N}^{i j}<1$.

Now consider $N$ urns. In each urn $\quad U^{i}$, we put an assortment of $N+1$ types of balls. Each ball of the $j$ th type is marked $j$ and will be drawn from $U^{i}$ with probability $p^{i j}$. Thus the balls are loaded. The $(N+1)$ th type ball is marked "STOP" and will be drawn from $U^{i}$ with the stop probability $p^{i}$ defined

$$
\begin{equation*}
p^{1}=1-\sum_{j=1}^{N} p^{i j} \tag{5.13}
\end{equation*}
$$

The game $G^{i j}$ is now played as follows. Draw a ball from $U^{i}$ (all drawings are with replacements). If it is a stop ball, the payment is

$$
\begin{equation*}
G^{i i} \triangleq \frac{E_{o}^{i}}{p^{i}} \tag{5.14}
\end{equation*}
$$

Otherwise the ball would carry a mark $i_{1}\left(1 \leq i_{1} \leq N\right)$. This would entitle us to a partial payment of $v^{i i_{1}}$. We then go to $u m U^{i} 1$ and draw a ball. This in turn tells whether one has to stop or draw again. So we follow the treasure hunt from urn to urn until a STOP ball is drawn. Say the STOP ball is dramn irom urn $U^{j}$ on the kth drawing. If we have arrived at $U^{j}$ via the route 0 defined by $i \rightarrow i_{1} \rightarrow i_{2} \rightarrow \ldots \rightarrow i_{k-1} \rightarrow j$, then the payment total payment is

$$
\begin{equation*}
\left\{G^{i j}\right\}_{\rho}=v^{i i_{1}} v^{i_{1} i_{2}} \ldots v^{i_{k-1} j} \cdot \frac{E_{o}^{j}}{p^{j}} \tag{5.15}
\end{equation*}
$$

Thus the probability of obtaining a STOP ball via the route $\rho$ is

$$
\begin{equation*}
\left\{p_{r}\right\}_{o}=p^{i i_{1}} p^{i_{1} i_{2}} \ldots p^{i_{k-1} j} p^{j} \tag{5.16}
\end{equation*}
$$

Hence the expected payment (i.e. the average payment received extended over all routes $\rho$ ) would then be

$$
\begin{equation*}
\varepsilon\left[G^{i j}\right]=\sum_{\rho}\left\{p_{r^{\prime}}\right\}_{\rho}\left\{G^{i j}\right\}_{\rho} \tag{5.17}
\end{equation*}
$$

where $\mathcal{E}[$.$] is the expectation operator and the sum is taken over all routes$ $\therefore$ which originate at $i$ and end at $f$. Since we assumed $p^{i j} v^{i j}=T^{i j}$ we have

$$
\varepsilon\left[\sigma^{i j}\right]=\left[\delta^{i j}+\sum_{k=1}^{\infty} \sum_{i_{1}=1}^{N} \sum_{i_{2}=1}^{N} \ldots \sum_{i_{k-1}=1}^{N} T^{i 1_{1}}{ }_{T}^{i_{1} L_{2}} \ldots T^{i} k-1 j_{k}^{j} E_{0}^{j}\right.
$$

After rearranging the terms and using $[A]^{-1}=[\underline{I}-\mathbb{T}]^{-1}={ }_{n}=0$

$$
\begin{aligned}
\varepsilon\left[G^{i j}\right] & =\left\{I^{1 j}+\sum_{k=1}^{\infty}\left(\{T\}^{k}\right)^{i j}\right] E_{o}^{j} \\
& =\left([I-I]^{-1}\right\}^{i j} E_{o}^{j}
\end{aligned}
$$

where $\delta^{i f}$ is Kronecker delta function and $I$ is the identity matrix. Thus we have shown that the expected payment of the game is $G^{i j}$ (or mathematically tic expectation of the random variable $G^{i j}$ ) is indeed only one component of the fth element of the solution vector $\underline{X}$. To obtain the th element of $\underline{x}$ we need to play all the games $\left\{G^{i \alpha}\right\}, x=1,2, \ldots, N$, as $X^{i}=\sum^{N}\left\{G^{i \alpha}\right\}$ $\alpha=1$

Computationally the game is played in the following wa. As an example, let the matrix $\dot{A}$ be [20]

$$
A=I-I=\left[\begin{array}{ccc}
.4 & -.2 & -.1 \\
-.2 & .5 & -.1 \\
-.1 & -.2 & +.0
\end{array}\right]
$$

Let $\underline{Y}=\left[\begin{array}{l}.1 \\ .2 \\ .3\end{array}\right]$. So that $\underline{X}=\left[\begin{array}{l}1 \\ 1 \\ 1\end{array}\right]$
the initial approximation $x_{0}=\left[\begin{array}{l}0 \\ 0 \\ 0\end{array}\right]$, so that $E_{0}=\left[\begin{array}{l}-.1 \\ -.2 \\ -.3\end{array}\right]=A x_{0}-\underline{Y}$
By the terms of the problem we find $I=\left[\begin{array}{ccc}.6 & .2 & .1 \\ .2 & .5 & .1 \\ .1 & .2 & .4\end{array}\right]$
Now we select
and $[p]=[|T|]$ and $\left[\nu^{i j}\right]=\left[\begin{array}{lll}1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1\end{array}\right]$. Thus $[p]=\left[1-\sum_{j=1}^{N} p^{i j}\right]=\left[\begin{array}{l}.1 \\ .2 \\ .3\end{array}\right]$.
In this case $N=3$. To play the game we select a random variable $\xi$ between
0 and 1. If $j$ is the point to which the walk has proceeded, we find the smallest integer $k$ for which the cumulative probability $\left(\sum_{r=1}^{k} p^{j r}\right)$ of going from $j$ to $k$ is greater than $\xi$. We then calculate the partial contribution of the score of the step from $j$ to $k$. This is equivalent to picking a ball marked $k$ from the $j t h$ urn. However if $\sum_{\Sigma}^{N} p^{j r} \leq \xi$, the random walk stops. $r=1$
This implies that the picked ball marked $k$ from jth urn is a STOP ball. If we are interested in finding any elements belonging to the second row of the inverse matrix, we choose $i=j=2$ (say) and the random variable $5=0.82$. We now observe that

$$
\begin{aligned}
& p=p^{21}=.2 \\
& p=p^{21}+p^{22}=.7 \\
& p=p^{21}+p^{22}+p^{23}=.8
\end{aligned}
$$

and hence ${\underset{r i n}{N}}_{N}^{N} p^{j r} \leq 5$ and the walk has to stop. So the payment obtained is

$$
\begin{equation*}
G^{i \cdot j}=G^{22}=\frac{E_{o}^{2}}{p^{2}}=\frac{.2}{.2}=1.0 \tag{5.18a}
\end{equation*}
$$

Now let us pick $\xi=.15$ and let $i=j=2$. In this case

$$
p=p^{21}=.2>\xi
$$

So we are encitled to a partia: payment of $y^{21}=1$. Next pick another
r.3.dor number, say $=.95$. The walk will now proceed from $j$ to sume pusne $k$ (i.e., we picked a ball marked $j$ from the ith urn and we are now juing to we jth ura to pick a ball). In this case, $j=1$ and let us observe $\underset{r=1}{k} f^{j r}$. We see
$p=p^{11}=.6$
$p=p^{11}+p^{12}=.8$
$p=p^{11}+p^{12}+p^{13}=.9<\xi$

Hence the total payment is

$$
G^{21}=\frac{E_{c}^{1}}{p^{1}} \cdot v^{21}=\frac{.1}{.1}=1
$$

We thus finj all the components $\left\{G^{i \alpha}\right\}$, $i, a=1,2, \ldots .$. . Then the ith component of tise soilution $X$ is

$$
X^{i}=\frac{1}{N}{\underset{\Sigma}{\alpha=1}}_{N}^{N} G^{i \alpha}
$$

In a Monte Carlo calculation, the problem of round-off and truncation nas very little effect on accuracy. The statistisal variation of the resti: is a more impoitant factor. Accordingly, a measure of accuracy of the resuit is how the mean square deviation or the variance of the payment ${ }^{i j}$ about its expected value echaves. The variance $\sigma_{i j}^{2}$ of $G^{i j}$ is given by [21].

$$
\begin{align*}
\sigma_{i j}^{2}= & \mathcal{E}\left(G^{i j}-\left[[I-I]^{-1}\right\}^{i j} E_{o}^{J}\right)^{2} \\
& =\varepsilon\left(\left[G^{i j}\right]^{2}\right)-\left(\left\{[\underline{I}-\underline{I}]^{-1}\right\}^{i j} E_{o}^{j}\right)^{2} \\
& =\sum_{D}\left\{p_{r}\right\}_{i} \quad\left\{G^{i j}\right\}_{p}^{2}-\left(\left\{[\underline{I}-\underline{I}]^{-1}\right\}^{i j} E_{o}^{j}\right)^{2} \tag{5.20}
\end{align*}
$$

Thus it can be seen that ${ }^{2}{ }_{i j}$ is finite if the magnitude of the largest rigervalue of the ratrix $\left[p^{i j} .\left\{,^{i j}\right\}^{2}\right]$ is less than unte. It is interestion
to observe that if $V^{i j}=1$ and $T^{i j} \geq 0$ then (5.20) becomes

$$
\begin{equation*}
\sigma_{i j}^{2}=\left\{[\underline{I}-T]^{-1}\right\}^{i j} \cdot \frac{\left\{E_{o}^{j}\right\}^{2}}{p^{j}} \cdot\left[1-p^{j}\left\{[\underline{I}-\underline{I}]^{-1}\right\}^{i j}\right] \tag{5.21}
\end{equation*}
$$

which is the variance due to a binomial distribution. If the variance after $K$ random walks is sufficiently small we have obtained a good approximation to the one element of the solution vector. In our Monte Carlo computations we find the smallest integer $K$ such that the probability of the required solution is within the $\pm 3$ standard deviations ( $\sigma$ ). This is equivalent to stating that the obtained solution $G^{i j}$ is within $G^{i j} \pm 3 \sigma_{i j}$ with $99.77 \%$ probability.

In this example since we have done two random walks, the estimates for $G^{22}$ and $G^{21}$ are

$$
\begin{array}{ll}
\tilde{G}^{22}=\frac{G^{22}}{2}=0.5 & \text { (from } 5.18 a) \\
\tilde{G}^{21}=\frac{G^{21}}{2}=0.5 & \text { (from } 5.18 b)
\end{array}
$$

In this case

$$
G_{\text {exact }}^{22}=.597402 \text { and } G_{\text {exact }}^{21}=.168831
$$

Even though $\mathfrak{G}^{22}$ is close to the exact solution, $\widetilde{\mathrm{G}}^{21}$ is not. The variance is

$$
\sigma_{22}^{2}=\sigma_{21}^{2}=\frac{2\left\{\Sigma\left\{G^{22}\right\}^{2}\right\}}{2^{2}}-\left\{G^{22}\right\}^{2}-0.5
$$

Thus $G_{\text {exact }}^{i j}$ lies between $\mathcal{G}^{i j} \pm \sigma_{i j}$. Obviously in this case $\sigma_{22}$ is very large.

However after 2376 random walks the estimate is obtained as

$$
{\underset{G}{22}}_{\sim 2}=.5988
$$

which is in error by . 0014, and the variance $5 .$. . $x$
many random walks are of ten required to obtain tolerabie accuracy. The amount of work required by various methods is discussed in section 6 .

### 5.2 ERRORS IN MONTE CARLU METHOD

In a Monte Carlo calculation the problea of round-off and :runcatio: errors has very little effect on accuracs. The statisti.al rariation of the result is a more important factor. Accordinely, manare of acruracy of the solution is the mean square deviation 3 and the variance defined in (5.20). It is important to note that the first few random walke tend to improve the
 them. This is because in a vonte Carlo method the variance is diractly progoztional to $\frac{1}{v}$, where $\because$ is the number of rador mall taken.
 accuracy is desired. Also it may be used to obtain tim intitai guess for the various iterative scinges. Finally, when the probiem is ton large to
 to scive the projlea:
6. COMPARISON UF EFFICIENCIES BETWEEN MONTE CARLO METHOD, GAUSSIAN ELIMINATION AND LIVEAR ITERATIVE SCHEMES [18,19]

## Summary

In this section the total amount of computations required for the 1 inear iterative methods is compared with those for direct methods and Gaussian elimination. The total amount of work required has been computed for all three methods for the two uses: 1) when only one component of the solution is desired and 2) when the total solution is desired. A table is presented at the end which sumarizes all these results.

### 6.1 DERIVATION OF COMPUTATIONAL REQUIREMENTS

To achieve a theoretical rather than empirical comparison we shall restrict ourselves entirely to an a priori error analysis. By error we shall mean truncation error or statistical error or both at once. We have not considered any round-off error nor the effect of miscellaneous arithmetical mistakes. The error analysis and consequent appraisal of the amount of work required to achieve a given accuracy is of necessity carried out very differently for the Monte Carlo method than for the other two methods. For the Monte Carlo method it is assumed that the problem is to find only one component of the solution vector. It is recognized freely that this restriction on the comparison is a strange one. It is made because the question of efficient Vonte Carlo estimation of all components of the solution simultaneously has not yet been adequately investigated. of course, separate statistically independent estimations can be made for each of the $N$ components of the solution. This would multiply the measure of the work by a factor of N. Even though it is quite inefficient, we shall also use it to find the size $N$ for which it is quite efficient to find all the components of the solution with this inefficient method.

The amount of work required for a computation will be measured only by the number of multiplications required, counting a division as one multiplication. In counting multiplications, the possibility of unit or zero factors is not taken into account.

For Gaussian elimination the total amount of work required is given as

$$
\begin{equation*}
K_{G}=\frac{N^{3}}{3}+N^{2}-\frac{N}{3} \quad[18,19] \tag{6.1}
\end{equation*}
$$

where $N$ is the rank of the matrix.

For a linear iteration scheme, the components are obtained as

$$
X_{n+1}=T_{n}+\underline{W}
$$

and since

$$
\underline{X}_{\text {exact }}=\underline{T X}_{\text {exact }}+\underline{W}
$$

we have from the two equations above

$$
\begin{align*}
\underline{x}_{\mathbf{n}}-\underline{x}_{\text {exact }} & =\underline{T}\left(\underline{X}_{n-1}-x_{\text {exact }}\right) \\
& =\{\underline{T}\}^{2}\left(\underline{X}_{n-2}-\underline{X}_{\text {exact }}\right) \\
& =\{\underline{T}\}^{n}\left(\underline{X}_{0}-\underline{X}_{\text {exact }}\right) \\
& =\{\underline{T}\}^{n}[\underline{I}-\underline{T}]^{-1} \underline{E}_{0} \quad\{\text { from }(5.10)\} \\
& \leq \frac{\{\| T| |\}^{n}}{1-\|\underline{T}\|} \cdot\left\|\underline{E}_{0}\right\| \tag{6.2}
\end{align*}
$$

Thus if we require $L$ iterations to achieve an error of $\varepsilon$ between $X$ exact and $\frac{X_{n}}{}$, i.e. if

$$
\begin{equation*}
\left\|\underline{x}_{\text {exact }}-\underline{x}_{L}\right\|<\varepsilon \tag{6.3}
\end{equation*}
$$

then we have

$$
\begin{equation*}
\frac{\{d \underline{I} \|\}^{L}}{1-\|\underline{I}\|} \cdot\left\|E_{0}\right\|=\varepsilon \tag{6.4}
\end{equation*}
$$

where the dotted brackets represent the truncating, to the next lowest integer. The logarithms can be taken to any convenient base. Thus $L$ iterations have to be carried out to obtain an accuracy of $\varepsilon$ in $\underline{X}$. Each iteration counts $V^{2}$ zultiplications and we have computed $E_{0}$. This would imply that to achieve an accuracy of $s$ in only one component of $X$ exact, the total number of multiolications necessary is

$$
\begin{align*}
K_{L_{1}} & =(L-1) N^{2}+N+N^{2}[18,19] \\
& =\left(N^{2}+N+N^{2}\right) \cdot
\end{align*} \frac{\log \frac{\varepsilon}{\prod_{0} \|}+\log (1-\|\underline{T}\|)}{\log \|\underline{T}\|}
$$

The work required for computing all the components of $X$ exact within $\varepsilon$ will be $[18,19]$

For the Monte Carlo Method we find the least value $K$ such that the ith component

$$
\left|\underline{X}_{K}^{i}-\underline{X}_{\text {exact }}^{i}\right|<\varepsilon
$$

with at least $95 \%$ probability. The values of $K$ in this cazi for various confidence ranges are obtained as [19].

$$
K_{I_{1}}=N^{2}+N+\frac{1}{1-\|\underline{I}\|}\left\{\begin{array}{l}
\left.1+\frac{\xi| | \underline{E}_{0} \|^{2}}{\varepsilon^{2}(1-\| \underline{I})^{2}}\right\}
\end{array}\right\}(6.8)
$$

where

$$
\begin{aligned}
\xi & =2.0 \text { for } 95.45 \% & & \text { confidence level } \\
& =3.317 \text { for } 99 \% & & \text { confidence level } \\
& =4.5 \text { for } 99.7 \% & & \text { confidence level }
\end{aligned}
$$

If we use the Monte Carlo method for finding all the components of X within $\varepsilon$ we have from [19]

$$
\begin{equation*}
K_{M_{T}}=2 N^{2}+\frac{N}{1-\|\underline{T}\|}\left\{1+\frac{\xi\left\|E_{0}\right\|^{2}}{\varepsilon^{2}(1-\|\underline{T}\|)^{2}}\right\} \tag{6.9}
\end{equation*}
$$

and

$$
\begin{equation*}
B \triangleq \frac{1}{1-\Pi \underline{I} T}\left\{1+: \frac{\xi\left\|E_{0}\right\|^{2}}{\varepsilon^{2}(1-\| \underline{T} \mid)^{2}} \vdots\right\} \tag{6.11}
\end{equation*}
$$

To find only one component of the solution vector within $E$, we conclude from ( 6.1 ), (6.6) and (6.8) that Gaussian elimination is efficient if the size $\mathrm{N}^{1}$ of the matrix A lies within the range

$$
\begin{equation*}
1 \leq N^{1} \leq \frac{3 a+\sqrt{9 a^{2}+16}}{2} \tag{6.12}
\end{equation*}
$$

The linear iteration scheme is efficient for $N^{1}$ within the following range

$$
\begin{equation*}
\frac{3 \alpha+\sqrt{9 \alpha^{2}+16}}{2}<N^{1} \leq\left(\frac{B}{\alpha}\right)^{\frac{1}{2}} \tag{6.13}
\end{equation*}
$$

For $N^{1}>\left(\frac{\beta}{\alpha}\right)^{\frac{1}{2}}$ the Monte Carlo method is the efficient scheme
Next we compare the total amount of work required by all the three methods to find all the components of the solution $X$. Comparision of (6.1), (6.7) and ( 6.9 ) reveals that Caussian elimination is efficient if $N^{T}$ lies within the following range

$$
\begin{equation*}
1 \leq \mathrm{N}^{\mathrm{T}} \leq \frac{3(1+\alpha)+\sqrt{9(1+\alpha)^{2}+12}}{2} \tag{6.14}
\end{equation*}
$$

The linear iteration scheme is efficient within the range

$$
\begin{equation*}
\frac{3(1+\alpha)}{2}+\sqrt{9(1+\alpha)^{2}+12}<N^{T}<\frac{\beta}{\alpha} \tag{6.15}
\end{equation*}
$$

and the Monte Carlo method is efficient for

$$
\begin{equation*}
\mathrm{N}^{\mathrm{T}>} \quad \frac{B}{\alpha} \tag{6.16}
\end{equation*}
$$

Observe the precarious condition of the linear iterative scheme in (6.13) and (6.15). Depending on the values of $\alpha$ and $B$ it is quite possible that the linear iterative scheme may have region where it is not efficient at all!!

Next we compute the favorable ranges of the dimensionality N for the three methods for typical values of $||\underline{T}||$ and $\prod \prod_{-\infty}^{E} \sum_{-}^{E}$. This is presented in table 5.
Table 5:
Favorable Lower Ranges of N for the Gauss elimination, linear iteration method and the Monte Carlo method

| :urm of $\|\mid \underline{T} \\|$ and ㄷ.osure of accuracy - "ruired. | $\|\|\underline{T}\|\|=0.5$ |  |  | $\\|\mathrm{T}\\|=0.9$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\prod_{\varepsilon_{0}}^{\varepsilon_{0}}=0.1$ | $\prod_{E_{0}}^{\varepsilon} \Pi=0.01$ | $\prod_{E_{0}}^{\varepsilon_{0}} \Pi=0.001$ | $\frac{E}{\prod_{-0}^{E} \Pi}=0.1$ | $\prod \underline{E}_{0}^{\varepsilon_{0}} \Pi=0.01$ | $\prod_{-0}^{E} E_{0}^{E}=0.001$ |
| fansiatn elimination fur solution of one component. | $\leq 15$ | $\mathrm{N} \leq 25$ | $\mathrm{N} \leq 34$ | $\mathrm{N} \leq 68$ | $\mathrm{N} \leq 199$ | $\mathrm{N} \leq 265$ |
| linear iteration for solution of one component. | $16 \leq N \leq 18$ | $26 \leq N \leq 142$ | $35 \leq N \leq 1207$ | NONE | $200 \leq N \leq 551$ | $266 \leq N \leq 4768$ |
| Mrute Carlo 95.45\% | $\mathrm{N} \geq 19$ | $\mathrm{N} \geq 143$ | $\mathrm{N} \geq 1208$ | N 269 | $\mathrm{N} \geq 552$ | $N \geq 4769$ |
| method for solution of one component $99 \%$ | $\mathrm{N} \geq 25$ | $\mathrm{N} \geq 184$ | $\mathrm{N} \geq 1555$ | $\mathrm{N} \geq 88$ | $\mathrm{N} \geq 710$ | $\mathrm{N} \geq 6141$ |
| level of 99.7\% | $N \geq 28$ | N 2214 | $\mathrm{N} \geq 1810$ | 12103 | N 2827 | $\mathrm{N} \geq 7152$ |
| Causuian elimination for solution of all components | $N \leq 19$ | $\mathrm{N} \leq 28$ | $\mathrm{N} \leq 37$ | $\mathrm{N} \leq 135$ | $\mathrm{N} \leq 202$ | $\mathrm{N} \leq 268$ |
| Linear iteration for solution of all components | $20 \leq N \leq 321$ | $\begin{array}{r} 29 \leq N \leq \\ 20001 \end{array}$ | $\begin{aligned} & 38 \leq N \leq \\ & 1454546 \end{aligned}$ | $\begin{gathered} 136 \leq N \leq \\ 4546 \end{gathered}$ | $\begin{gathered} 203 \leq N \leq \\ 30301 \end{gathered}$ | $\begin{array}{r} 269 \leq N \leq \\ 22727272 \end{array}$ |
| riunte Carlo 95.45\% | $\mathrm{N} \geq 322$ | $\mathrm{N} \geq 20002$ | $\mathrm{N} \geq 1454547$ | $\mathrm{N} \geq 4547$ | $\mathrm{N} \geq 30302$ | $\mathrm{N} \geq 22727273$ |
| method for of all components $99 \%$ | $\mathrm{N} \geq 532$ | $\mathrm{N} \geq 33172$ | $\mathrm{N} \geq 2412365$ | $\mathrm{N} \geq 7540$ | $\mathrm{N} \geq 502577$ | $\mathrm{N} \geq 37693183$ |
| uith confidence <br> level of $99.7 \%$ | $N \geq 721$ | $N \geq 45002$ | $N \geq 3272729$ | $\mathrm{N} \geq 10228$ | $N \geq 681820$ | $N \geq 51136365$ |

Note that for $||\underline{T}||=0.9$ and $\frac{\varepsilon}{\prod \underline{E}_{0} \prod}=0.1$ the linear iterative methods always require more work than the other two methods. Secondly, as the requirements of accuracy are increased the breakeven point for the Monte Carlo method also increases significantly. Thus the Monte Carlo method is quite suitable for use when we have a well-conditioned matrix and about $10 \%$ accuracy is required in the solutions. It is important to note that we have used the inefficient Monte Carlo method to compute all the components of the solution. Also we have not taken into account the effect of round-off errors in the table just presented.

If we are willing to start with the initial guess $X=0$, then from (6.0) the amount of work required for a specified accuracy varies as the first power of $N$. IF ONE IS INTERESTED ONLY IN ONE COMPONENT OF THE SOLUTION, TFEN FROM (6.8) THE WORK REQUIRED BY THE YONTE CARLO METHOD BECOMES IIDEPEMDEST OF n to achieve a given accuracy $\xi$.

## 7. NONLINEAR ITERATIVE SCHETES $[1,9,10,11\}$

## Summary

Here we present the various nonlinear schemes as variations of the general iterative process as described in section 3. We also show how Newton's method is modified to become a steepest descent rerhod for the solution of $A X=\underline{Y}$. Then we discuss the conjugate direction methods of which the conjugate gradient method is treated in detail. Unlike the linear iterative metnods, Monte Carlo method and the method of steepest descent, the conjugate gradient method yields the solution theoretically at the end of a finite number of steps which depend coly on the distribution of the eigenvalues of $A$.

### 7.1 HISTURY OF NONLINEAR ITERATIVE SCHEMES

Here we briefly discuss the history of nonlinear iterative schemes. In nonlinear iterative methods the refined estimate is no longer a linear function of the past estimates. Newton's method because of its quadratic conconvergence $\left\{\left|\left|x_{n}-x_{0}\left\|\leq c| | \underline{x}_{n-1}-\underline{x}_{0}\right\|^{2}\right\}\right.\right.$, is matnematically the most preferred of the several known nonlinear methods for the solution of systems of equations. Practically, nowever, a very important limitation on Newton's method is that it does not generally converge to some solution for an arbitrary starting point. Thus Newton's method may fail to converge if the initial estimate is not sufficiently close to the solution.

The size of the domain of convergence depends upon the system of equations. For real algebraic equations, the size of the domain of convergence is generally inversely related to the degree and the number of equations. Therefore one finds that for two simultaneous second degree equations almost any initial estimate will lead to one of the solutions, while for eight simultaneous tentit degree equations the domain becomes much smaller, and it mav be very difficulc to odain an initial estimate for which the iteration converges. Kantorovich thus modified Nevton's method for optimization problems to become a rapidly converging descent method. Suppose again as in (3.1) we seek to minimize the functional $F(\underline{X})$ given by (3.3). This might be accomplished by the ordinary Newton method for solving the nonlinear equation $f(\underline{X})=0$, where $f^{\prime}(\underline{X})=F(\underline{X})$. The method is now modified to become Kantorovich's descent method. This is done by selecting the direction vectors according to Newton's method but moving along them to a point that minimizes $f(\underline{X})$ in that direction.

Thus the general iteration formula is

$$
\begin{align*}
x_{n+1} & =X_{n}-\alpha_{n}\left[F^{\prime}\left(\underline{X_{n}}\right)\right]^{-1} F\left(X_{n}\right) \\
& =X_{n}-\alpha_{n}\left[f^{\prime \prime}\left(\underline{X}_{n}\right)\right]^{-1} f^{\prime}\left(\underline{X}_{n}\right) \tag{7.1}
\end{align*}
$$

and $\alpha_{n}$ is chosen to minimize $f\left(X_{n+1}\right)$.
7.1 METHOD OF STEEPEST DESCENT $[1,9,22,23,24]$

In the various linear iteration schemes discussed so far, the direction vector $\underline{P}$ has been chosen as one of the coordinate axis vectors as long as $P$ is not orthogonal to the residual $\underline{R}$ corresponding to a given trial vector $x$. This has been shown in (3.10). The problem is to minimize $\underline{R}$ and hence the gradient of the quadratic functional $F(\underline{X})$. Hence it is only natural to use the gradient of $\vec{F}(\underline{X})$ at the approximation point to establish the ralaxation direction. This is because the gradient of $F(\underline{X})$ which is $\underline{R}$ increases locally in the most rapid manner. The iteration methods using either the current or even the past residual vectors are called gradi nt methods.

In the method of steepest descent, the relaxation direction for the nth iteration is defined by the negative of the residual vector.

$$
\begin{equation*}
\frac{p}{n}^{n}=-R_{n-1} \quad \text { for } \quad n=1,2, \ldots \tag{7.2}
\end{equation*}
$$

This direction is followed to the minimua point. By (3.8) the parameter $t_{\text {min }}$ is given $b:$

The value $R Q(\underline{X})=\frac{\langle\Lambda X, \underline{X}\rangle}{\langle\underline{X}, \underline{X}\rangle}$ for $\underline{X} \neq 0$ is called the Rayleigh quotient for the vector $X$. Observe that $t_{\text {min }}$ is the inverse Rayleigh quotient of the residual $\stackrel{R}{n-1}$.

In sumary, the steepest descent method generates the various iterates
according to

$$
\begin{align*}
& \underline{X}_{n+1}=X_{n}+t_{m i n} \frac{R_{n}}{n} \\
& =I_{n}-\frac{\left\langle R_{n}, \frac{R_{n}}{-11}\right.}{\left\langle\frac{R_{n}}{A R_{n}}, \frac{R_{n}}{n}\right.} \tag{7.4}
\end{align*}
$$

where $E_{n}=A X_{n}-\underline{Y}$
From a geometric point of view, the steepest descent method involves describing a piecewise linear path with right angled corners in an N-dimensional Euclidean space, with the path terminating at the minimum of the quadratic functional $F(\underline{X})$. This is illustrated in figure 3. Unfortunately, it turns out that despite the choice of the best local direction along the largest reduction of $F(X)$ in each iteration, convergence is not good in general. This is illustrated by solving the same problem as presented in example 2 of section 4 .


Figure 3: Principle of Steepest Descent

The various iterates are shown in Table 6.

| 1 | $\underline{0}$ | $\mathrm{X}_{1}$ | $\underline{x}_{2}$ | $\mathrm{X}_{3}$ | $\mathrm{X}_{4}$ | $\underline{X}_{5}$ | $\mathrm{X}_{6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1.0 | -. 08125 | -. 02817 | -. 04386 | -. 01563 | -. 01713 | -. 00997 |
| 2 | 1.0 | -. 03967 | . 04264 | . $C 1892$ | . 01358 | . 00739 | . 00690 |
| 3 | 1.0 | -. 03967 | . 04264 | . 01892 | . 01358 | .00739 | . 00690 |
| 4 | 1.0 | . 41779 | . 02524 | . 01373 | -. 00251 | -.0656 | .11822 |
|  |  | $\mathrm{X}_{7}$ | $\underline{X}_{8}$ | $\xrightarrow{\mathrm{X}}$ | $\mathrm{X}_{10}$ |  |  |
|  |  | -. 01002 | -. 00584 | -.00581 | -. 00342 |  |  |
|  |  | . 00408 | . 00404 | . 00238 | . 00237 |  |  |
|  |  | . 00408 | . 00404 | . 00238 | . 00237 |  |  |
|  |  | . 00122 | . 00119 | . 00072 | . 00069 |  |  |

iable 6: Results of various iterations by method of steepest descent
Note that the method of steepest descent convergesmuch faster than either of the Seidel methods. However, the tactic of seeking the most efficient goal by choosing the best local option does not lead to the best overall sirategy. The rates of convergence of the method of steepest descert is : venseci in section 3 .

### 7.2 CONJUGATE DIRECTION METHOD [1,9,20,23,24,25,26]

Conjugate direction methods are based on the gener.e. set of Aorthogonal vectors and then minimizing successively in int ioscior or an of them. A set of vectors $\left\{{\underset{\mathrm{P}}{\mathrm{n}}}^{\}}\right\}, \mathrm{n}=1,2, \ldots ., N$ is chosen so as io be A conjugate, or A-orthogonal if they satisfy

$$
\begin{equation*}
\left\langle\underline{A P}_{i}, \underline{P}_{j}\right\rangle=0 \quad \text { for } i \neq j \tag{7,5}
\end{equation*}
$$

Geometrically the method of conjugate directions is equivalent to that of finding the center of an N-dimensional ellipsoid when the arting foint

lies on a Ifne parallel to a fixed non null vector ${\underset{\sim}{k}}^{p}$ which is on the ( $\mathrm{N}-1$ ) dimensional hyperplane

$$
\begin{equation*}
\left\langle P_{k}, \underline{A X}-\underline{Y}\right\rangle=0 \tag{7.6}
\end{equation*}
$$

whose normal is $A_{k}$. This ( $N-1$ ) dimensional plane contains the minimum ?oint $X_{\text {exact }}=A^{-1} \underline{Y}$ of the ellipsoid in the given space and is said to be conjugate to the vector ${\underset{-k}{ }}^{-k}$. Thus the conjugate direction methods are finite step methods. That is, theoretically they all yield the exact solutions at the end of a finite number of steps ( $\leq N$ ), assuming no truncation and round-off error. The finite number of steps are equivalent to the number of independent eigenvalues of A provided the dependent eigenvalues do not constitute a Jordan canonical form. Thus if the eigenvalues are equal, A is proportional to an idenrity macrix and hence convergence would be obtained in one step.

But the conjugate direction method does not specify how to compute the vector ${\underset{-}{-}}^{k}$ : Ninen the vectors ${\underset{-k}{-}}^{k}$ are obtained by A-orthogonalization of tine unit coordinate vectors this particular conjugate direction metnod yields the
 alizacion of the residual vectors $R_{k}$, a conjugate gradient method results. The conjugate gradient method applies more constraints on the iteration process than those imposed by Gaussian elimination. Hence the conjugate gradient method may yield acceptable results under conditions when Gaussian ellmination falls. This has been illustrated in section 2.5.

### 7.3 CONJUGATE GRADIENT METHOD $[1,9,23,24,25,26]$

For the solution of $d X=\underline{q}$, the conjugate gradient method starts with an initial guess $X_{0}$ and obtains

$$
\begin{equation*}
\underline{P}_{0}=-\underline{R}_{0}=\underline{Y}-\underline{A X}_{0} \tag{7.7}
\end{equation*}
$$

and then develops each successive approximation by

$$
\begin{equation*}
\underline{x}_{n+1}=\ddot{x}_{n}+t_{n} \underline{n}_{n}^{n} \tag{7.8}
\end{equation*}
$$

where $\quad t_{n}=-\frac{\left\langle P, \frac{R_{n}}{n}\right.}{\left\langle\frac{A P}{n}, \frac{P_{n}}{}\right\rangle}$
This value of $t_{n}$ takes $F\left(\underline{X}_{\mathrm{n}}\right)$ to a minimum point in the nth iteration. Next
the residuals are generated iteratively by

$$
\begin{equation*}
\underline{R}_{\mathrm{n}+1}=\underline{R}_{\mathrm{n}}+t_{\mathrm{n}} \cdot \underline{A P}_{\mathrm{n}} \tag{7.10}
\end{equation*}
$$

and the direction vectors are obtained iteratively as

$$
\begin{equation*}
\underline{P}_{n+1}=-\underline{R}_{n+1}+q_{n} \underline{p}_{n} \tag{7.11}
\end{equation*}
$$

where $q_{n}$ is defined as

$$
\begin{equation*}
q_{n}=\frac{\langle A P}{\left.n, R_{n+1}\right\rangle} \tag{7.12}
\end{equation*}
$$

Thus in order to arrive at $X_{n}$ from $X_{n-2}$ in the conjugate gradient method we go First to the minimum point along ${\underset{\sim}{n}}_{n-2}$ to $\underline{X}_{n-1}$ and then travel along $\frac{p}{n-1}$ which is A-conjugate to $P_{n-2^{\prime}}$. The directions ${\underset{\sim}{n}}$ are $A$-conjugate and the residuals $\mathcal{R}_{\mathrm{n}}$ form an ortiogonal system. Hence the method of conjugate gradients yields the solution in at most $M$ steps, where $A$ is the number of independent eignevalues of the matrix $\underline{A}$, provided these eigenvalues do not constitute a Jordan canonical form.


Figure 4: : let tici of Conjugate gradient

A more convenient form of computation may be derived for (7.9), (7.11)
and (7.12). It is seen that

$$
\left\langle\underline{R}_{n},{\underset{\sim}{P}}_{n}\right\rangle=-\left\langle\underline{R}_{n}, \underline{R}_{n}\right\rangle+q_{n}\left\langle R_{n}, \underline{P}_{n-1}\right\rangle=-| | \underline{R}_{n} \|^{2}
$$

since

$$
\left\langle R_{n}, P_{n-1}\right\rangle=0 \text { (see figure 4). Thus }
$$

$$
\begin{equation*}
t_{n}=\frac{\left\|\frac{R}{n}\right\|^{2}}{\left\langle\frac{A P}{}, \frac{P}{n}\right\rangle} \tag{7.13}
\end{equation*}
$$

Also analogous to the method of steepest descent two successive residual vectord are orthogonal as from above $\left\langle R_{-n}, P_{n-1}\right\rangle=0$ and ${\underset{\sim}{n}}^{n}=-\frac{R}{n-1}$ (from 7.2)

$$
\begin{equation*}
\left\langle\underline{R}_{i}, \underline{R}_{j}\right\rangle=0 \quad \text { for } i \neq j \tag{7.14}
\end{equation*}
$$

Since $\underline{P}_{0}, \underline{P}_{1}, \cdots \underline{P}_{i}$ are obtained by computing a set of A-orthogonal vector: from $\underline{R}_{0}, R_{1}, \ldots ., \underline{R}_{i}$ we have

$$
\begin{align*}
& \left\langle\underline{P}_{i}, \underline{A P}_{j}\right\rangle=0 \quad \text { for } i \neq j \\
& \left\langle\underline{R}_{i}, \underline{A P}_{k}\right\rangle=0 \quad \text { for } i<k \\
& \left.\left\langle\underline{A P}_{k}, \underline{R}_{i}\right\rangle=0 \quad \text { for } i\right\rangle k \\
& \left\langle\underline{P}_{i}, \underline{A P}_{i}\right\rangle=-\left\langle\underline{R}_{i}, \underline{A P}_{i}\right\rangle \\
& \left\langle\underline{P}_{i}, \underline{R}_{j}\right\rangle \quad=\left\langle\underline{P}_{i}, \underline{R}_{i}\right\rangle=-\left\langle\underline{R}_{i}, \underline{R}_{i}\right\rangle \quad \text { for } j \leq i \\
& \left.\left\langle\underline{P}_{i}, \underline{R}_{j}\right\rangle \quad=0 \quad \text { for } j\right\rangle i \tag{7.15}
\end{align*}
$$

Also from equations (7.10) to (7.14) we have

$$
\begin{aligned}
& \left\langle R_{n+1}, \frac{A P_{n}}{}\right\rangle=\left\langle R_{n+1}, \frac{R_{n+1}-R_{n}}{t_{n}}\right\rangle=\frac{\left\|\frac{R}{n+1}\right\|^{2}}{t_{n}} \\
& =\frac{\left\|R_{n+1}\right\|^{2}}{\left.\left\|R_{n}\right\|\right|^{2}} \cdot\left\langle A_{n}, P_{n}\right\rangle
\end{aligned}
$$

Hence

$$
q_{n}=\frac{\left\langle A_{A P}, R_{n+1}\right\rangle}{\left\langle\underline{P}_{n}, \frac{A P}{n}\right\rangle}=\frac{\|\left.\underline{R}_{n+1}\right|^{2}}{\left\|\underline{R}_{n}\right\|^{2}}
$$

$$
i 16 j
$$

Equations (7.7), (7.8), (7.10), (7.11), (7.13) and (7.16) of the conjugate gradient method are applied to solve the same problem presented in example 1. The various iterates for the solution are shown in table?.

| 1 | $\underline{X}_{0}$ | $X_{1}$ | $\underline{X}_{2}$ | $\underline{X}_{3}$ | $\underline{X}_{4}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 1.0 | -.08125 | -.04848 | $.6012 \times 10^{-5}$ | $.7966 \times 10^{-7}$ |
| 2 | 1.0 | -.03966 | .02373 | $.6217 \times 10^{-5}$ | $.2905 \times 10^{-6}$ |
| 3 | 1.0 | -.03966 | .02373 | $.6217 \times 10^{-5}$ | $.0505 \times 10^{-6}$ |
| 4 | 1.0 | .41779 | .00599 | $.1281 \times 10^{.5}$ | $-.950 \times 10^{.6}$ |

Table 7: Results of various iterations given by the conjugate aradieat method

Observe that there is a sharp increase in the accuracy of the solutions at $X_{3}$. One has obtained essentially an exact solution after 3 iterations. This is because the four eigenvalues of the matrix A are $2.4372, .9725, .300$ and .2903. Note that there are teproximately 3 independent aizan innes of 1. Thus one would expect excellent results at the end of 3 strip. . .ence the conjugate gradient metnod might converge quite fast for a large system of equations if the matrix has quite a few eigenvalues buached $\therefore \therefore=1$ or. This generally happens in matrices which have dominant diagonals (as in tive magno.ife field integral equation).

Next we derive the various theoretical rates of convergence of the var:ous iterative sciemes and show how the method of conjugate gradient converges much faster than others.

## 8. ANALYSIS OF CON:ERCENCE of VARIOUS ITERATIVE SCHEMES

Summary

The rates of conver $\begin{gathered}\text { ence of the various iterative schemes, both linear and }\end{gathered}$ noalinear, are discussed in this section. $\because$ 'e shư that for the linear iterative schemes, tine rate at whicn the $X_{n}$ 's approach the exact solution is linear and the $X_{n}$ 's converge gennetrically with the ratio $\left|\lambda_{1}\right|$ only in an asymptotic sense, where $\lambda_{1}$ is the larcest eigenvalue in the iteration matrix. The manlinear iterative schemes on the other hand have a geonetrical rate of convergence to begin with and possess superlinear conversence rhen 1 is a legendre operator. For the method of steepest descent the ratio for the geonetric convergence is cond $[A]-1$. For the wethod of conjugate gradient (onich, unlike the other iterative methods, vielit the solution in a finite num, rend $n=1$ steps) the minimum rate of convergence is given by the ration $\sqrt{\text { cond }[\hat{A}]}+1$.

The J steps steepest descent method (equivalent to taking $J$ steps of the steepest descent simultaneously) has the same rate of convergence as the conjugate gradient method.

### 8.1 RATE OF CONVERGENCE FOR THE LINEAR ITERATIVE SCHEVES [9]

For the linear iterative scheme we have

$$
\begin{equation*}
\underline{X}_{n+1}=T X_{n}+\underset{N}{N} \tag{8.1}
\end{equation*}
$$

as given by (5.1). For (3.1) to converge, a necessary and sufficient condition is that the magnitude of the dominant eigenvalue of the iterative matrix $\underline{T}$ be less than unity. To prove this we define the error vector ER for the nth iterate as

$$
\begin{equation*}
E R_{n}=X_{\text {exact }}-X_{h} \tag{8.2}
\end{equation*}
$$

Since

$$
\begin{equation*}
\underline{X}_{\text {exact }}=I X_{\operatorname{exact}}+\underline{W} \tag{8.3}
\end{equation*}
$$

we have

$$
E R_{n+1}=I \cdot E R_{n}=\{\underline{T}\}^{n} \cdot E R_{0}
$$

Thus

$$
\begin{equation*}
\left\|E R_{n+1}\right\|=\left\|\{T\}^{n} \cdot E R_{0}\right\| \leq i \mid\{T\}^{n}\|\cdot\| \underline{E R}_{0}\left\|\leq\{\|\underline{T}\|\}^{n} \cdot\right\| E R_{0} \| \tag{8.4}
\end{equation*}
$$

Under the premise $||\underline{T}||<1$ (i.e., the magnitude of the dominant eigenvalue is less than unity) it follows from (8.4) that

$$
\begin{equation*}
\operatorname{Lim}_{\mathrm{n} \rightarrow \infty}\|\underset{\mathrm{n}}{\mathrm{ER}}\|=0 \tag{8.5}
\end{equation*}
$$

and thus $X_{n}$ converges to the solution $X_{\text {exact }}{ }^{-}$
Next we show that the dominant eigenvalue of $T$ dictates the rate of convergence of the linear iterative process.

Assume for the saike of simplicity that the matrix which is neither symmetric nor positive has $N$ independent eigenvectors $\mathrm{V}_{1}, \mathrm{~V}_{2}, \ldots \ldots, \mathrm{~V}_{\mathrm{N}}$ with eigenvalues $\lambda_{1}$, $\lambda_{2}, \ldots ., \lambda_{i}$. The error vector $R_{0}$ can thus be represented as a

## linear combination of the eigenvectors

$$
\begin{equation*}
\underline{E R}_{0}=\sum_{i=1}^{N} \quad C_{i} \underline{V}_{i} \tag{8.6}
\end{equation*}
$$

For the mth error vector, we have [9]

$$
\begin{equation*}
\underline{E R}_{m}=\sum_{i=1}^{N} \quad C_{i}\left\{\lambda_{i}\right\}^{m} \underline{v}_{i} \text { for } m=1,2, \cdots \tag{8.7}
\end{equation*}
$$

This equation permits us to make a qualitative statement about the asymptotic convergence behavior of $E R_{-\infty}$. The dominant eigenvalue $\lambda_{1}$ of matrix $I$, that is, the one with the largest magnitude, generally governs the rate of convergence, since by (8.7) the smaller eignevalues $\left\{\lambda_{i}\right\}^{\mathbb{W}}$ approach zero faster than $\left\{\lambda_{1}\right.$, ${ }^{m}$ with increasing $m$. Thus every vector norm $\left\|\left\|_{\text {E }}\right\| \mid\right.$ converges asymptotically to zero like a geometric series with the ratio $\left|\lambda_{1}\right|$.

So a linear iterative scheme converges linearly, and converges geometri.. cally only in an asymptotic sense. Let a sequence $\left\{s_{n}\right\}$ converge to $\alpha$. Then the sequence $\left\{s_{n}\right\}$ is said to have linear convergence if

$$
\begin{equation*}
e_{i+1}=\left(\beta+\sigma_{i}\right) e_{i} \tag{8.8}
\end{equation*}
$$

where $\quad e_{i}=\alpha-s_{i}$ and for a constant $\beta,|\beta|<1$ and $\sigma_{i} \rightarrow 0$ as $i \rightarrow \infty$. The sequence $\left\{s_{n}\right\}$ is said to have geometric convergence if

$$
\begin{equation*}
e_{i+1}=B e_{i} \tag{8.9}
\end{equation*}
$$

$|B|<1$. Thus geometric convergence is a special case of linear convergence In which all $\sigma=0$. For a large number of iterations the linear iterative schemes converge geometrically since for sufficiently large mand $k: 0$

$$
\begin{equation*}
\left\|x_{m+k}-\underline{x}_{0}\right\|<\left\{\lambda_{1}\right\}^{k}\left\|\underline{x}_{m}-\underline{x}_{0}\right\| \tag{8.10}
\end{equation*}
$$

Thus the smaller the dominant eigenvalue of $T$, the faster the convergence.
Conversely when the magnitude of the dominant eigenvalue is close to one, mang
iterations are necessary. Hence from (8.10) the number of iterabions necessary to reduce the error $\left|\mid x_{m}-x_{0} \|\right.$ by a factor of 10 is approximately $i_{n}$ versely proportional to $-1 /\left\{\log _{10} \lambda_{1}\right\}$. Thus to gain an additional significant decimal place in $X_{i n}$ we need $k$ iterations.

So the fastest rate of convergence that can be achieved by the linear iterative schemes can at best be geometric and the successive arex sindtione always converge for a definite system of equations. Equivalently the latter condition may also be stated by saying $||\underline{I}||<1$. This condition of convergence may also be stated in several different ways. In order that the linear iteration schemes converge for every $X_{0}$ and for any order $N$ of therations $A X=\underline{Y}$ it is necessary and sufficient that any of the followiry conditions hold (conditions 3-8 describe the diagonal dominance of the watrice:;):

1. $\{\underline{T}\}^{k} \rightarrow 0$ as $k \rightarrow \infty$
2. the magnitude of the dominant eigenvalue of $T$, i.e. $\left|\lambda_{1}(T)\right|$, be less than unity.

[Note: this condition is not valid for Siedel's method. This is valid for Jacobi's method only.] \{Theorem of E. Schmidt - Mises - Trixinger\}
3. $\sum_{\substack{m=1 \\ k \neq m}}^{N}\left|\frac{A^{k m}}{A^{k k}}\right|<1 \quad$ for all $k=1, \ldots, N$
\{Theorem of Frobenius - Mises - Geiringer \}

\{Theorem of Frobenius - Mises - Geiringer \}
$6 * \sum_{k=1}^{N}\left|\frac{A^{i k}}{A^{i i}}\right| \leq 1 \quad$ for all $\quad i=1, \ldots, N$
$i \neq k$
with $\sum_{k=1}^{N}\left|\frac{A^{i k}}{A^{i i}}\right|<1 \quad$ for at least one value of $i$
$i \neq k$
and $A$ is irreducible
$7 * \sum_{i=1}^{N}\left|\frac{A^{i k}}{A^{i i}}\right| \leq 1 \quad$ for all $k=1, \ldots, N$
with $\sum_{i=1}^{N}\left|\frac{A^{i k}}{A^{i i}}\right|<1 \quad$ for at least one value of $k$
$i \neq 1$
and $A$ is irreducible

* It is important to note that for conditions 6 and 7 , there is a further restriction on the matrix A. A must be an irreducible matrix, i.e., a matrix which cannot be put in the form $\left[\frac{P}{O} \frac{Q}{R}\right]$ (where $\underline{R}$ and $\underline{P}$ are square) by simultaneous row and column permutations.

8. $\left(\frac{t+1}{u+1}\right)^{N} \geqslant \quad\left(\frac{1}{u}\right)$ according as $t \stackrel{u}{\gtrless}$
where $t=\max _{1>j} \quad\left|\frac{A^{i j}}{A^{i j}}\right| \quad u=\max _{i<j} \quad\left|\frac{A^{i j}}{A^{i j}}\right|$
\{Theorem of Stein - Rosenberg\}
The conditions 3-8 have to do with the diagonal dominance of the matrices.

### 8.2. RATE OF CONVERGENCE FOR NONLINEAR ITERATIVE SCHEMES

### 8.2.1. 㺼THOD OF STEEPEST DESCENT [22,26-30]

Let us assume $A$ is symetric positive definite such that the eigenvalues $\lambda_{i}$ of $A$ may be arranged as

$$
\begin{equation*}
\lambda_{1} \geq \lambda_{2} \geq \ldots \geq \lambda_{N}>0 \tag{8.11}
\end{equation*}
$$

Let $\underline{V}_{1}, \underline{V}_{2}, \ldots \ldots, V_{n}$ be the respective orthonormalized eigenvectors corresponding to the efgenvalues $\lambda_{i}$. Then if $Z$ is an arbitrary vector, it can be represented as

$$
\underline{Z}=\sigma_{1} \underline{v}_{1}+{\underset{\sim}{2}}_{2} \underline{v}_{2}+\ldots+\beta_{N} \underline{v}_{\mathrm{N}}
$$

when $B_{i}$ are constants and

$$
\begin{equation*}
\langle A Z, \underline{Z}\rangle=\beta_{1}^{2} \lambda_{1}+\beta_{2}^{2} \lambda_{2}+\ldots+\beta_{N}^{2} \lambda_{N} \tag{8.12}
\end{equation*}
$$

Thus

$$
\begin{array}{r}
\lambda_{N}\left(\beta_{1}^{2}+\beta_{2}^{2}+\ldots .+\beta_{N}^{2}\right)=\lambda_{N}\langle\underline{Z}, \underline{Z}\rangle \leq\langle\underline{A Z}, \underline{Z}\rangle  \tag{8.13}\\
\left.\leq \lambda_{1}\left(\beta_{1}^{2}+\beta_{2}^{2}+\ldots+\beta_{N}^{2}\right)=\lambda_{1}<\underline{Z}, \underline{Z}\right\rangle
\end{array}
$$

Consequently one $c$ fan find two constants $b>0$ and $B>0$ for $A$ such that

$$
\begin{equation*}
\mathrm{b}\langle\underline{Z}, \underline{Z}\rangle \leq\langle A Z, \underline{Z}\rangle \leq B<\underline{Z}, \underline{Z}\rangle \tag{8.14}
\end{equation*}
$$

Now we consider the difference $F\left(\underline{X}_{1}\right)-F\left(\underline{X}_{0}\right)$, where

$$
\begin{gathered}
F(\underline{X})=\frac{1}{2}\langle\underline{A X}, \underline{X}\rangle-\langle\underline{Y}, \underline{X}\rangle . \text { After some calculations using (7.4) we obtain } \\
F\left(\underline{X}_{1}\right)-F\left(\underline{X}_{0}\right)=\frac{1}{2} \frac{\left\{\left\langle\underline{R}_{0}, \underline{R}_{0}\right\rangle\right\} 2}{\left\langle\underline{R}_{0}, \underline{A R}_{0}\right\rangle}
\end{gathered}
$$

and

$$
\left.F\left(\underline{X}_{0}\right)-F\left(\underline{X}_{\text {exact }}\right)=\frac{1}{2}\left\langle\underline{X}_{0}-\underline{X}_{\text {exact }}, \underline{A}^{\left(\underline{X}_{0}\right.}-\underline{X}_{\text {exact }}\right)\right\rangle
$$

Thus

$$
\begin{equation*}
\frac{F\left(\underline{X}_{1}\right)-F\left(X_{0}\right)}{F\left(\underline{X}_{0}\right)-F\left(X_{\text {exact }}\right)}=-\frac{\left\{\left\langle\underline{R}_{0}, \underline{R}_{0}\right\rangle\right\}^{2}}{\left\langle\underline{R}_{0}, A R_{0}\right\rangle\left\langle A^{-1} \underline{R}_{0}, \underline{R}_{0}\right\rangle} \tag{8.15}
\end{equation*}
$$

Next we expand $\underline{R}_{0}$ as a series in orthonormalized eigenvectors of $\underline{A}$ i.c.

$$
\begin{equation*}
\underline{R}_{0}=\gamma_{1} v_{1}+\gamma_{2} v_{2}+\ldots+\gamma_{N} v_{\mathrm{N}} \tag{8.16}
\end{equation*}
$$

where $\gamma_{1}$ are constants. Then

$$
\begin{align*}
& A R_{0}=\gamma_{1} \lambda_{1} V_{1}+\gamma_{2} \lambda_{2} V_{2}+\ldots+\gamma_{N} \lambda_{N} V_{N}  \tag{8.17}\\
& A^{-1} R_{0}=\gamma_{1} V_{1} \lambda_{1}^{-1}+\gamma_{2} V_{2} \lambda_{2}^{-1}+\ldots+\gamma_{N} V_{N} \lambda_{N}^{-1} \tag{8.18}
\end{align*}
$$

where $Z_{i}$ are the various normalized eigenvectors of $A$. So,
$\frac{P\left(\underline{X}_{0}\right)-F\left(\underline{X}_{1}\right)}{F\left(\underline{X}_{0}\right)-F\left(\underline{X}_{\text {exact }}\right)}=\frac{\left(\gamma_{1}^{2}+\gamma_{2}^{2}+\ldots+\gamma_{N}^{2}\right)^{2}}{\left(\gamma_{1}^{2} \lambda_{1}+\gamma_{2}^{2} \lambda_{2}+\ldots+\gamma_{Y}^{2} \lambda_{N}\right)\left(\gamma_{1}^{2} \lambda_{1}^{-1}+\gamma_{2}^{2} \lambda_{2}^{-1}+\ldots+\gamma_{N}^{2}{ }_{N}^{-1}\right)}$

Let
$\frac{\gamma_{i}^{2}}{\gamma_{1}^{2}+\gamma_{2}^{2}+\ldots+\gamma_{N}^{2}}=\theta_{i} \quad ; \quad \theta_{i} \geq 0 \quad$ and $\sum_{i=1}^{N} \quad \theta_{i}=1$
$\frac{F\left(\underline{X}_{0}\right)-F\left(\underline{X}_{1}\right)}{F\left(\underline{X}_{0}\right)-F\left(\underline{X}_{\text {exact }}\right)}=\frac{1}{\left(\theta_{1} \lambda_{1}+\theta_{2} \lambda_{2}+\ldots+\theta_{N} \lambda_{N}\right)\left(\theta_{1} \lambda_{1}^{-1}+\theta_{2} \lambda_{2}^{-1}+\ldots+\ddots_{i} \hat{X}^{-1}\right)}$

We replace $\lambda_{i}$ by the new variable $\lambda_{i}^{1}$ defined as

$$
\begin{equation*}
\lambda_{i}=\sqrt{\mathrm{Bb}} \lambda_{i}^{1} \tag{8.22}
\end{equation*}
$$

So if $0<b \leq \lambda_{i} \leq B(i=1,2, \ldots, N)$
then

$$
\begin{equation*}
\sqrt{\frac{b}{B}} \leq \lambda_{1}^{1} \leq \sqrt{\frac{B}{b}} \tag{8,23}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{i=1}^{N} \theta_{i} \lambda_{i} \sum_{i=1}^{N} \theta_{i} \lambda_{i}^{-1}=\sum_{i=1}^{N} \theta_{i} \lambda_{i}^{1} \sum_{i=1}^{N} \theta_{i}\left\{\lambda_{i}^{1}\right\}^{-1} \tag{8.24}
\end{equation*}
$$

Since the geometric mean of a series is less than, or equal to the arithmetic mean, then
$\left.\sqrt{\left.\sum_{i=1}^{N} \theta_{i} \lambda_{i}^{1}\right\}\left\{\sum_{i=1}^{N} \theta_{i}\left(\lambda_{i}^{1}\right)^{-1}\right\}} \leq \sum_{i=1}^{N} \theta_{i}\left(\lambda_{i}^{1}+\frac{1}{\lambda_{i}^{1}}\right)\right\} \times 0.5$
or,
$\left.\sqrt{\left\{\sum_{i=1}^{N} \theta_{i} \lambda_{i}\right\}\left\{\sum_{i=1}^{M} \theta_{i} \lambda_{i}^{-1}\right\}} \leq \frac{1}{2} \sum_{i=1}^{N} \theta_{i}\right\}\left\{\sqrt{\frac{B}{b}}+\sqrt{\frac{b}{B}}\right\}$
or,

$$
\begin{equation*}
\sum_{i=1}^{N} \theta_{i} \lambda_{i} \sum_{i=1}^{N} \theta_{i} \lambda_{i}^{-1} \leq \frac{1}{4}\left[\sqrt{\frac{B}{B}}+\sqrt{\frac{B}{b}}\right] 2 \tag{8.25}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\frac{F\left(X_{0}\right)-F\left(X_{1}\right)}{F\left(X_{0}\right)-F\left(X_{\text {exact }}\right)} \geq \frac{4}{\left[\sqrt{\frac{b}{B}+\sqrt{\frac{B}{b}}}\right]^{2}}=\xi \tag{8.26}
\end{equation*}
$$

Here $0<\boldsymbol{\xi} \leq 1$. Hence

$$
\begin{aligned}
P\left(X_{1}\right)-F\left(X_{\text {exact }}\right) & \leq(1-\xi)\left\{F\left(X_{0}\right)-F\left(X_{\text {exact }}\right)\right\} \\
& \leq\left[\frac{B-b}{B+b}\right]^{2} \cdot\left\{F\left(X_{0}\right)-F\left(\underline{X}_{\text {exact }}\right)\right\}
\end{aligned}
$$

Thus for any $k$

$$
F\left(X_{k}\right)-F\left(\underline{X}_{\text {exact }}\right) \leq\left[\frac{B-b}{B+b}\right]^{2 k} \quad\left\{F\left(\underline{X}_{0}\right)-F\left(X_{\text {exact }}\right)\right\}
$$

So from (8.13)

$$
\begin{align*}
& \left\|\underline{X}_{k}-\underline{x}_{\text {exact }}\right\|^{2}=\left\langle\underline{X}_{\text {exact }}-\underline{X}_{k}, X_{\text {exact }}-\underline{X}_{k}\right\rangle \\
& \quad \leq \frac{1}{b} \quad\left\langle A X_{k}-\underline{Y}, \underline{X}_{k}-\underline{X}_{\text {exact }}\right\rangle=\frac{2}{b}\left[F\left(\underline{X}_{k}\right)-F(\underline{X e x a c t})\right] \tag{3.27}
\end{align*}
$$

Thus,

$$
\left\|X_{k}-\underline{X}_{\text {exact }}\right\|^{2} \leq \frac{2\left[F\left(X_{0}\right)-F(\underline{X} \text { exact })\right]}{b} \cdot\left(\frac{B-b}{B+b}\right)^{2 k}
$$

So we have proved that the method of steepest descent converges geometrically to the exact solution. For the case when $A$ has $N$ distinct eigenvalues Akaike [31] has shown that (8.27) is the best possible estimate.

It has been shown by Daniel [26] and Hayes [11] that whenever $A$ is a Legendre operator (i.e., A is a sum of a positive definite bounded self-adjoint operator plus a completely continuous operator) the method of steepest descent converges faster than that of a geometric series with ratio greater than $\left(\frac{B-b}{B+b}\right)^{2}$. This type of convergence is referred to as "superlinear" convergence.

Thus we have shown that the method of steepest descent converges at worst like a geometric series, and that in most cases the convergence is superlinear.

### 8.2.2 METHOD OF CONJUGATE GRADIENT [ $26,27,31,32]$

The method of conjugate gradient generally requires a little more computeLion than the method of steepest descent. However this slight increase in the amount of computation required leads to a significant improvement in the rate of convergence over that of the method of steepest descent. In the conjugate gradient method we obtain

This results from the fact that

$$
\begin{align*}
& \underline{X}_{1}=\underline{X}_{0}+\alpha_{0}^{1} \underline{R}_{0} \\
& \underline{X}_{2}=\underline{X}_{0}+\alpha_{0}^{2} \underline{R}_{0}+\alpha_{1}^{2} \underline{R}_{1}  \tag{8.30}\\
& \vdots \\
& \underline{X}_{k}=\underline{X}_{0}+\alpha_{0}^{k} \underline{R}_{0}+\alpha_{0}^{k} \underline{R}_{1} \ldots+\alpha_{k-1}^{k} \underline{R}_{k-1}
\end{align*}
$$

and so $u$, where $x_{i}^{j}$ are known constants determined by the method. Now we define $Z_{1}, Z_{2}, \ldots, Z_{i v}$ as the orthonormalized eigenvectors of the symmetric definite matrix A, corresponding to the eigenvalues $\lambda_{1} \geq \lambda_{2} \geq \ldots \geq \lambda_{N}$. So

$$
\begin{equation*}
\underline{X}_{0}-\underline{A}^{-1} \underline{Y}=\underline{X}_{0}-\underline{X}_{\operatorname{exact}}=\sum_{i=1}^{N} C_{i} \underline{Z}_{i} \tag{8.31}
\end{equation*}
$$

where $C_{i}$ are constants. We find

$$
\begin{align*}
& \underline{X}_{i} \because \underline{t}^{-i} \underline{\underline{y}}=\left(\underline{I}+\gamma_{0}^{1} \underline{A}\right)\left(\underline{X}_{0}-\underline{A}^{-1} \underline{Y}\right)=\sum_{i=1}^{N} C_{i}\left(1+\gamma_{0}^{1} \lambda_{i}\right) \underline{Z}_{i} \\
& \underline{X}_{2}-A^{-1} \underline{Y}=\left(\underline{I}+\gamma_{0}^{2} A\right)\left(\underline{I}+\gamma_{1}^{2} A\right)\left(\underline{X}_{0}-\underline{A}^{-1} \underline{Y}\right)=\sum_{i=1}^{N} C_{i}\left(1+\gamma_{0}^{2} \lambda_{i}\right)\left(I+\gamma_{1}^{2} \dot{i}_{i}\right) \underline{Z}_{i}^{2} \\
& \underline{x}_{3}-\underline{A}^{-1} \underline{\underline{Y}}=\left(\underline{1}+r_{0}^{3} A\right)\left(\underline{I}+\gamma_{1}^{3} A\right)\left(\underline{I}+\gamma_{2}^{3} A\right)\left(\underline{X}_{0}-\underline{A}^{-1} \underline{Y}\right) \\
& =\sum_{i=1}^{N} c_{i}\left(1+\gamma_{0}^{3} \lambda_{i}\right)\left(1+\gamma_{1}^{3} \lambda_{i}\right)\left(1+\gamma_{2}^{3} \lambda_{i}\right) \underline{Z}_{i} \\
& \underline{X}_{k}-\underline{A}^{\underline{i}}=\sum_{i=1}^{N} C_{i} \prod_{j=0}^{k-1}\left(1+\gamma_{j}^{k} \lambda_{i}\right) \underline{Z}_{i} \tag{8.32}
\end{align*}
$$

where $I$ is the identity matrix and $\gamma_{j}^{i}$ are known constants determined by the conjugate gradient method. Therefore

$$
\begin{gather*}
\left\|\underline{X}_{k}-\underline{X}_{\text {exact }}\right\|=\left\|\underline{X}_{k}-A^{-1} \underline{Y}\right\| \leq \max _{1 \leq i \leq N}\left|\prod_{j=0}^{k-1}\left(1+\gamma_{j}^{k} \lambda_{i}\right)\right| \cdot| | \underline{x}_{0}-A^{-1} \underline{y}| | \\
\leq\left|O_{k}(\lambda)\right| \cdot| | \underline{x}_{0}-\underline{x}_{\text {exact }}| | \tag{8.33}
\end{gather*}
$$

where $O_{k}(\lambda)$ is a polynomial in $\lambda$ defined as

$$
\begin{equation*}
o_{k}(\lambda)=\prod_{j=0}^{k-1}\left(1+Y_{j}^{k} \lambda\right) \tag{8.34}
\end{equation*}
$$

The problem is then to find a kth degree polynomial $O_{k}(\lambda)$ defined for $b \leq \lambda \leq B$ such that $b \leq \lambda \leq B\left|O_{k}(\lambda)\right|$ is a minimum. Such a polynomial was given by W. Markoff (in 1892) and is defined as [1]

$$
\begin{equation*}
o_{k}(\lambda)=\frac{\left.T_{k} f \frac{B+b-2 \lambda}{B-b}\right\}}{T_{k}\left[\frac{B+b}{B-b}\right]} \tag{8.35}
\end{equation*}
$$

and $T_{k}(t)=\cos (k \arccos t)$ is the well known Chebyshey polynomial of degree $k$ adjusted to the interval $-1 \leq t \leq 1$. Thus $O_{k}(\lambda)$ is a Chebyshev polynomial of degree $k$ adjusted to the interval $b \leq \lambda \leq B$ and scaled so that $O_{k}(0)=1$. Thus fron (8.35)

$$
\begin{equation*}
\mathrm{b} \leq \lambda \leq \mathrm{max}\left|O_{k}(\lambda)\right| \leq \frac{1}{\mathrm{~T}_{k}\left[\frac{\mathrm{~B}+\mathrm{b}}{\mathrm{~B}-\mathrm{b}}\right]} \tag{8.36}
\end{equation*}
$$

Note in this case $\frac{B+b}{B-b}>1$ and so the Chebyshev polynomials are defined as

$$
T_{k}(t)=\cosh (k \operatorname{arccosh} t) \quad \text { for } t>1
$$

Hence from the expansion of the Chebyshev polynomials

$$
T_{k}\left[\frac{B+b}{B-b}\right]=\frac{1}{2}\left[\left\{\frac{B+b}{B-b}+\sqrt{\left(\frac{B+b}{B-b}\right)^{2}-1}\right\}^{k}+\left\{\frac{B+b}{B-b}-\sqrt{\left(\frac{B+b}{B-b}\right)^{2}-1}\right\}{ }^{k}\right]
$$

Hence from (8.33)

$$
\begin{align*}
0_{k}(\lambda)=\left\|\frac{x_{k}-x_{\text {exact }}}{\| X_{o}-X_{\text {exacr }}}\right\| & \left.\leq \frac{2}{\left\{\frac{\sqrt{B}+\sqrt{b}}{\sqrt{B}-\sqrt{b}}\right\}+\left\{\frac{\sqrt{B}-\sqrt{b}}{\sqrt{B}+\sqrt{b}}\right\}^{k}}\right\}  \tag{8.38}\\
& \leq 2\left\{\sqrt{\frac{B}{B}-\sqrt{b}}\right\}^{k}+\sqrt{b} \tag{8.39}
\end{align*}
$$

Observe that (8.38) is a better estimate than (8.39) . Also this curarave (8.38) cannot be improved upon. This fact is well known [31].

Also as before, if $A$ is a Legendre operator (most operacors deifned oa finite dimensional spaces are Legendre operators) then the method of conjugate gradient converges faster than a geometric series with rario greater $\operatorname{tinan}\left\{\left(\frac{\sqrt{B}-\sqrt{b}}{\sqrt{B}+\sqrt{b}}\right)\right\}^{2} \quad[31]$.

A better estimate than (8.38) can be obtained if it is known that the largest eigenvalue of $\underline{A}$ is $B$ and the rest of the eigenvalues lie between $b^{\prime}$ and b. Under these circumstances the polynomials that satisfy

$$
\mathrm{m} \leq \lambda \leq \mathrm{max}^{\prime}\left|O_{k}(\lambda)\right|=a \cdot m i n i m u n
$$

and $O_{k}(0)=1$ are the ones given by Zolotarev [32]. Int Zo.etatev poivinu. ials are 'quite unwieldly.

Samokish [29] has given the approximate formula for the zate of convergence as

$$
\frac{2}{\left\{\beta^{k} \cdot \frac{\beta-\alpha}{1+\alpha \beta}+\beta^{-k} \frac{3-\alpha \beta}{\beta-\alpha}\right\}}
$$

unstead of (8.38). Here $\alpha$ and $\beta$ are defined as

$$
\begin{equation*}
B=\frac{B^{\prime}+b}{B^{\prime}-b}+\sqrt{\left\{\frac{B^{\prime}+b}{B^{\prime}-b}\right\}^{2}-1} \tag{8.41}
\end{equation*}
$$

and

$$
a=a+\sqrt{a^{2}-1}
$$

where

$$
a=\frac{2 B-B^{\prime}-b}{B^{\prime}-b}
$$

12 in $N$ dimenstonal quadratic problem the ever iteds te zerc in one step
with Newton's method and within $M$ steps with the conjugate gradient method, where $M$ is the number of independent eigenvalues of $A$. Hence it is generally stated that the conjugate gradient method yields "Ouadratic convergence" $\left\{\left|\left|\underline{x}_{m}-\underline{x}_{0} \| \leq C\right|\right| \underline{x}_{m}-x_{0}| |^{2}\right\}$ in the sense that it converges in $M$ steps for an N dimensional problem. So it seems approprtate to term this $\frac{1}{M}$ quadratic convergence since it requires $M$ steps to achieve the effect of one step of a method with a true quadratic convergence rate.

### 8.2.3 THE J STEPS STEEPEST DESCENT :METHOD [29]

In the $J$ steps steepest descent method, $J$ steps of the steepest descent are taken simultaneously rather than $J$ individual steps one at a time. As we shall see now the $J$ steps steepest descent has a faster rate of convergence than the $J$ individual steepest descents, but this is not better than $J$ steps of the conjugate gradient method.

In the $J$ steps steepest descent method we start from an approximation $X_{0}$ and obtain the vector $\underline{X}_{0}+\underset{\sim}{V}$, when the vector $\underline{V}$ belongs to the subspace spanned by $R_{0}, \underline{A R}_{0}, A^{2} R_{0}, \ldots, A^{J-1} \underline{R}_{0}$. Thus it can be shown that the result of one step of the $J$ steps method of steepest descent coincides with the result of the Jth approximation for the method of conjugate gradients. Hence we observe that one step of the J-step process of steepest descent does not give a worse result, in the sense of an increasing error function, than $J$ steps of the steepest descent method. The rate of convergence of the J step steepest descent is given by

$$
\begin{equation*}
\left\|\underline{x}_{k}-x_{\text {exact }}\right\| \leq c^{J}\left\|x_{0}-x_{\text {exact }}\right\| \tag{8.44}
\end{equation*}
$$

where $\mathrm{C}^{\mathrm{J}}$ is given by (8.38) with $k$ replaced by $J$. In particular,

$$
\begin{aligned}
& C^{1}=\frac{B-b}{B+b} \\
& C^{2}=\frac{(B-b)^{2}}{(B+b)^{2}+4 b B} \\
& C^{3}=\frac{(B-b)^{3}}{(B+b)\left[(B+b)^{2}+12 b B\right]}
\end{aligned}
$$

Hence it is easy to see that

$$
1>c^{1}>\sqrt{c^{2}}>\sqrt[3]{c^{3}}>\cdots \cdot .
$$

The last inequalities mean that for sufficiently large $N$ the result of applying $\frac{N}{J}$ steps of the $J$ steps process gives a better approximation than $\frac{N}{J-1}$ steps of the (J-1) steps processes.

Since the $J$ steps steepest descent process is algebraically more cumbersome than $J$ one-steps of the conjugate gradient method but yields the same estimate for the rate of convergence, we will not further discuss the J steps steepest descent method. Moreover, the J steps steepest descent method, unlike the conjugate gradient, does not terminate at the end of at most N steps.
9. ROUND-OFF ERRORS ASSOCIATED WITH ITERATIVE SCHEMES [34, 35]:

## Sumary:

In iterative methods the condition number of $A$ has very little influence on round-off error. The round-off error in iterative methods is confined to the last stage of iteration only. We show that if $\Delta A$ and $\Delta Y$ are uncertainties in the matrices $A$ and $\underline{Y}$ and if $\mathbb{R}_{\mathrm{n}}$ is the residual at the end of each iteration, then $X_{n}$ is an acceptable solution provided

$$
\sum_{j} \Delta A^{i j} \cdot\left|X_{n}^{j}\right|+\Delta Y^{i} \geq\left|R_{n}^{i}\right| \quad \text { for all } i
$$

Note in this case, the number of solutions for $A X=\underline{Y}$ are infinite. The above inequality indicates that there is no need to make the residual small (to a desired accuracy) if the uncertainties in $A$ and $\underline{Y}$ are large. Since in an iterative process one always computes the residual, one could terminate the iterative process when the above inequality is satisfied rather than imposing a more stringent criterion that the residuals be arbitrarily small.

### 9.1 ERROR ANALYSIS

In actual computation of successive approximations we have

$$
\begin{equation*}
\underline{X}_{n+1}=\underline{T} \underline{X}_{n}+\underline{W} \tag{9.1}
\end{equation*}
$$

where $I$ is an arbitrary operator whose $|\mid \underline{T} \|<1$. In general, exact determination of $X_{n+1}$ is impossible, since computation of the values of various matrices and numbers inevitably involves round-off errors. The ondy possible general assertion is that the total error in application of the operator $\underline{T}$ does not exceed some number $\delta$ in the norm.

Thus in actual computation of successive approximations

$$
\begin{equation*}
\underline{X}_{\mathrm{n}+1}=\underline{T}_{\underline{n}}+\underline{W}+\underline{W}_{\mathrm{n}} \tag{9,2}
\end{equation*}
$$

where $W_{n}$ is an array of unknown random elements, though we have an estimate

$$
\begin{equation*}
\max \left|W_{n}^{i}\right| \leq \delta \quad \text { for } i=1,2, \ldots, N \tag{5.3}
\end{equation*}
$$

where $\delta$ is a constant $>0$. The successive approximations in (9.2) may no longer converge to the solution $X_{\text {exact }}$ of (9.1). Nevertheless we may be able tc obtain an estimate of the uncertainty in the solution. he, ... noty erot (8.10)

$$
\left\|\underline{x}_{n+1}-\underline{x}_{\text {exact }}\right\| \leq \lambda_{1}\left\|\underline{x}_{n}-\underline{x}_{\text {exact }}\right\|+\delta
$$

where $\lambda_{1}$ is the largest absolute eigenvalue of $T$, and is $<$ :
Hence

$$
\begin{align*}
& \left|\left|\underline{x}_{n+1}-\underline{x}_{\text {exact }} \| \leq \lambda_{1}^{2}\right|\right| \underline{x}_{n-1}-\underline{x}_{\text {exact }}| |+\lambda_{1} \delta+5 \\
& \quad \leq \lambda_{1}^{n+1}| | \underline{x}_{0}-\underline{x}_{\text {exact }} \|+\lambda_{1}^{n} \delta+\lambda_{1}^{n-1} \delta+\ldots+c \\
& \quad \leq \lambda_{1}^{n+1}| | \underline{x}_{0}-\underline{x}_{\text {exact }}| |+\frac{\delta}{1-\lambda_{1}} \tag{9,4}
\end{align*}
$$

Thus

$$
\begin{equation*}
\left.\operatorname{Lim}_{n \rightarrow \infty}\right|_{i} X_{n}-X_{\text {exact }} \left\lvert\,!\leq \frac{\delta}{1-\lambda_{1}}\right. \tag{0.5}
\end{equation*}
$$

The formula in (9.5) may be used to obtain an approximate solution provided the required accuracy is at most $\frac{\delta}{1-\lambda_{1}}$. However in most practical problems $\lambda_{i}$ is difficult to estimate or obtain. The amount of work required to obtain $\lambda_{1}$ may be almost the same as the solution of (9.1). Hence a more practical approach is taken to estimate whether an iterate $X_{n}$ is essentially an exact solution or not.

In a system of linear equations that arises from a practical problem, the elements of matrix $A$ and $\underline{Y}$ may not be sharply defined. It is now assumed that all that is known about the typical element $A^{i j}$ of matrix $A$ or $Y^{i}$ for the matrix $\underline{Y}$ is that they are within the following intervals. Here the subscript E denotes exact quantities

$$
\begin{align*}
& A_{E}^{i j}-\Delta A^{i j} \leq A^{i j} \leq A_{E}^{i j}+\Delta A^{i j}  \tag{9.6}\\
& Y_{E}^{i}-\Delta Y^{i} \leq Y^{i} \leq Y_{E}^{i}+\Delta Y^{i} \tag{9.7}
\end{align*}
$$

It is also assumed that $\Delta A^{i j}$ and $\Delta Y^{i}$ are independent distinct quantities due to round-off error and one does not depend on the other. Thus

$$
\begin{equation*}
A_{E} \quad X_{E}=Y_{E} \tag{9.8}
\end{equation*}
$$

and denote

$$
\begin{equation*}
\underline{R}=A_{E} \underline{X}-\underline{Y}_{E} \tag{9.9}
\end{equation*}
$$

We check whether

$$
\begin{equation*}
\underset{j}{\sum} \Delta A^{i j} \cdot\left|X^{j}\right|+\Delta Y^{i} \geq\left|R^{i}\right| \tag{9.10}
\end{equation*}
$$

for $i=1,2, \ldots . n$. As was shown by $0 \in t t 1 i$ and Prager [34] the inequality (9.10) is a necessary and sufficient condition for $X$ to be a solution of $A X=\underline{Y}$ under (9.6) and (9.7). So in any iteration method where the residuals are computed routinely, if for a certain residual the inequality (9.10) is
satisfied, we have obtained an excellent solution under the conditions (9.6) and (9.7). Note that the introduction of the conditions (9.6) and (9.7) does not make the solution of $A X=\underline{Y}$ unique. In fact, there are many solutions of $A X=Y$. But, only those solutions are acceptable which satisfy the inequality (9.10). Thus, the upper and the lower bounds for a certain component of the solution $X$ is obtained by solving the linear programming problem [35]

$$
\min \left\{\begin{array} { r } 
{ }  \tag{9.11}\\
{ \operatorname { m a x } }
\end{array} \left\{\begin{array}{r}
R^{i}-\sum \Delta A^{i j} \cdot\left|X^{j}\right|-\Delta Y^{i} \leq 0 \\
j \\
-R^{i}-\sum \Delta A^{i j} \cdot\left|X^{j}\right|-\Delta Y^{i} \leq 0
\end{array}\right.\right.
$$

for $i=1,2, \ldots, N$
Thus iterative methods may be quite advantageous for large systems of matrices or for ill-conditioned matrices as compared to a direct method like Gaussian elmination. This is because cond (A) does not arise in the roundoff error analysis of iterative methods.

This is the reason we have been able to solve a $7 \times 7$ system of equations when $A$ is a Hilbert matrix by the conjugate gradient method when Gaussian elimination has failed.
10. EXTENSION OF DIRECT AND ITERATIVE METHODS TO COMPLEX UNSYMMETRIC MATRICES

## Sumary

The formulas are presented for the different iterative schemes when A is a complex unsymmetric matrix. The rate of convergence and the analysis of round-off errors are the same as obtained before, except these are now in complex arithmetic.

### 10.1 DIRECT METHODS

The methods described in section 2 can be used for complex unsymmetric matrices. The formulas described there can be used as they stand except now each variable is a complex number instead of real.

### 10.2 ITERATIVE METHODS

### 10.2.1 LINEAR ITERATIVE METHODS

The linear iterative methods can easily be extended to complex unsymetric matrices. For example, in Jacobi's method, the ith element of unknown $X$ at $n+1$ iteration is refined in the following way

$$
\begin{equation*}
X_{n+1}^{i}=\frac{1}{A^{i i}} \quad\left[Y^{i}-\sum_{j=1}^{N} A^{i j}, X_{n}^{j}\right] \quad \text { for } i=1,2, \ldots, N \tag{10.1}
\end{equation*}
$$

$j \neq i$
and the corresponding formula for Seidel's method is

$$
\begin{equation*}
X_{n+1}^{i}=\frac{1}{A^{i i}}\left[Y^{i}-\sum_{j=i+1}^{N} A^{i j} X_{n}^{j}-\sum_{j=1}^{i-1} \quad A^{i j} X_{n+1}^{j}\right] \tag{10.2}
\end{equation*}
$$

### 10.2.2 NONLINEAR ITERATIVE METHODS

For unsymmetric complex matrices, the nonlinear iterative methods may be used on the symmetric system of equations $\underline{A}^{T} \underline{A X}=\underline{A}^{T} \underline{Y}$ instead of on the unsymetric equations $\underline{A X}=\underline{Y}$, where $T$ denotes the conjugate transpose of the matrix. In addition, the definition of the inner products has been redefined as shum.

### 10.2.2.1 METHOD OF STEEPEST DESCENT

In the method of steepest descent, the successive iterates are generated by

$$
\underline{x}_{n+1}=\underline{x}_{n}+t_{n} \cdot \underline{A}^{T} \underline{R}_{n}
$$

where $\quad R_{n}=A_{n}-\underline{Y}$ and $t_{n}=-\frac{\left\langle A^{T} \underline{R}_{n},\left(\underline{A}^{T} \underline{Q}_{n}\right) *\right\rangle}{\left\langle A^{T} \underline{R}_{n},\left(\underline{A}^{T} \underline{R}_{n}\right) *\right\rangle}$
where * denotes the complex conjugate.

### 10.2.2.2. CONJUGATE GRADIENT METHOD

The conjugate gradient method is now extended to the complex unsymmetric set of equations $A X=\underline{Y}$. We start with an initial guess $X_{0}$ amd generate

$$
\underline{P}_{0}=-\underline{A}^{T} \underline{R}_{0}=-\underline{A}^{T}[\underline{A X}-\underline{Y}]
$$

and then develop

$$
\underline{x}_{n+1}=\underline{x}_{n}+t_{n} \underline{P}_{n}
$$

where

$$
t_{n}=-\frac{\left\langle A P_{n}, P_{n}^{*}\right\rangle}{\left\langle\frac{A P_{n}}{},\left(\underline{A P}_{n}\right) *\right\rangle}=\frac{\left\|A^{T} R_{n}\right\|^{2}}{\left\|A P_{n}\right\|^{2}}
$$

The residuals are generated as

$$
\underline{R}_{n+1}=R_{n}+t_{n} \cdot A P_{n}
$$

The direction vectors are obtained iteratively as

$$
\underline{P}_{n+1}=-\underline{A}^{T}{\underset{R}{n+1}}+q_{n} \underline{p}_{n}
$$

where

$$
q_{n}=\frac{\left\langle A P_{n},\left(\underline{A A}^{T} \underline{R}_{n+1}\right) *\right\rangle}{\left\langle A P_{n},\left(\underline{A P}_{n}\right){ }^{*}\right\rangle}=\frac{\left\|A^{T} \underline{R}_{n+1}\right\|^{2}}{\left\|\underline{A}^{T} R_{n}\right\|^{2}}
$$


#### Abstract

11. MINLMIZATION OF THE CONDITION NUMBER OF A MATRIX FOR ACCELERATING ITERATIVE IETHODS AND REDUCING ROUND-OFF ERRORS IN DIRECT METHODS [36]:


## Summary

We have shown in section 2 that the higher the cond [A] the greater is the amount of round-off error associated with the process. In section 8 , we have shown that the higher the cond [A] the slower is the rate of convergence for the iterative schemes. Hence it would be useful to preprocess the equations $\underline{A X}=\underline{Y}$ to form $\underline{A}^{\prime} \underline{X}=\underline{Y}^{\prime}$ such that $\underline{A}^{\prime}$ has a reduced condition number. In this section a method is outlined to reduce the condition number of A. Also for a problem which is to be solved once, this method is impractical. This is because we need approximately as many computations to solve for cond [A] as we need to solve the original problem.

### 11.1 DERIVATION OF THE OPTLIUM ACCELERATION PARAMETER

In the solution of $A X=\underline{Y}$ by any standard iterative methods we have observed that the rate of convergence depends inversely on the condition number of matrix A. For example, for the steepest descent method the rate of convergence is proportional to $\frac{\text { cond }(A)-1}{\text { cond }(A)+1}$, where cond $(A) \triangleq \frac{\text { largest eigenvalue of } A \text {. }}{\text { smallest eigenvalue of } A}$ Also for the conjugate gradient method, the rate of convergence is proportional to $\frac{\sqrt{\text { cond (A) }}-1}{\sqrt{\text { cond (A) }+1}}$.

Direct methods of solution of $A X=Y$ are also affected by cond (i). This is clear from section 2.5 where the round-off error associated with the solution of $A X=Y$ is directly related to cond (A).

In both of the exampies above we see that the lower the cond ( 1 ), the faster the rate of convergence of the iterative nethods and the lower the round-off error for direct methods. Hence in this section we outline a procedure for the reduction of the cond (A).

Again for simplicity of analysis we shall assume $A$ to be symmetric and definite, although this method can also be applied to unsymmetric matrices. We now transform

$$
\begin{equation*}
\underline{A X}=\underline{Y} \tag{11.1}
\end{equation*}
$$

to the following form

$$
\begin{equation*}
[\underline{I}+\omega \underline{L}]^{-1}[\underline{A}][\underline{I}+\omega \underline{U}]^{-1}[\underline{I}+\omega \underline{U}][\underline{X}]=[\underline{I}+\omega \underline{L}]^{-1}[\underline{Y}] \tag{11.2}
\end{equation*}
$$

where $\omega$ is an acceleration parameter which is to be determined. Also $I$ is the identity matrix and the matrix equations $A X=\underline{Y}$ are so scaled that $A=\underline{I}+\underline{L}+\underline{U}$, where $\underline{L}$ and $\underline{U}$ are the lower and the upper triangular matrix, respectively.

Let

$$
\begin{align*}
& \underline{D} \triangleq[\underline{I}+\omega \underline{U}][\underline{X}]  \tag{11.3}\\
& \underline{C} \Delta[\underline{I}+\omega \underline{L}]^{-1}[\underline{Y}] \tag{11.4}
\end{align*}
$$

then (11.2) is reduced to

$$
\begin{gather*}
{[\underline{I}+\omega \underline{L}]^{-1}[\underline{A}][\underline{I}+\omega \underline{U}]^{-1}[\underline{D}]=[\underline{C}]} \\
\underline{\Omega}^{T} \cdot \underline{A} \cdot \underline{\Omega} \cdot \underline{D}=\underline{C} \tag{11.5}
\end{gather*}
$$

It is clear that $\underline{\Omega}$ is in a form which can be readily inverted. Further if we define

$$
\begin{equation*}
\underline{B}=[\underline{I}+\omega \underline{U}]^{-1}[\underline{I}+\omega \underline{L}]^{-1} \underline{A} \tag{11.6}
\end{equation*}
$$

then

$$
\begin{equation*}
[\underline{I}+\omega \underline{U}][\underline{B}][\underline{I}+\omega \underline{U}]^{-1}=\underline{Z}^{T} \underline{A} \Omega \tag{11.7}
\end{equation*}
$$

Hence [B] has the same eigenvalues $\lambda_{i}(\omega)$ for $i=1,2, \ldots, N$ as that of $\Omega^{T} A \underline{\Omega}$, but has different eigenvectors. Thus

$$
\begin{equation*}
\underline{B} V=[\underline{I}+\omega \underline{U}]^{-1}[\underline{I}+\omega \underline{L}]^{-1}[\underline{A}][\underline{V}]=\lambda_{i}(\omega) \underline{V} \tag{11.8}
\end{equation*}
$$

where $\mathbb{N}$ are the eigenvectors of matrix $B$. If we define

$$
\begin{align*}
& \underline{v}^{T} \underline{A} \underline{v}=\tau_{i}  \tag{11.9}\\
& \underline{v}^{T} \cdot \underline{L} \cdot \underline{U} \cdot \underline{V}=\theta_{i} \tag{11.10}
\end{align*}
$$

then by multiplying both sides of (11.8) by

$$
\left[\underline{v}^{T}\right][\underline{I}+\omega \underline{L}][\underline{I}+\omega \underline{U}]
$$

we obtain

$$
\tau_{i}=\left(1-\omega+\omega \tau_{i}+\omega^{2} \theta_{i}\right) \lambda_{i}(\omega)
$$

and so

$$
\begin{equation*}
\lambda_{i}(\omega)=\frac{\tau_{i}}{1-\omega+\omega \tau_{i}+\omega^{2} \theta_{i}} \tag{11.12}
\end{equation*}
$$

Hence cond [ $\Omega^{T}$ A $]$ is obtained as

$$
\begin{equation*}
\text { cond }\left[\Omega^{T} A_{-}\right]=\frac{\lambda_{1}(\omega)}{\lambda_{N}(\omega)}=\frac{\tau_{1}\left(1-\omega+\omega \tau_{N}+\omega^{2} \theta_{N}\right)}{\tau_{N}\left(1-\omega+\omega \tau_{1}+\omega^{2} \theta_{1}\right)} \tag{11,13}
\end{equation*}
$$

For cond $\left[\underline{[ }{ }^{\top} \operatorname{An}^{2}\right]$ to have a minimum value we must require

$$
\begin{equation*}
\frac{d}{d \omega} \text { cond }\left[\Omega^{T} \underline{A}[\underline{2}]=0\right. \tag{11.14}
\end{equation*}
$$

This results in a quadratic equation

$$
\omega^{2}\left(\tau_{1} \theta_{N}-\tau_{N} \theta_{1}+\theta_{1}-\partial_{N}\right)+2 \omega\left(\theta_{N}-\theta_{1}\right)+\left(\tau_{N}-\tau_{1}\right)=0(11.15 ;
$$

Thus the optimum preconditioning parameter $\omega$ is obtained as

$$
\omega_{\text {opt }}=\frac{\tau_{N}-\tau_{1}}{\left(\theta_{1}-\theta_{N}\right)-\left\{\left(\theta_{1}-\theta_{N}\right)^{2}-\left(\tau_{N}-\tau_{1}\right)\left(\theta_{N} \tau_{1}-\theta_{1} \because \theta_{1}-\theta_{S}\right.\right.}
$$

and the minimum cond $[\underline{2}-2]$ is given by

$$
\min \left\{\operatorname{cond}\left[\Omega_{\underline{T}}^{\mathrm{A}} \underline{\Omega}\right]\right\}=\frac{\tau_{1}\left(1-\omega_{o p t}+\omega_{o p t}{ }^{\top} N+\omega_{\mathrm{N} t}^{2}\right.}{\tau_{N}\left(1-\omega_{\mathrm{opt}}+\omega_{o p t} \tau_{1}+\omega_{\mathrm{opt}}^{?}\right.} ;
$$

The eionenvalues of the matrix $\underline{Q}_{-1}^{T} \underline{\Omega}$ is bounded by the vaiues $\hat{l}_{\text {rin }}$ and $\lambda_{\text {max }}$ such that

$$
0<\lambda_{\min } \leq \lambda_{i} \quad(\omega) \leq \lambda_{\max }
$$

$$
(i=1,2, \ldots \ldots
$$

where

$$
\begin{align*}
& \lambda_{\min }=\frac{\tau_{\mathrm{N}}}{\left(1-\omega_{\mathrm{opt}}+\omega_{\mathrm{opt}} \tau_{\mathrm{N}}+\omega_{\mathrm{opt}}^{2}{ }_{\mathrm{o}}{ }^{\prime}\right)} \\
& \lambda_{\max }=\frac{\tau_{1}}{\left(1-\omega_{\mathrm{opt}}+\omega_{\mathrm{opt}} \tau_{1}+\omega_{\mathrm{opt}}^{2} \theta_{1} ;\right.}
\end{align*}
$$

Even though simple analytical expressions are availabie, hate are if i. ist use for practical purposes. Only under certali conditions are axdiv:... evaluations possible. For example when matrix A has the fosintion stivcture

$$
\left[\begin{array}{ll}
\mathrm{I}_{1} & \underline{\mathrm{I}}_{2}^{\mathrm{T}} \\
\underline{D}_{1} & \underline{I}_{2}
\end{array}\right]
$$

where $I_{1} \& \underline{I}_{2}$ are identity matrices and $\underline{D}$ is a diagonal matrix, then Evans has obtained $\omega_{\text {opt }}$ as unity. When matrix $A$ is formed as

$$
\underline{A}=\underline{I}+\underline{L}+\underline{L}^{T}
$$

then the maximum eigenvalue of $A$ is minimized in $\underline{\Omega}^{T} \underline{A} \underline{\Omega}$ when $w_{o p t}<2$. Thus the cond [ $A$ ] is minimized to cond $[\underline{\Omega} \underline{A} \underline{\Omega}]$ for $1<\omega_{o p t}<2$. For most cases however $\omega_{\text {opt }}$ has to be determined experimentally, or by (11.16), (11.18) and (11.19). Evans has snown that there is a remarkable correlation between theoretical and experimental values of $\omega_{o p t}$ obtained for a particular matrix i.
12. CORE STORAGE REQUIRED FOR VARIOUS METHODS [1]:

The core storage required for various methods are listed in order of the amount of core storage required starting with the method requiring the least core storage ( $N$ is the rank of the matrix A)

13. WORK REQUIRED FOR VARIOUS METHODS [1]:

The number of divisinns, multiplications and additions/subtractions provide a rough estimate of the efficiency of the algorithm. For each method it is possible to estimate the number of arithmetic operations as a function of $N$-- the order of the matrix. Such functions could be discontinuous if $N$ is large enough that auxiliary storage is required. In the total numner of arithmetic operations we have not included the timings taken for recording of intermediate results and the time taken for searching the pivotal element in Gaussian elimination.

METHOD
NUMBER OF ARITHLETIC OPERATIONS

Gaussian elimination

$$
\begin{array}{ccc}
\begin{array}{c}
\text { Divisions } \\
\div
\end{array} & \text { Multiplications } & \text { Additions } \\
+ & + \\
\mathrm{N} & \frac{N^{3}}{3}+\mathrm{N}^{2}-\frac{N}{3} & \frac{N^{3}}{3}+\frac{N^{2}}{2}-\frac{5 N}{5} \quad(\text { iotal })
\end{array}
$$

Gaussian elimination with complete pivoting requires $\frac{N^{3}}{3}+\frac{N^{2}}{2}-\frac{5 N}{6}$ conparisons in addition to the above arithmetic operations
Jacobi \& jeidel $N \quad N^{2} \quad N^{2}-N \underset{\substack{\text { per } \\ \text { iterat. }}}{\text { per }}$
(we could do with $N$ divisions only once rather than per iteration at the expense of N more storage spaces.)

Steepest Descent (for unsymmetric A)

Conjugate gradient (for unsymmetric A)

Monte Carlo

1

2

CW
$2 N^{2}+3 N \quad 2 N^{2}+4: \quad$ per
$2 N^{2}+6 N \quad 2 N^{2}+6 A \quad$ per iteration

12N $+8 \mathrm{C} \quad 2[3 \mathrm{~N}+(W+2) \mathrm{C}]$ (total)
[ $W$ is the average number of steps per random walk and $C$ is the number of random walks]

Also note that when the matrix is symmetric the number of operations is reduced by about half. Also note in the Monte Carlo method the amount of work required varies is the first power of in only. Thus the Yonte Carlo method
would be quite advantageous in providing an initial guess which tiay be refined by the nonlinear iterative methods since they have a fas.ar idace or convergence than linear iterative methods.

For very large values of N , an iterative method applled to a \{inc in trix would need to converge in less than $\frac{N}{3}$ steps to bring its operacions count down to that of a direct method.

For complex matrices, these operations of divisions, wishepiications and additions refer to complex arithmetic operations.

## 14. a speclil note on the conjugate gradient method

An iterative method called the banded matrix iterative scheme has recently been applied by Ferguson [37] to solve large electromagnetic field problems by the method of moments. The characteristic features of the method applied by Ferguson are:

1) The convergence of the iterative scheme is sensitive to the choice of the numbering scheme used.
2) Because of (1) it requires a person with certain technical background to run the program.
3) The rate of convergence is irregular and sometimes the solution diverges.
4) The banded matrix itexative scheme applied by Ferguson is basically a Jacobi type of iterative scheme and hence it converges slowly [p. 16 of ref. 37].
5) Finally the method needs theoretically an infinite number of steps to converge to the exact result if there is no round-off error.

An alternative scheme is proposed here to replace the banded matrix iterative scheme by the conjugate gradient method in the RADC GEMACS program. As we shall presently demonstrate, the conjugate gradient method is also capable of replacing the iterative methods in the RADC nonlinear system identification programs, too.

As we have seen from the previous sections the conjugate gradient method is a nonlinear iterative scheme, in contrast to the linear Jacobi method. Also the conjugate gradient method converges at a faster rate than that of a geometric series. Moreover it is highly insensitive to the choice of the initftal guess for the solution. Since the conjugate gradient method vields an
exact result (assuming no round-off errors) in at most $M$ steps (where $A$ is the number of independent eigenvalues of the $\mathrm{N} \times \mathrm{N}$ matrix), it has the good points of both an iterative method and direct method of solution. It has the advantage of an iterative scheme in that round-off error is limited only to the final step of the solution. It has the advantage of a direct method in that it converges in a finite number of steps.

As a first example consider a wire $3 m$ in length and .01 m in radius. The wire is charged to a potential of $4 \Pi \varepsilon$ volts. The objective is to find the charge distribution on the wire. A method of moments formulation has been employed and the wire is divided into a total number of 30 segments. The moment matrix formed by this problem is a typical one which often occurs in the method of moments. The results are presented in Table 8 . The first three columns indicate the charge distribution on the wire obtained by the conjugate gradient method. The third column represents the charge distribution corresponding to the segment numbers appearing in column two. The first colum states that this result has been obtained at the end of three iterations. The next three columns indicate the charge distribution obtained after eight iterations by the conjugate gradient method. And finally the seventh colum gives the result due to Gaussian elimination. As is clear from the data presented in Table 8 the conjugate gradient method yields a result better than $1 \%$ after three iterations $\left(M=\frac{N}{10}\right)$.

If for this problen the banded matrix technique is used to yield an accuracy of $1 \%$ in one iteration a bandwidth of approximately 15 may be necessary (see table 10, p. 34 of ref. 37). Hence for the same accuracy the conjugate gradient method is faster by a factor of 2.5. Also if the same problem is to be solved by the symmetric Cholesky decomposition it would have required ap-

$\odot$


v

proximately $\frac{N^{3}}{6}$ multiplications. The conjugate gradient method required approximately $3 N^{2}$ multiplications as compared to $5 N^{2}$ for Gaussian elimination.

Also note that an essentially exact result has been obtained (accuracy better than $10^{-5}$ in the residuals) after only efght iterations.

As a second example, consider the same problem as above but now the wire is 25 m long. So this time $A$ is $100 \times 100$ matrix. Again we obtairea an essentially exact result (better than $10^{-5}$ in the residuals) after only nilue itexations. This implies that in these type of problems the number of independent eigenvalues is approximately eight or nine. Note that the number. $\operatorname{inde-}$ Pendent distinguishable eigenvalues does not increase as the order ot ine syotem is increased considerably. This is an interesting property of : : wormi.. duminant matrices which could easily be exploited by the conjugdte gradient method.

As a third example, consider $A$ as a $20 \times 20$ Hilbert matrix and $\underline{Y}$ is chosen in such a way that the solution vector has components 1 to 20 . The problem then is to find $\underline{X}$ given $A$ and $\underline{Y}$. The philosophy behind choosing $A$ to be a rilbert matrix is that nearly singular matrices are often encounterte in a syster identification problem. So if the conjugate gradient method can eficently solve such an ill-conditioned problem, then this method miv easj: $\mathfrak{i c}$ applicable to system-identification problems. The results obtained by two diffextat methods are shown in Table 9.

It is clear from Table 9 that the conjugate gradient metic. finis jow results at the end of eight steps. The largest error is only $2.25 \%$. $\mathrm{Tl}_{\mathrm{r}}$ Gaussian elimination method for the same problem completely breaks down.
(Note. The Hilbert matrix is extremely ill-conditioned. The condition number of a $20 \times 20 \mathrm{Hilbert}$ matrix is of the order of $e^{3.5 N}=2.5 \times 10^{30} \mathrm{ram}$

| Gaussian elimination | Exact solution | Conjugate gradient at the end of 8 steps |
| :---: | :---: | :---: |
| . 9999954 | 1 | 1.000289 |
| 2.000349 | 2 | 1.990388 |
| 2.978199 | 3 | 3.056398 |
| 4.103616 | 4 | 3.909776* |
| 4.355928 | 5 | 4.981514 |
| 55.54727 | 6 | 6.056422 |
| -20.17007 | 7 | 7.066274 |
| -391.4351 | 8 | 8.030005 |
| 1050.932 | 9 | 8.982147 |
| -397.4495 | 10 | 9.947065 |
| 212.3952 | 11 | 10.93533 |
| 1407.415 | 12 | 11.94698 |
| -1800.392 | 13 | 12.97573 |
| -682.3352 | 14 | 14.01228 |
| 2770.054 | 15 | 15.04653 |
| -1692.660 | 16 | 16.06884 |
| 637.3160 | 17 | 17.07074 |
| 559.0285 | 18 | 18.04519 |
| 78.80465 | 19 | 18.98660 |
| 97.65299 | 20 | 19.8907 |

Table 9: Comparison of Gaussian elimination and conjugate gradient method for the solution vector $\underline{X}=(\underline{A}]^{-1} \underline{Y}$.
*The largest error is about 2.25\%
[38].

As a final example consider the solution of the two components of the current density on a $1 \lambda$ square metal plate irradiated by a plane wave. When the total number of unknowns for the complex current is 71 , we have to solve a $71 \times 71$ matrix equation. The total time taken for the solution of the complete problem utilizing various techniques is as follows:

Gaussian elimination: 27 sec . (CPU time)
Conjugate gradient method: 30 sec . (CPU time)
(with $1 \%$ accuracy in the residual)
Observe that the conjugate gradient method is quite inefficient in this case. However, as the dimension of the problem is increased from 71 to 180 , the time required by various methods to solve the complete problem is as follows:

Gaussian elimination: 500 sec (CPL time)
Conjugate gradient method:
for $10^{-2}$ accuracy in the residual: 220 sec . (CPU time)
for $10^{-3}$ accuracy in the residual: 290 sec . (CPU time)
for $10^{-4}$ accuracy in the residual: 390 sec . (CPU time)
for $10^{-5}$ accuracy in the residual: 520 sec . (CPU time)

So for large systems of equations the conjugate gradient method may prove to be quite useful, especially if one is interested in obtaining an accuracy of $10^{-3}$ to $10^{-4}$ in the solutions.

In sumary, it is argued that the application of the conjugate gradient method te the analysis of large bodies by method of moments would yield stable, reliable, consistent and accurate results faster than any methods currently used to obtain a solution. The same is true for problems in system identification. However there may be some build-up of the round-off error if the residuals are computed iteratively by (7.10) rather than directly from ${\underset{X}{k}}=\underline{Y}$, which would be more time-consuming. At this point it is not known how serious this problem will be for our problems of interest.
15. SUMMARY AND CONCLUSIONS

Of all the stationary iterative schemes surveyed the conjugate gradient method has shown great promise as a possible candidate to replace the banded matrix iterative scheme in the GEMACS program. This is because the conjugate gradient method not only yields the exact solution theoretically at the end of a finite number of steps but also has the fastest rate of convergence.

The next step of the program should be to develop computer programs for the various methods and verify experimentally the theoretical results that have been presented in this report.
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