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classified as 1:enewal and nonrenewal models. Wireline and most microwave
channels can be accurately represented by renewal models and model parameters
have been chosen to represent practical AUTOVON chanr-1ls. Nonrenewal models,
which are necessary to represent for example, troposc.iter channels, require
more statistical parameters and are not developed to tne extent of renewal
models.

Part IT of the report describes the development and evaluation of an algorithm
for evaluating error detecting codes for use on renewal channels. The algorithm
is sufficiently efficient in 1ts use of computer time to permit an exhaustive
study of possible codes with a fixed number of redundant digits.

The algorithm has been used to rank all 900 irreijucible 16th degree polynomials
with respect to the Pareto channel model.

For 32 check bit codes with blouck lengths of 2000 bits, it is shown that six
classes of BUH-Fire codes encompass many of the commonly used types of codes.
Three of these classes are investigated in detail in a study that considered a
total of approximately 350 polynomials. There is no evidence to indicate

that different results would be obtained from a study of the other three classes
of BCH-Fire codes.

From this study it can be concluded that a group of possibly a dozen codes will
provide the lowest undetectable error probability in general applications for
which a precise chamnnel model cannot be specified. The estimated probability cf
undetected errors for these "good" codes is on the order of 10~12, a value which
wculd produce one undetected error in something like fifty years at bit rates of
106 bits/second. Four polynomials were found to have undetected error prob-
abilities as large as four or more orders of magnitude greater than those for
gocd polynomials.

The code polynomial, X32 + X2€ + x23 4 x22 4 x16 4§12, 11 4 410 | 8 4 47 4
X+ x40+ x2+x+ 1, is recommended as specific choice. The characteristics

of this polynomial are investigated in detail and it is shown that the poly-
nomial has a probabil: .y of undetected error no larger than on the order of
three times that of the best polynomial tailored to each specific channel model.
For four of the channel models considered this pclynomial is the best of those
considered.

Part II1 of the report details preliminary wor: done in extending the results of
Part II. An elementary nonrenewal Chien-Haddad model is studied. The sensi-
tivity of the probability of undecected rror to the parameters of the model and
differences between pattern probabilities computed with this model and others
investigated are noted.

A first step is made in developing a channel model which places in evidence the
effect of physical parameters such as signal-to-noise ratio. A chanrel model
for a DPSK modem and additive Gaussian noise is developed which, surprisingly,
seems to be almost identical to models developed from practical data.

The report is concluded with recommendations for future work.

An approach to approximating nonrenewal models with renewal models is suggested.}
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PART [

INTRODUCTION AND BACKGROUND

1. Introduction

This study is concerned with designing error detecting codes for

links, of the type shown in Figure 1.1, such as might be used in future

digital Defense Communications Systems.

Since the code must be designed to match the channel, the problem

is two fold, namely: choosing realistic channel models and choosing

good codes for specified channel models, In the most general formulation,

almcst any channel, line-of-sight microwave, troposcatter, wireline, or

satellite, can be of interest., The codes considered have been restricted

to binary linear cyclic block codes. The code should have a large

block size-on the order of 200G bits. Since the number of message

bits is not to be fixed, efficient truncation of the block length should

be possible. The redundancy of the code should be a multiple of 8 bit

bytes with a probable choice of four such bytes for 32 bit redundancy.

Finally, scrambling schemes such as NRZI should not degrade the properties

of the code.

An extensive survey of the literature in the two areas of channel

models and error detecting codes has been carried out. The survey reveals

channel models have been studied in detail and a number of mathematical

models have been matched to measured error data. The most tractable

model seems to be the renewal model which is specified by the distribution

function of the error gaps. Such models are good representations of

line-of-sight microwave and wireline channels, while their representation

for other channels is much less accurate.
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Other models, typically of a Markov type. have been used to

approximate various channels. The choice of models to represent such

channels as troposcatter channels remains an open question, however,

for two reasons, namaly: (i) there seems to be no theoretical analysis

indicate how many moments of error gap distribution are required to

determine code behavior and (ii1) the very large amount of cxperimental

data required at typical error rates hampers an extensive purely

empirical approach.

Given this background, it was decided to emphasize in the study

the renewal type channel models which have been matched to practical

channeles. ‘fhus

-

the major portion of the contributicns of the study are

contained in Part II of the report on codes matched to renewal channel

models.

Some preliminary work was done on more gcmeral channel models, on

the problem of developing chanrel models based on physical parameters

and on the problem of approximating norrenewal models with renewal

models. This preliminary work is presented ir Part 1I1 of the report.
p P

The remainder of Part I of the report details the review of the

iiterature. Appendix I1 provides a description of the computer programs

developed in the study and gives a Program Maintenauce Manual.

£to
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2. Review of the Literature

The literature review is presented in three parts, namely:
{a) Channel Models, (b) Matching of Models to Empirical Data and

(c) Properties of Error Detecting Codes.

(a) Channel Models

In most of the work reviewed for binary communication systems,
it was assumed that the message source generates a sequence {xi} of binary
digits which are transmitted through a channel. The channel output
sequence {yi} is a binary sequence which is the modulo-2 sum of the
message sequence and an error sequence {ei}, which is assumed to be
statistically independent of the message sequence. For this structure
the statistical properties of the channel are exhibited in the
statistical properties of the error seguence.

A number of mathematical mcdels are described which provide differing
degrees of approximation to the measured output error patterns from
typical communication equipment. The most tractable mathematical model
is a renewal model which uses Pareto statistics. Most other models are
Markov processes of some sort. A number of Markov processes, differing
in order and definition of parameters, have been investigated. The more
important general models ard the references in which they are discussed
are listed below:

*
General Model References

Renewal Elliott 1173, {27

Fritchman Fritchman [3]

Gilbert Gilbert [4]

Generalized Gilbert Eiljott [1], Gallager [12]
Spreading Markov Ac- .1, et.al. [5]

Tsai Fritchman [3], Tsai [6} - [8]
Chien-Haddad Chien et.al. [9]

Pareto Berger et.al. [10], Sussman _11]
Munter* Munter et.al. [13]

Blank and Traf ton* Blank et.al. [14]

t References will be found at the end of Part I of this report.

* These models are not strictly Markov processes but related to Markov
processes, 4
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Ef forts have been made to choose the parameters of the various

models to match experimentaliy measured characteristics of real channels.

R TR T BRG]

The simplest models match the first order statistics, of such parameters

as the error gaps in experimental data, to corresponding statistics of
the model. More sophisticated models attempt to match higher order

statistics.

P R T T

The models in the above iist all represent attempts to match output
error statistics. Parameters in these models are not related to physical
channel or modem variables. Although a considerable amount of work,
such as that done by Bello [15], has been directed toward modeling
analog chamnnels in terms of their physical parameters, this work has
not been carried to the point of representing digital modem output error
statistics., A step im this direction, however, has been taken by
Goldman f16 ] who computes the probability of multiple errors for a
differential PSK modem for a cliannel represented by additive Gaussian
noise and cochannel interference.

The remainder of this section defines some of the parameters
necessary in discussing channel models and then presents a concise
quantitative discussion of most of the models listed on page 4 .

Basic Parameters: A basic parameter for the present study is the

probability, P(m,n), that exactly m bit errors occur in a transmitted
block of n bits. The computation of P(m,r) is based on the statistical
analysis of the number cf error free bits between two bit errors.

The sequence of zeroes (no errors) between the errors are called error
gaps. The length of a gap is defined as one plus the total number of
zeroes in the gequence between the two ones (errors). The binary error

process can be equivalently described in terms of the associatwd gap
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process {Gi}, where Gi is the length of the ith gap. Define
pric, = 3} = p(3) = 207" 1|1, (1.1)

j-1 ] .
where 097" denctes a sequence of j~1 zeroes. The error-gap distribution

@
Fm+1) = 2 p(@)
j=m+l
(1.2)
= p (0"]1)
is the probability of at least m error-free bits following an error.
The parameters p(j) and F(m + 1) are useful as well as P(m,n).
The autocorrelation, a(j), is the probability that the jth bit
following an error is also an 2rror; i.e.
a(i) = 2o Ly (1.3}

where xi denotes an arbitrary sequence of length i.

The term "error burst" plays a useful role in error analysis even
though no generally accepted definition seems to exist. Intuitively
an error burst is identified as a sequence beginning and ending with an
error with relatively large gaps in either side of it compared to the
gaps within the burst. The notation B(m,n) will be used to designate
the probability of an error burst of length m in a sequence of n bits.

The probability that m ~ 1 errorc occur in the n - 1 bits following
an error is denoted R{m,n). A related gstarisiic of interest is the
probability of m - 1 errors in the n - 1 bits following an error with the
(m - 1)th error in the (n - 1)st bit. The notation S(m,n) will be used
for this statistic.

The more important of these basic parameters are evaluated for certain

specific models and are plotted in Appendix I.
6
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é’ Renewal Channels: For a renewal channel (lengths of gaps independent)
the probability of error patterns are easily computed. Let
B(dl, d2’ cees dm+1) = 3(d) correspond to an error pattern consisting
of n consecutive bits containing m errors where there are di zeroes
before the ith error and dm+1 zeroes after the last error. The probability
of this pattern is expressed as
- d m d, d
r = ;
Re@ =20 Yy o op il - r0 ™ | ,
A 122 (1.4)
m
= P(l)F(dl + 1).5 p(di + 1) I'(dmH + 1),
i=2
Elliot [2] proceeds to establish
B n-m+l r
P(m,n) =2  P(1) F(§) R(myn-j + 1), 1sm <n, (1.5)
j=1
and
F(n) n=1,n=21
R(m,n) = < (1.6)
n-m+l
% p() R(@m-1,n~j) 2$m=p , n22.
3=l

Alternatively, for renewal channels, the autocorrelation, a(j), of

the bit errors can be used to specify the channel, Elliott [2] detemmines
a(j) by the recursion

f
1 3=0
a(j) = Q p(D) j=1 (1.7)
j-1
p(i) +Z p(s)a(j~s) i1 .
\. s=1
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The Binary Symmetric Channel Model: The simplest renewal channel is

the binary symmetric channel. The channel is a mewmoryless channel with
thie probability of either type of error being given by q. It is

straightforward to establish that

pG) = a1 - @3, (1.8)

Fmn + 1) = (1 - @)% (1.9)
and

pea,m) = (2" - @™ (1.10)

This channel is almost trivial to analyze. Unfortunately, it is seldom
applicable to a physical communication system.
Pareto Model [10]: Berger and Mandelbrot proposed a renewal model with

the error gap distribution given by the Pareto distribution
_ )
F(m) = 1/m", (1.11)
where 6 is a positive constant less than 1. Since

Z F(m) == , (1.12)

the channel model does not have finite recurrence times; i.e. the average
number of symbols between two errors is infinite. This problem is resolved
by letting & take on a new constant value greater than unity at some value
* * %*
m=m . The value of § for m €< m and the value of m are the parameters
of the model.
The more common application of the model is to consider two truncation
* . . . .
parameters, m, and m . In this study, the error gap distribution was

chosen to be of the form
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1 ,m=0
a -

Fm) = ¢ | —=— -l--—la ,lsmslL (1.13)

%1/ (o L
0 ., m>L
where
1-a T-« .
L=|=-—= (E(n) +1) 1.14)
e 4

and E(n) is the average gap length given by

E(n) = —= L -1, (1.15)
1-a«a

Gilbert Channel Model [4]: The channel model proposed by Gilbert consists

of a two-state first-order Markov chain composed of a good state C1 and
a bad state CZ’ The good state is error free; the bad state has error
probability 5. The state transitions occur synchronously with the
transmission of the input symbols according to the state transition

probabilities

tij =P (Ci ~- Cj) . (1.16)

The process is assumed to be stationary.
The Gilbert model can be transformed into a three-state first-order

Markov chain composed of two error-free states C! and C} and an error

1 2
state Cé with the transition matrix
~ -
1 (1-8) ¢y, 8t1s
' = - 1.17
T £y, (1-9)t,, 5t,, ( )
a1 (1-8)¢ty, )
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A generalizatior of this channel mocel is the Fritchman model diszussed

below.

Fritchman Channcl Model [3]: The channel moacl proposed by Fritchman

consists of an N-state Markov chain whose state space is partioned into
two groups of states. The first K states are error-free and the last
N-K states are error states. The state transitions occur synchronoisly

with the transmission of the input symbols according tec the state transition

probabilities

tij = P\pi - Cj/ . (1.18)

The process is assumed to be statiomnary.

The error process {et} is generated as follows: Partition the N

states iato thc two subsets

A= C., Chy vun, G

Ere ) (1.19)

and

B = LCk+1’ ceey CNJ (1.20)

Let e denote the state process. Define

0 Ci € A
¢ (C)) = (1.21)
1 Ci € B
The process is defined by
e, = ¢(2t) . (1.22)

pppie

10

Tt ket

i
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The transition matrix ?A = tt?jj among the A states is assumed to

] be similar to a diegonal matrix with

L0 L (B, )

L 1<1i €K, (1.23)
and
1) _ (D) (1) .
R = (ri 3 orey I’.'K ) ? 1 S 1 ‘K 3 (1324)

ccrresponding to the left and right eigenvectors of T for the eigenvalue

hi' The m-step tramsition protabilities may be expressed as
& . (k) (k) .m

tij(m) =k§l a t; LJ, e (1.25)

where
o
a oyl
k . i i
i=1

Fritchman proceeds to e:stablish that the error-gap distribution is given by

K
'y m
F(mtl) = 2 £,(1) A

(1.26)
i=1
where
r 21 ;é
Ly W, t
1 j=k+¢=1 1 )
'i' m=1
i N
z b
j=K+1
£ (1) = { (1.27)
S XX (1), (1)
a z z u.thrL Lm
i {=K+L £=1 m=] 3
- me 2
A N
\_ z e
j=k+1

The u} correspond to the steady-state probabilities of the

C..
J

channel states

11

g gy s T g,
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If the transition matyvix T, =

B s
3 \tijJ among the B states is assumed

to be similar to a diageonal mzirix with

(1) (1} GY N\ c N
L = ({‘K.;.’i y eemy &N "; » K‘!‘l S 1 5 r\, (1.28)
and
) o (D) Y | kel siogx,

T v
r+ ’ ey I' H
Kl / (1.29)

corresponding to the left and right elgenvectors of TB for the eigenvalue

%;» then the error-cluster discribution may be expressed as

P(lmm =Tt @ =t (1.30)
/ %) A H
i=K+1 :
where
K N N con s
) (1), ()
s Z X it T (1.31)
. i 3=1 2=%+1 n=K+]
f 1) = X
n i K
PIRRTIA
=1 3
and
N "1

a =l r.(k)-',.(k)

i=k41 * 1 (1.32)
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Tsai Channel Model: Fritchman [31) identifics a special case of h:s

general model consisting of K = N-1 error-free states and a singie error
state. This model, which was later studied in detail by Tsai [6. ri:,

“ ) o~

has a transition matrix given ty

[ ¢ 0 £
11 v IN
0 tz% 'y tZN
T = ? . . . (1.33)
.
) ' “N-1,N-1 '
t t e o 8 Lt 2 e 0 t
| Nl N2 N,N

Note that there are no transitions between the error-free states. The
state transitions occur synchronously with the transmitted bits.
It follow directly from Fritchman's model that the error-gap
distribution is given by
N-1 -1
F(m+l) = ;Eé tak (:kk) ,  m=21, (1.3%)

The error-gap mass density function is given by

p(j) = F(3) - F(3+D)

-
tNN j=1
= < (1.35)
N-1 52
z ek Sk Cin j =22
\. k=] *

13
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Tsal uses an ervor burst defined by Brayer [24) as a sequence:

1. beginning and ending with an error,

2. the ratio of the number of errors to the number of
digits larger than or equal to a specified number 6,

3. if the inclusion of the next error keeps the ratio above

the specified number §, the burst is continued; otherwise
the burst ends, and

4, not beginning with an error belonging to the previous

burst.

A burst interval is the region between two bursts., Obviously, the length

of an error burst and the burst interval will be affected by the chvice

of 5.

The probability of a burzt of length m with n errors, Bn(m), is

calculated as following: Let S(n,m) be the probability of a sequence

of m digits with n errors satisfying m, = 1, m»_=m, and

b

2L 2§ 1Sis<n
™

where m, is the length up to the ith exror. It follows that

-
p(m - 1) n=2,mz22
S(n,m) = ﬁ (1.36)
mintgél, m-l}
> S(n-1,i) p(m-i) n>2,2sms2/6

where fractions are to be taken as the largest integer less than the

fraction. Thus,

Bn(m) = S(n,m) Pr{?n+l > (n+l)/6] (L.37)

14
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where the fraction is to be taken as the integer greater than the fraction.

Noting that

Pr%un+1 > (n*l)/a} = Pr{mn - > (mutl)/5 - m1

+1 J
(1.38)
= Fr(n+l)/é - mj
one concludes
B (m) = S(n,m) Fr(n+1) 5 - m—ll n =2
n ) { B i (1.39)
For n = 1, a burst consists of a single error. Hence,
1) = F (a+1)6 - 1| =1
81( ) = PL(HT )6 - § » = L. (1.40)
The probability, B(m), of a burst of length m is given by
m
Bm) = 22 B_(m)
n=m§ (1.41)
m r -
= 2 S(a,m) f (n+l) § - 1.
= L 4
n=m§

since n/mn z & by definition of burst.

Slowly Spreading Markov Chain Model [5]: This channel model | suggested

by Adoul,is an extension of the Fritchman model to a denumerably infinite-
state Markov chain (slowly spreading Markov chain). Let {zn} denote the

state process, The error sequence {en} is defined by

(1.42)

15
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The state-transition probabilities ave given by

o
%G j=0
3357 (P1 j = i+l
. (1.43)
_ _ 0 othervise
5 The state transitions are assumed to occur synchronously with the
traasmitted symbols.
It is obvious that for this mod- *. the error-gap distribution is
given by
m+1)= n (
Fm+ 1) = = 1.44)
k=1 i
and the error-gap mass density function is given by
j-1
p(i) = q; kzl P,* (1.45)

This model allows a very general specification of a renewal process.
The only constraint is that the error state must be recurrent; i.e. the
probability of eventually returning is unity. The return to the error
state can take a very large number of transitions. The expected or

average number of states for the first return to the error state is

[~}
Efe =2 jp(j)
: j=1
- (1.46)
= £ 3lr - rG ]
j=1 L.
.
> =X F(@)
5=1 '

16
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Hence, the specification is arbitrary up to the comstraint

F(j) <=.

L

J

Munter and Wolf Channel Model [13]): The model proposed by Munter and

Wolf consists of combining M renewal channels in such a manner that the

resulting composite channel is not itself a renewal process. Specifically,

the error bits occurring in a time interval n + 4N, ng + ({L+1) N - 1
- -

3
E=

are generated by a renewal process (channel) Ci with probability ki.

Ry

At time n, + (£+1) N a new renewal process Cj is chosen with probability

kj’ independently of the previous renewal processes. The error bits

ol

occurring in the time interval 0y + L+1) N, n + (L+2) N - IJ are
| 5

= generated by the renewal process Cj’ In general, a new renewal process
E‘ is selected every N samples, independently of the previous choices. The
é starting time n, is equally likely to be 0, 1, ..., N - 1.
é The autocorrezlation, a(j), of the errors is given by
M ;M

M-j : J L

B (D SFta @)+ Ty, (D (1.47)
] i=1 - =1 = : .

3 a(J) = M P 0 < J SN,
3 by
3 Z )‘i Pi(l)
; i=1
z where
% ai(j) = error autocorrelation for Ci
% and
‘é Pi(l) = probability of bit error for Ci .

AT
R Tt T A g P

The derivation 1is based on the assumption that at each channel selection

time, g + 4 N, a new error sequence begins independent of the preceeding

17
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error sequences; i.e. even if the same renewal process remains in effect,
the new error sequence is independent - the previous one. This assumption
can be relaxed such that if the same process remains in effect, the new
error sequence ls a continuation of the preceeding process. The resulting

autocorrelation is

N
y o S
T/ N- . i -
N ( N-i 15 .
Rl S A AN A T R A (1.48)
a(j) = . , 053 SN,

M
2oy P (1)
i=1 1

Blank and Trafton Channel Model [1473: Blank and Trafton consider a

generalization of Elliott's remewal charnel model for which the error
process is characterized by an n~-state m~th order Markov error-state
model with each error state consisting of a repewal error process. The
state of the channel is allowed to change onily when an error occurs.
The renewal processess are re-initialized zc that time. The composite
channel is non-renewsl, in general. An anatvsis of this model is given
in the reference cited.

Generalized Gilbert Channel Mcdel, "17: The generalized Gilbert chanmel

model consists of a two-state first-order Markov chain. Each state
(channel) is chiaracterized as a binary symmetric channel witnh error
probability q; i =1, 2. The state transitions occur synchronously with

the transmitted bits. The state rransition matrix is given by T = tij} s

A

where :ij denotes the probability of moving to state Cj from C,.
The characzeristics of this model may be obtained from the analysis

of the Chien-Haddad model which is a generalization of this model.




h:
=
3
-
21
g
=

Chien-Haddad Model {97: The channel model proposed by Chien, ct. al,

consists of an N state first-order Markov process. Correspounding to
each state Ci’ the channel is characterized by a binary summetric channel
with error probability q; - The state-transition protabilities uze

given by

tij = Pr ’LCi - CjJ

with the transitions occuring syuchronously with the transmitted symbols.

The steady-state probabilities "y are given as the elements of the ventor

n satisfying
nT =a.

To establish the error-gap distribution proceed as follows:

Note that

F(mtl) = 2(0"}1)

%f;?Pr{pm’ last state < | one in state Ck}P{Ckzl} (1.49)

1 { o ) 1
—_— : 0 t te . ¢
2?%? P , last state Cle in state Ck} Y

P(1) k
where
N
P(1) =2 moa - (1.50)
i=1
Define
QkL (m) = Prl Om, last ztate C{!x in state Ck) . 1,51
Note tnat
Uy ) = 7. (1-q5) Q;,(m-1) (1.52)

J )

19




Downloaded from http://www.everyspec.com

In matrix notation

Q= ~ By(m - 1) (1.53)

N \‘-: vy q;‘}/“

a )} correspt {6 ~he agona: matrix whnse diagona
nd A(q) correcpomds o ~he diago atrix wh diagsonal elements are

the clemznts of the vector ¢. Hence,

Q@ = o (1,54%)
and
, XX
Furdl) = —— 3 7 nkq;Q.:(m)

P(1) k=1 2=1 * R {1..5)

1 .
= —— = Ag)D'e'
Pl)

where ¢’ denotes the transpose of (he vector
e= (1, ..., 1) .

In terms of the eigenvaiues Xi of D,

N N o
F(m+l) = —— Za; A, (1.56)
P(1) i=1
where
a. = {qg)B(i)e' ,

1

26
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P Ao imanle S 5 = 2 x

- e,

P e 1

P =

and
-1 N
1

M-} =% 8w (1-2 2)

i=1 (1.57)

Note that the form of the error-gap distribution is equivalent to

the TIsai channel model, However, the determination of the parameters

{Qi} and {Ai} are not sufficient to uniquely characterize this model since

it does not correspond to a renewal model. The Tsai channel model can

be obtained as a special case of this model if the only non-zerc elements
- 1 = < -
of T are tygo tiM’ and tMi together with 9, 0, 1s41i<N-1, and
9y = 1.
The unique characterization of the Chien-Haddad channel model depends
on detemmining the higher order statistics of the gap process {Gn}'

Designate

Flm:l; a+l) = Pr{Gi+1 2 ml, Gi = n+1} .

(1.58)
A similar derivation to the preceeding one yields
F(m+l; n+l) = 74(q)D"Ta(q)D e’ .
P(1)
(1.59)
1 ¥ X m
==Ll T % 2 01
P(1) i=1 j=1 ) 3

where

2 s = mt(@)B(i)TA(q)B(j)e’ .

The conditional error-gap distribution is given by

F(ax+1;n+l)
F(otl]ntl) =

F(u+l)~F(n+2)

N
A, )
Cgel gl M

T
k

e ™M
e 2

ot e
.?_ aiki(i-li)

-
3
&7
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N
=7
j=1

where

i

a.(n) =
J T a, (1-3))"
i 1 i 1

The quantity P(m, n) can be computed for the Chien-Haddad model
using a recursion velation which is now given. The probability P(m, n)

is given by
P(m, n) =EPi(m, n)
i
where the sum exteads cver the states, Ci’ of the model and

P,(m, n) = P{m errors in a block of length n, last

bit is from Ci}.

The quantity Pi(m’ n) is then expressed as

NS

Pi(m, n) =

; ;Pj (m-1,n-1) tji 95 + Pj(m, n-1)

1
(1.61)

with the initial cendition

Pj(O, 1)

1
~~
-
'
£
.
N
]
[

o)
~~
-
-
e
A
]
Q
)
-
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T

= = e

The result can be expressed in matrix form by defining a vector P(m,n)

o ip agw mmwf:‘akw.«”’fir}*%ﬁﬁﬁ% ‘:Q
E
I

as

2(m’n) = £P1(m’n)’ Pz(m’n)9 soey PN(m’n)]

(1.62)
=P(m - 1, n - 1) TA(qg) + P(m,n-1) T{I - &(q)]
The probability P(m,n) is then given by
P(m,n) = P(m,n) e’ (1.63)
where
P(O,n) =nd" , =n=0.
The result for computing B(b, N)+ is given in matrix notation as
N-b
B(b,N) = n % D% Rb) DN DY e (1.64)
=0

where

R(b) = Ta(@) T 1 aCQ)

B(0, N) = D" e’

A useful summary of the channel models is given by the state

transition diagrams of Figure 1.2 for renewal models and Figure 1.3

for nonrenewal models.

+

An "error burst'" is defined here as starting with an error and ending
with an error.

23
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b. Matching of Channel Models to

Experimental Data

Most of the authors listed in the previous section have made an
attempt to match their channel models to empiracal data taken from real
channels. For example, Elliott [17], [2], Gilbert [4] and Munter and
Wolf [13] work with data for switched telephone networks such as presented
by Townsend and Watts [22]. Tsai [7], [8), and Fritchman [3] use data
for HF channels and Chien et.al. 79} and Tsai [6] treat troposcatter
channels.

Possibly the most thorough study concerned with matching channel
models to real channel data has been conducted by Brayer 7237, [24],
f253, [26] who considers HF, troposcatter, satellite and wireline
channels. Extensive empirical data for troposcatter channels is analyzed
by Chien et.al. [27].

As a concise summary of the literature, it can be stated that wireline
and HF channels have the characteristics of renewal models and hence
can be modeled with good accuracy. Troposcatter channels are definitely
not renewal in nature. For these channels the modeling problem is
much more complicated and the choice of good models seems to be still
an open question, The remainder of this section will discuss techniques
for matching channel models to experimental data.

Renewal channel models have the tractable property that a first
order statistic such as the error gap distribution, F(m + 1), completely
defines the mocel. For many renewal channels, the model parameters itij}

can be obtained by fitting the function

26
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to the experimentally measured error-gap distribution F(m+l). The model

parameters are found from

tkk=1'tkN=)‘k’ISkSN'1’ (1.65)
tNk=ak)‘k’15kSN-1’
and
N-1
- = - T .
LNN 1 :1 tNk . (1.66)

The Munter and Wolf model [13] effectively consists of M renewal

channels Cl’ C2 vos Ci’ voe Cn and hence represents a more complicated

channel than the renewal one. If the model is applied to codes with fixed

block lengths much less then N, (recall that N determines the time spacing

of the renewal process), and the component channels have the same error

rate, the error autocorrelation may be approximated by

M
a(j) = xi ai-’j) j «< N (1.67)

i=1

for both channel models.

It is also possible to establish that

M
p(j)~ I )‘i pi(j) , j << N (1.68)
i=1
and
M
P{(myn) = T A, P,(m,n) , m(n-1) << N, (1.69)
=1 * '

27
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where

pi(j) = the error-gap mass-density function for Ci

and

Pi(m,n) = the probability that exactly m bit errors occur

in a transmitted block of n bits for Ci'

The particular class of renewal channel used in these formula will
depend upon the error data. Munter and Wolf [6] consider the Gilbert [9]

renewal channel model in which

a () = o Ki-ﬁ-Pi , j=1. (1.70)
Assuming that
Pi(1)<<o_(iki, 1sj<<nN,
and
o k, .

1-ki(1-ai)

it is shown that*
m+ -
(3)% 1 krix-i-l(l_ai)n m
P,(m,n) = P.(1) , 1 €m<n, (L.7D)
i i 2
-3 -

The application of this model to actual data consists of the

following steps:

*
There is a possible inconsistency in (1.69) and (1.71). See Appendix III
for a discussion of this point.

28
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1. Plot the experimentally measured error data P(m,n)/\;}§ as a

function of m for various values of n.

2. Approximate each curve by straightline segments parallel to

one another for different values of n,

3. From the theoretical model, one has

oy M o KT (L™
Pa,n)/ (m)= Z A 2D >
i=1 (1 -k, (-]

Let Pi(l) be the average error rate of the data. The ith set of straightline
approximations are matched to the ith term in the summation. The slope of

the ith approximation is
) r R
the vertical separation between the ith approximations resulting from
changing n by Aa is
r 3
tn log in(l-ai)J ;

and the vertical positioning of the ith segments is specified by ki'
The Chien-Haddad model, which is one of the mos* general reviewed
in this report, requires both first and second order statistics of the
error process. Consider the problem of determining the model based on
knowledge of P(l), F(m+l), and F(mtl; ntl) ds defined in (1.58).
Restrict attention to the case for which D is similar to a diagonal

matrix; i.e.

p = Ma(m L. (1.72)

29
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Note that
{1 - zn]'1 =M1 - zA()\)]_l b
N
= Lo a2, (1.73)
where

1
M= r{ : ré b oeeet ré

-
i
H

J ’

r is the right eigenvector of D corresponding to ki s

-t

A
b
e
k<.

and

A s

A O S
P
e
[ N
[

L]

Hence,

AT o B ) 1B 5 AT A

=
~
[N
N’

It

Lo
e~

c

.

(1.74)

it

m
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For convenience, normalize the eigenvectors {r;} such that
N
Me' = 5§ ' =¢g' . (1.75)

Note that

One, therefore, has
1 N m
F(mtl) = ==~ T a.\, (1.76)

where

= Lt
a, w4(q) r, -

Define the vector

a= (al, ceay aN) . (1.77)
Note that
a = A(qM
= 7TA(q)M

= [T - MA(k)M’HM

= - AL .

+The fact that this cvan be done is based on observing that the eigen-

vectors may be expressed as ri = cie;, where eie; =1 and <, is an arbitrary

constant. Hence, Me' = § c;ei. Moreover, the el forms a basis. Hence

i=1

e' = % diei. [herefore, choosing ci=di results in the aprropriate normalization.
i=1

he 1 ¥
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Similarly, for the joint error-gap distribution one obtains

AR LA SR R ot e T
b R‘M.
[

= ’ P
355 " 4 (q) r;ou T A ,)rj
3 = 2, u,Ta(q)r’ (1.78)
4 i'i i’
Define the matrix
_r
A= taij}
= A= u TA(QM (1.79)

Observing that

T = D[I - a(q)1"*

MaM L [T - a7t

enables one io express

M) A0 [T - a7 a(edm

A=
= aCa) AT (1 - A(q)]'1 M - aday a(h)
= p(a) B - 8(a) ACN) (1.80)
where
B = A(A) nt 1 - A(q)}'1 M.
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Note that
AHB=nTM
=¥
2 and
[ B AN 9 .‘} -'—1
] Be' = 4(0) ¥ 7 [I - Aq)]
-1 - A-1
=M = MA(MM 1 ri- Mg e
=ulre
3 = M-1 a!
- o (1.8
2 These two relations are essentially constraint relatioas placed on the
3 choice of M and B since they do not depend on the data. It is seen from
above that
3 -1 - ya=l s
5 AOOM T [I - 4{q)Y " e' = e

E: or, equivalently,

1

[1- &{q)) "~ e = M{A(x)}"} e’ (1.82)
7 i.e.
e ?: M, /) €i.3%)
RE = [y I8 X . i .
g l-qy = oy 1100
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Theretlore, the steps involved in fdeatifving the wmodel ave,

wo_
1) Measure P(1) = & mn.q,
i=1 -7

N
2) Measure F(mtl) = ;liy T a xf or, equivalently,
e Bl
m N m
measure P(0 1) = T aili . Fronm these measurements
i=1

determine {a.} and {3.} .
LS 1 - 1

NN
3) Measure F(mt+l; ntl) = L T Z a..l?lw
P(L) ;5 =1 1317

for a set of at least N(N-1) differ=nt values of
m and n and use the constraint relation Be' = e'

to obtain a set of linear equations for B (or A).

4) Obtain the model matrix M and the vector q from

AT B =M1 - a1

and
Me' =e' .
N
5) Obtain the vector = from P(1l) = % T4y -
i=1 -

Note that Step 3 may be replaced by measuring

N
Pmtl {ntl) = % a ()}
=1 13

(1.84)

34
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for at least N-1 values of n to determine the values of

a(n) = (al(n), cees aN(n))

_ e[a1" A
ea(a)[1- 807 [aM]" e

= >~ + it ' = e!,
for n Miy Myy eeey My g Solve for A using the constraint Be e

Another useful substitution for Step 3 is to measure

n.
j+l r ca=1
¥ F(m+l; n+l) LF(n .+1) - F(n, ,+1)°
- k| b S
n——nj

F(m+1| nj <na nj+1)

m

AR A R U 5
where n. .-1 Z‘ia n
, j+l TRk
a‘n_, j Y= ¥ kL
P ) ¢ [4
ivii’ “a+l) n=n n.
=n. J_ 43
J {?ax \xk kk )
n. ,~1
j+1
- e[aMWT a
nen. n, n, (1.86)
j es@{[am 13 - (a0 1)

The procedure for using this approach is the same as in Step 3.
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(c) Propercies of Error Detecting Codes

A number of texts such as Peterson [17] and Liu [18] discuss basic
properties of error detecting codes. However, the main thrust of these
texts, and, in fact, of recent work in coding theory, seems to be the study
of error correcting, rather than error detecting, codes. Although
tractable relations between the error detectingz and error correcting
properties of codes are weli known, a good error correcting code is
not necessarily a good error detecting code.

Only a few papers devoted to error detecting codes, such as those
by Corr [19] and by Peterson [20], were found in the review of the
literature. Whereas synthesis procedures were found for error correcting
ccdes, none could be found for error detecting codes.

This section of the report summarizes material from the literature,
(principally Peterson [17] and j.iu (18]), pertaining to basic properties
of error detecting codes which are germane to the remainder of the study.
Attention is restricted to linear, binary, cyclic, block codes.

In the present context an encoder maps a sequence of binary message
digits into a sequence of binary code digits. The message and iis code
word image both have fixed lengths for the type of codes being considered
and hence they can be regarded as vectors. Consider a message vector
of k digits. A code vector of n digits is formed to correspond to each
message vector. The code vector can be constructed in a "systematic
form" consisting of the k message digits preceeded {or followed) by n - k
redundant digits., The problem of code design amounts to finding an
algorithm for clioosing the n - k redundant digits in the code vector so
that error detection, or error correction, is carried out with the

smallest possible probability of error.
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In the study of linear binary cyclic codes it is convenient to treat

the components of code and messays: vectors as coefficients of a polynomial.

o g
o g B O EEIRRERY

This results in a one-to-one correspondence between, for example, a

code vector v and a code polynomial V(X) as given by

n-1
v (vo, Vis eees vn-l) ® VX)) = Vo + vy X+ ... + Vo1 X (1.87)

A similar correspondence is set up for message vectors. Using this
artifice, it is possible to investigate the structure of codes through a
study of apprcpriate binary polynomials.

Some of the more important properties of codes, with respect to the
present study, will be summarized below in terms of these binary polynomials.
= Proofs of the properties will be found in the references, particularly
[18] and [20].

Every code polynomial V(X) in a (n, k) cyclic code can be expressed

as

V) = MX) gX) (1.88)
where

k-1
ME) =my +m X+ ... +m X (1.89)

can be the message polyncmial and

.2 m-k-1 -
g(¥) =1+g X +g, X" +...4+4g , . X + ok (1.90)
1 2 8n-k-1

is termed a "code generator" polynomial,
In a (n, k) cyclic code there exists one and only one generator
polynomial, g(¥),of degree n - k. (The degree of a polynomial is the

largest power of X im a term with a nonzero coefficient,) Every code
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polynomial, V(X), is a multiple of g(X) and every polynomial of degree
r - 1 or less which is a muitiple of g(X) must be a code polvnomial,

lherefore the code is completely specified by the generator polynomial,

g(X).

ST ]

If a(X), b(X) and c(X) are >olynomials and

Ak

a{x) b(x) = c(X),

then a(X) and b(X) are said to be "factors" of c(X) or ¢(X) is divisible

IV BT

3 by a(X) and b(y). A polynomial p(X) of degree n greater than 0 which is
not divisible by any polynomial of degree less than n is called

"irreducible,"

The generator polynomial of a (n, k) cyclic code is a factor of

X +1, i.e.

™+ 1= g(x) h(x). (1.91)

’ o
WL e,

Conversely, if g(X) is a polynomial of degree n - k and is a factor of

i

n . ,
X + 1, then it generates a (n, %) cvclic code.

PO A v

An irreducible binary polynomial of degree m is 'primitive' if and

b only if it devides x" + 1 for n no less than 2™ - 1. Thus a primitive

3 , . n . n-k
polynomial of degree n - k will divide X + 1 for n no less than 2 -1
and hence generates a code of length at least Zn-k-l. A code generated by

E a primitive polynomial is called a Hamming code.

The class, {V}, of code vectors for a birary, cyclic (n, k) code

generated by g(X) Las the properties:

i. <V} contains the zero vector
ii. iV} contains the sum of any two vectors in ‘vl
iii. if V1 = (vo, ey vn) is in (v} then so is

= ? = 2
V2 (Vn—é voeees Vgs eees Vo g 1) for i, 2, ..., n,

5

et
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Code vectors can be expressed in the svstematic form

V() = REO + X% M. (1.92)

Since, V(X) = g(X) Q{X), (1.92) can be written as

g(X) Q(X) = R(X) + X% M(X) (1.93)
showing thei P(X) can be constructed as the remainder resulting from the

division of Xn"k M(X) by g(X). Note that the vector corresponding to

the polynomial of (1.92) is

V(X) ®v = (Vg Vys eee Vo 4 qs Tgs Mys eoe mk-l) (1.94)

the systematic form of the code vector with n - k check bits, v,, followed
by k message bits, m, . »
A "shortened" code results if all the code vectors having z higher

order information digits equal to zero (i.e. Meq T Moz T Moo = 0)

are deleted from {V}. The result is a linear (n - z, k - z) code which
is not cyclic. Note that the code vector set of the shortened code is
{V} with some code vectors deleted.

Let the received code vector after transmission through some channel

be dencted W(X). Then W(X) is given by
W{X) = V(X) + E(X) (1.95)

where E(X) is a polynomial corresponding to the vecior of additive errors
introduced by the channel.

Error detection is achieved by observing the "syndrome", S(X),
which is the remainder resulting from dividing W(X) by g(X). Since

W(X) is the sum of V(X), (which is a multiplec of z{x)), and E(X), S(X)

will be zero for the case of no errors for which E(X) = 0. Unfortunately
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S(X) is also zero if E(X) is some multiple of g(X), in which case there

' Note that the class {VC()} of code vectors

are "undetectable errors.'
is generated by multiples of g(X). Therefore the class of undetectable

error vectors is identical with the class of code vectors {V(X)}.

The following are some error detecting properties of cyclic codes:

All single errors are detected if g(X) has more than one term.

If g(X) contains a factor 1 + Xc, any odd number of errors will
be detected.

A code generated by g(X) detects all single and double errors if
the length n of the code is no greater than the exponent e to which
g(X) belongs. ( g(X) belongs to exponent e if e is the least
positive integer such that g(X) evenly divides X® + 1.).

For any m there is a double error detecting (Hamming) code of
length n = 2™ - 1 generated by a g(X) of degree m.

Any cyclic code generated by a g(X) of degree n - k detects any
error burst of length n - k or less.

The fraction of bursts of length b > n - k that are detected is

27k e b2 -kl

27 b > - kn
Cyclic (Fire) codes generated by
g(X) = (X" + 1) g1(X
will detect any combination of two bursts if:

(1) ¢+ 1 2 sum of burst lengths

(i1) g,(X) is irreducible and a degree at least as great
as the length of the shorter burst

(iii) n = least common multiple of c and the exponent e to
which gl(x) belongs

An important class of codes, which will be used in Part 1I of this
report, are referred to as BCH codes. These codes can be constructed

in a systematic manner. For any choice of m and t there exists a BCH
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code of length 2™ - 1 which is guaranteed to detect any combination of
2t errors. The generator polynomial of such a code is of degree no
greater than mt,

The procedure for constructing the most important type of BCH codes,
referred to as narrow-sense or primitive BCH codes, is the following.

Let o be a root of a primitive polynomial of degree m. The polynomial
m(X), which is the binary polynomial of smallest degree for which
m{a) = 0, is referred to as the '"minimal polynomial" of o. Consider the
sequence o, ¢ , O 5 s aZt of consecutive powers of « and denote by
mi(X) the minimum polynomial of ai. Then the generating polynomial of
a 2t-error-detecting BCH code is the least common multiple of ml(X),
mz(X), P m2t(X). Since it can be shown that every even power of ¢

has the same minimum polynomial as some previous odd power, the generating

polynomial can be expressed concisely as
g(X) = LM [m (X), my(X), ... my, (X)) (1.96)

The degree of each minimal polynomial mi(X) constructed as indicated from
o, which is a root of a primitive polynomial of degree m, is m or less.
Thus the degree of g(X) is at most mt.

Tables of primitive and minimal polynomials of various degrees are
available in the literature, Perhaps the most widely used table is found
in Peterson {17], pp. 472 - 492. This table lists all irreducible
polynoaials (including primitive polynomials) of degree 16 or less and a
primitive polynomial with a minimum number of nonzero coefficients and
polynomials belonging to all possible exponents for each degree 17
through 34. For each degree, m, the table lists a primitive polynomial

with a minimum number of nonzero coefficients. Denoting o as a root of
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this primitive polynomial, the table also lists minilmum polvinomfats of
aj for § odd.

To illustrate the use of the table in constructing BCH cedes,
consider the problem of constructing a code of length at least 2000 bits
with 32 check bits which can detect as many errors as possible.

The degree of g(X) is equal to the number of check bits and the

length of the code is 2"

1. This results in the constraints

32 = mt

2000 2 2™ - 1.

Since 211 - 2048 and 210

1024, the last constraint forces m to be
greater than or equal to 1l. 1If there are to be exactly 32 check bits,
then t = 1, m =32 and t = 2, m = 16 are possible combinations.+ For

t = 1 any primitive 32 degree polynomial from the table would serve

fer g(X). For t = 2,

g(X) = LeM [m; (X), my(X)]

where ml(x) is a primitive 16th degree polynomial selected from the

table. If o is a root of ml(x), then m3(X) is the minimum polynomial

of a3, a polynomial which can also be found in the table,

These codes arc guaranteed to detect any combination of 2t errors since
a shortened cyclic code has at least as great a minimum distance as the
cyclic code from which it is derived and it can detect any burst-error
patterns that the original code could detect.

Since the second code with t = 2 has the greater guaranteed errorx
protection, one would be inclined to chose it. However, a principle

result of this research is to show that this approach is not the best
for real channels.
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3. Charnel Models Chosen for the Code Study

Renewal models were chosen for the code study for three reasons,
namely: they accurately approximate HF and wireline channels which are
important in the Defense Communications system, data has been compiled
and used to determine the parameters of such models to match practical
systems and finally work with nonrenewal models in terms of both theory
and the necessary practical data does not seem to be sufficiently advanced
to justify a general code study base? orn these models.

Ten renewal models were chosen for the study, namely:

a) The Pareto model used by Johnson [21] and developed
by Bolkovic et.al. [28] for a switched telephone network.

b) A model termed the Markov-Fritchman model developed
for an HF lirk.

c) A model termed the Markov-Tasi model developed for
a different HF link from that of (b).

d) Seven models developed by Brayer [26] to match experimental
data from tahe AUTOVON system.

The models developed by Brayer are part of an extensive study done by

MITRE in conjunction with the DICEF facility at RADC. Brayer's report [267
should be consulted for tne details of developing the models. Generally
speaking the experimental data was taken from parts of the continental
AUTOVON system involving two to five switches at data rates of 4800 b/s

and 9600 b/s. A total of approximately 20,000 error bursts of length
greater than 32 bits was found in the data with approximately 5000 of these
bursts in the 4800 bit/sec date and approximately 15,000 in the 9500 bit/sec

data.

A summary of the models is given below:

(1+a)%-L¢

(1-1"%

Pareto Mndel Fin+ 1) = 0snsL-1

1- 1
L= [ —-&-@ (E(n) + 1)] 1-a
4

o = 0.3, E(n) = 3 x 10
43
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Markov-Fritchman

0.66 0 0.3
T = 0 0.9991 0.0009
0.4k 0.34 0.22 J
Markov-Tsai
0.99911 © 0.00089
T = 0 0.73644 0.26356

0.36258 0.58510 0.05232

e .J

Brayer Table 3 (two switches - 48500 b/s)

—

0.9754047 0.0 0.0 0.0245952

0.0 0.9995566 0.0 0.0004434
T=

0.0 0.0 0.9999969 0.0000031

0.5131625 0.2505878 0.0895789 0.1466708

e —

P(1) = 3.39 x 107°

Brayer Table 4 (three switches - 4800 b/s)

—

0.2156599 0.0 0.0 0.0 0.0 0.78434011
0.0 0.8886233 0.0 0.0 0.0 0.1113767
0.0 6.0 0.9987018 0.0 0.0 ,0012982
T 0.0 0.0 0.0 0.9999393 0.0 0.0000607
0.0 6.0 0.0 0.0 0.999¢377 0.0000023
0.1124190 0.1780878 0,1994085 0.2057504 0.0209361 0.2833981J
5

P(l) = 7.93 x 10




~Downloaded from http://www.everyspec.com

Brayer Table 5 (four switches - 4800 b/s)

r-0.961.1693 0.0 0.0 0.0 0.0 0.038830f“

0.0 0.8898716 0.0 0.0 0.0 0.1101284

0.9 0.0 0.9988276 0.0 0.0 0.0011724

T 0.0 0.0 0.0 0.9999507 0.0 0.0000483
0.0 0.0 0.0 0.0 0.9999969 0.0000031
L0.2044376 0.2271502 0.0585721 0,0422230 0.0166331 O.&50979§J

P(1) = 1.58 x 1074

Brayer Table 6 (five switches - 4800 b/s)

r-.0.9068574» 0.0 J.0 0.0 0.09314261
0.0 0.9330199 0.0 0.0 0.0019801
T = 0.0 0.0 0.9999507 0.0 0.0000493
0.0 0.0 0.0 0.9999981  0.0000019
L_0.3606889 0.0668155  0.0379466  0.030598¢  0.5039504 |

P(1) = 6.05 x 10°°

Brayer Table 7 ‘two switches-9600 bv/s) Brayer lable 8 (three switches-%600 »/'s)

—

0.9995636 0.0 0.00043641 0.9982991 0.0 0.0017119 |
T= ]0.0 0.9999922 0.0000078 T=10.0 0.9998714 (.0000286

0.4874G04 0.1026200 0.4099796

-4 -

P(l) = 1.23 x 10°%

0.3635153  0.2268290 0.4095857 .
P(1) = 7.01 x 107°

Braver Table 9 (four switches-960J b/s)

0.9999391 0.0000605]

0,602010§j

T:
0.3979892

P(1) = 1.52 x 1074

Useful relations for renewal models of several types, including these

chosen for further study, are summarized in Table 1.1,

&5
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PART II

CODE EVALUATION USING RENEWAL CHANNEL MODELS

1. Probability of Undetectable Errors for Remewal Channel Models

As discussed in Part 1, several channel modcls are discussed by a

number of authors, typical references are _1] and [107. The basic

assumption of renewal models is that the ''gap" intervals between errors
3 are independent random variables. Figure 2.1 illustrates the definition
of gap length, d, as one plus the number of nonerrors between two errors.

error gap

} e i
[

lr A
1 0 O e00e 0 1 0 oeese

1
]
I\ d rd

Ty M T

Figure 2.1 A Typical Error Gap

Two gap statistics are useful, namely:

p(d) = {091 111} - the probability of exactly d-1
nonerrcrs followed by an error in
the error pattern, given an error

starting the pattern.

")
bt L A

d-1 %

F(d) = P{0 1} - the probability of at least d-1
4 nonerrors followed by an error,
] given an error starting the pattern.

(N

The two statistics are related by the equations

mate Ty e T

F(d) =

a0
POX 111} = T plk) (2.1)
k

1 k=d

VK

W

p(d) = F(d) ~ F(d+1) . (2.2)

A central objective in the study of error detecting codes is an
evaluation of the probability, Pu(n), of undetected error for a particular

code for blocks of length n. Techniques are -vailable for identifying

49
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undetectable error patterns for given codes. Given a particular error

T

pattern, e, its probability, P(e), can be computed for a particular

channel model. The sum of the probabilities of all undetectable

BT ol 1 0} o

error patterns is the undetected error probability for the code based

on the assumed channel model.

Figure 2.2 shows a particular undetectable error pattern, e, for

a block of length n.

] . '
! 0 1'0 O 1,0 & 0 8
.0 0\1 é)'lro 04\( )\O 1ﬁ0 01] <0 . § ‘20_ L S =

} I : 4 ' '
<———d1—,—}.(—-- d?_—-}: f(_dw -4 —>

H 1 w+ i

i . ! ‘
: ‘( b >+
e |

!

5y < ) 7

% Figure 2,2 Undetectable Error Pattern

;x It is useful to identify the “burst length," b, containing all of the

é errors and a particular "burst pattern," €ys beginning with the first

i errcr and ending with the last error.

E For a cyclic code an undetectable error pattern will result from
every position of the burst pattern within the block n. Thus undetectable
error patrerns exist for every d1 in the interval 1l < d1 <Sn-b+1,

5 where dw+1 is constrained to satisfy

: dw+1 =n-b+1- d1 . (2.3)

The probability of the pattern, e, of Figure 2.2 can be computed

R i

as follows. The internal gaps of length d2, d3, sees dw each have a

probability given by P(di)' Since the gap lengths are independent for

Bl e AR 8

renewal models, the probability, Pg{eb(w,b)}, of the internal gap

y‘ [

b

50
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pattern in the burst is given by

w
Ple,(w,b)] = m P(d,) , (2.4)

i=2

where each d1 has a value corresponding to the particular pattern, ey -

= Note that w is the number of errors, or the weight, of the burst pattern.

The probability of the gap beginning the pattern is the probability

of at least d1 -~ 1 zeros in the error pattern followed by a one. Note

: that the one starting the gap is at an unspecified position outside

g the block being considered. The probability of the beginning gap can

§ be expressed as

- . d-1

- P{sese 00 «¢» 01} = P{O |1} P(1) = (1) F(d4;) (2.5)
;}. using the relation for conditional prohbability. Similarly the probability

of the ending pattern is just the probability of at least dw+1 zeros

given a one to start the pattern, or F(d + 1). Note that in this

wtl

case the one ending the pattern is outside of the block being considered.

3 Since the gaps beginning and ending the block are statistically
independent of the others for a renewal channel, the probability, P(e),

of all of the gaps in a particular pattern is given by

P(e) = P(1) F(d)) F(d_,, + 1) Pg[eb(w,b)] (2.6)

The total probability, P(eb;n), of all undetectable error patterns

*
which include the burst pattern e, in all of its possible positions can

b
be expressed as
n-b+l
P(e, ;n) = P(1) P {e (w,b)] Z F(d,) F(n -b +2 - d,) 2.7)
b g b d.=1 1 1
1
Note that the total prcbability is just the sum of the separate pattern

probabilities since the patterns are mutually exclusive.

* Code vectors severely truncated from their "natural" length are typical
in the present study. Thus patterns shifted to fold over the end of the
block are not considered.
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1t is useful to define a variable Sp(n,b) by the equation¥

n-b+l
s,(n,b) =~ L F(d) F(n - b - d; +2), (2.8)
- d =1
1
so that P(eb;n) is expressed simply as
en) = r
P(eb,n) n P(1) Pg“e (w,b)] Sp(n,b). (2.9)

The probavility of undetectable errors for a particular code is

obtained by summing over the probability of ail undetectable patterms

for the code. Equation (2.9) gives the probability of all cyclical shifts
of a pattern with: (i) fixed burst length, b, (ii) fixed weight, w, and
(1ii) a fixed distribution of the errors within the burst, as specified by
fixed di’ i=2, ... w. To obtain the total probability of undetectable
errors for a given code, probabilities P(eb;n) must be computed and surmmed
over the class, W, of all of the variables listed above, namely: all
burst lengths, all weights and all distributions of errors of fixed weight

within a given burst length. The result can be expressed as

~
~

P (n) =n P(l)}w: Sp(n,b) pgie (w,b)] =§ P(e, ;n)

2. Approaches to Code Evaluation

Probability of undetected error is the chief measure of the quality
of an error detecting code, In principle for a given code and channel
model all undetectable error patterns can be identified, the probability
of each can be computed and the probability of undetected error obtained
from (2.10). The difficulty with this procedure is the fact that if the
number of message bits is k, then there are Zk undetectable error
patterns. The last statement follows from the fact that the set of

undetectable error patterns is identical with the set of cede vector patterns.

* This definition is suggested by Johmson [ 217 in an unpublished memo.
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For example if the block length {s 2000 and there are 32 check bits,

R k
k is 1968 and 2" is 10592, a number too large to permit computation c¢f all

pattern probabilities,

Johnson in his unpublished memo {21] estimates the probability
of undetected error by computing and summing the probabilities of
undetectable: error patterns with fairly short bursts and relatively
few errors. Johnson's computational algorithm requires a search
through all patterns of fixed length and weight to find the undetectable
patterns. Computing time limits such a search to weights on the order
of 6 and less aad bhursts of length on the order of 100 bits., Using 10
to 15 minutes of large general purpose computer time, thirty to fifty
undetectable error patterns can be found and processed in this way
to produce an astimate of the probability of undetectable error.

3. Development of an Efficient Algorithm for Code Evaluation

Consider (2.10) which expresses the prokability of undetectable
errors for a given code, a given block length and a given channel model,
In particular consider the quantity, Sp(n,b), in this equation. Curves
of Sp(n,b) versus b have been computed for a number of renewal channel
models with different choices for the 3ap distribution function and the
rasults are given in Appendix I as Figures A.17-A,20. Examination of these
curves shows empirically that, (at least for the models considered), Sp(n,b),
can be approximated by a constant, Sb(n), which is independent of b.

Thus a reasonable approximation for Pu(n) is given by

B () =n P(1) T (n) %‘3 P, [e,(w:b)] (2.11)
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It also foliows from (2,10) that exact upper aund lower bounds on

Pu(n) are given by

deale
~

* 27 2 1>
n P(1) sp (n) ;Lpg < P (n) sn P(l) .sp(n) ;z:Pg (2.12)
wvhere
S:‘: = in S ,b 2.13
p(n) mb p(n ) ( )
s (n) = max S_(n,b 2.14
p?m max 5 (n,) (2.14)

Note in (2.11) that Pu(n) is expressed as the product of the temm
n P(1l) §p(n), which is independent of the ccde, and the term E_P&
which depends on the code. The bounds in (2.12) break up into two terms
in a similar way with %:Pg again being the code dependent term.

1n comparing two codes with respect to probability of undetectable
errors,it thus seems reasonable to use %:Pg as a figure of merit. The
figure of merit is proportional to probability of undetectable errors,
or bounds on this quantity, for a fixed block length, n, and a fixed

cnannel model.

A tractable algorithm for computing an approximation to Z:Pq is

Ww B
now developed. First consider the expression
P =2 P +L P 2.

which partitions the sum over all undetectable error patterns into two

parts. The quantity 2 Pg’ summing the probability of selected

Wi
undetectable error patterns, will be used co approximate Z:Pq. The set
w o
wl will be chosen to include all of the high probability error patterns
so that 2, P 1is made negligible in comparison to 2 P.
Wo & Wy
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To specify the set wl, considar the code vector pattern, or cquivalently

the undetectable error pattern, with y check bits shown in Figure 2.3

r&- check bits \\LL message bits -——-————m———-%i

QO 2¢¢ 1 00 oo 10 0 ¢0¢ 1 00 see 1 ‘0 100 0
t §7 ]
0 y-1 i n-1

1
i 2.2
f DR

Figure 2.3 A Typical Code Vector Pattern with v Check Bits

For the pattern of Figure 2.3, Pg is determined as the product of the
probabilities of the specified gaps beginning after the first error
and continuing to include the last error, as expressed in {(2.4).

The error gaps involved in computing Pg can be classified as
contributing to three probabilities, namely:

PC - probability of the gaps in the check bit pertion
of the pattern

P - probability of the zransition gap between the
check bits and the message bits

P, - probability of gaps in the message portion
M
of the pattern,

Thus Pg is expressed as

Since 2 Pg contains a term for every possible message pattern,
W

the message patterns can play the role of an independent variable in
censtructing undetectable error vectors through use of standard coding
algorithms, Furthermore, from (2.15), it can be noted that large values of
Pg will resilt if both PM and PC PT are large. Large PM is a necessary but

not sufficient condition for a large P .

~

Now consider a set, wl, of message patterns constructed so that for

each pattern

Py 2 g* . (2.16)
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The patterns in this set can be used to construct code vectors which
satisfy the necessary condition for large Pg'

With reference to the typical code vector pattern of Figure 2.3, note
that only the probabilities of the gaps within the error burst, (i.e¢. the
bits following the first error and extending to and including the last
error), effect Pg by the way in which it is defined. Furthermore, -ince
the code is cyclic, vvery possible shifted position of a basic pattern
will also appear in a code vector. The cyclic shifts »f a fixed basic
pattern are accounted for by the factor Hp(n) in {2.11) and hence oniv one

position of a basic pattern should be included in a final set W This is

10

accomplisned by including in wl only those code vectors of W. which begin

1
with a one in the first position.

Relative to constructing the message pattern set, consider the case
for which the first one in a message pattern being considered is located
at £ as shown in Figure 2.2. The combined length of the gaps in the check
bit pattern and the transition gap is thus 4.

It is convenient in computational work to construct the class of

message vectors so that

1o
,=
¥ 7]
s

pPH) P =8, (
which partially accounts for the transition gap in setting the bound.
(It can be shown that p({) is the maximum probability of the check and
transitions gaps, given that the first message bit is located at /.)
Since 4 and hence P(L) is determined by each particular message pattern,
in theoretical work it is more convenient to maximize p(’) over all values
of £ to obtain p(y) which is independent of the particular message pattern.

In such a case message vectors would be constructed to satisfy

p(y) Py 28, (2.19)
i
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which yields a slightly different class, Either (2.18) or (2.19) can

be solved for a bound on P, and the results can be expressed as

M
P 22— =Py (2.20)
p@)  ply)
3 It is now possible to state the following efficient algorithm, termed

the Z)Pg algorithm, for code evaluation.

3 2z Pg Algorithm

~
p

3 Step 1. Find a set, wl, of message patterns such that for each pattern

*
pL) PM 2 8, or alternately PM 2 B8 . (This set can be used for

any code polynomial but the set depends, weakly, on the dis:ributicn

KR

PR

function for the error gaps as specified by the channel modzl.)

For a given code polynomial compute the check bit pattern

R

Step 2.

¥

K
E
%

p‘v(‘:ﬁ'&‘ i

corresponding to each mcssage pattern of step (1).

Step 3. Construct the code vector patterns correspondong to each me;sage

in the set wl. These patterns are also undetectable error patterns.

Step 4. Discard those patterns which do not begin with a one to obtain
a reduced set of patterns, Wl.

N
BB

o Step 5. Compute Pg for each undetectable error pattern of step 4.

Step 6. Compute 2, P where the sum extends over all message patterns in
P p 18

the set, Wl, determined in step (4).

e Note that through use of (2.11) 22 P can be used to compute the

L

WA R

~ w
following estimste, Pu(n) of Pu(n) , 1

P (3 = n P(1) s§(n) %i Pg. (2.21)

iR

‘2 4., Evaluation of ZDPg Algorithm,

Three sets of message vectors have been constructed according to the

data in Table 2.1, Message patterns were generated using the condition of

(2.18) for the values of B specified for 16 check bits. The set of message
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Table 2.1 Data on Megsage Patterns

‘No. of Patterns | B* E B(16 check bits) - 5 (32 check bits)
?
864 7.3 x 1073 5.8 x 167° { 2.4 x 107° |
6,117 1.3 x 107> 1.0 x 107° % 4.2 x 1078 ;
32,362 2.7 x 1074 2.1 x 107° | 8.7 x 1077
‘ :

patterns generated is slightly different than would have been obtained
from using the B* bound and the tabulated values. 1In the tahle note that
values of 8 and 8* are related by (2.20).

The number of code vector patterns comprising wl is approximately
one-half of the number of message patterns in the table since only code
vector patterns with ones in the first bit are retained. The smallest
se: (864 message patterns) includes all patterns with 1, 2 and 3 errors
(as well as other patterns) while the largest set includes all patterns
with 1, 2, 3, 4 and 5 errors and other paiterns.

To satisfy a givem bound on P, in principle a new set of message
sequences should be chosen for cach channel model since gap probabilities
are specified by the model. However, for any distribution function
which assigns uniformly less probability to any given gap than the

Pareto distribution, the Pareto message set will also satisfy the given

bound.
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The gap distribution functions plotted in Appendix 1, Fiuuve

mre AT, ghows thae

several channel models of interest, such as the Markcov-Fritchanan model,

are bounded by the Pareto distribution so that the Paretc messace sets

exactly satisify the given bound. In several other cases, whiie the

: Pareto distribution does not exactly bound the distribution function of

other models, it is approximately equal to several of them over regions

where it does not bound. The only case of a substantial difference

between the Pareto distribution, either as a bound or as appreximately

it

equality, is thc case of Brayer Table 3. Even in this case the

oo Sy s N

difrerence is not an order of magnitude,

K69

oMo
SIENRE

In the body of the study only the Pareto message sets were used fo

A0y

all channel models.

it

Convergence of the Z:Pg values with mors and more

LA

message sequences, as discussed below, is taken as evidence that a

T ey

sufficient numbzr of patterns is being used in all cases.

R LA Lo

e ol

o

The Z:Pg algorithm was found to be very efficient, using an average

.'"‘vl\l”‘ i

of 15 seconds of Univac 1108 Computer CPU time to evaluate tvpical 32nd

Lo
LALY:

degree polynomials,

O

W T b

it

A

Table 2,2 presents results for evaluation of the ‘P algorithm in

o3

several respects. The table is constructed to tabulate ﬁu defined by

il el

TR

o< B4

- u(n)
LT

j=]

psadi it

for comparison to Johnson's {21 ] determination of this quantity for

i A Ry 8%

several codes, where the quantity Pu(n) is computed from (2.21) .

G TWI”,Y: it i

g

"
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Note that Johnson's results for the CRC, CCITT and SHLC codes correspond
closely to the Z:Pg results for 864 message sequences. For the two other
codes evaluated in the present study using his method, the results seem to

fall between the 864 and the 6,117 message sequence data.

-

The data in Table 2,2 can also be used to form a judgement as to

the rate of convergence ef Z:Pg to a limiting value as more and more

g message sequences are used, In this regard, note that for the CRC-16

- pelynomial, for which Z:Pg is large, little change in Z:Pg resvlts from
the change from 6,117 message sequences *o 32,362 message sequences.

For the polynomials with smaller Z:Pg, however, the results converge

iess rapidly with the number of message sequences, For the smallest
Z:Pg in the table, (that for polynomia) 150555), the fracticnal increment
for Z:Pg between 864 and 6,117 message sequences is 101 whereas that
between 6,117 and 32,362 message sequences is 2.02.

Rate of convergence was studied in more detail for a specific 32
degree polynomial and several channel models. The polynomial chosen hacd

close to the smallest ZZPg for all channel models. The results presentec

in Figuze 2.4 seem to indicate satisfactory convergence, and hence z £oo

o

estimate of Pu(n), for all channel models, including the Brayer Table 3 .ioael.

3 5. Results of Studies using the ZDPS Algoritrhm

Two extensive computer studies of classes of codes, as determined by
; generator polynomials, were carried out. All 900 irreducikle 16th degree
polynomials, as listed for example by Peterson [17., were evaluated using

=z -5 . . .
B =5x 10 ", The results are given in Table 2.3 along with the results

for three gooo nonprimitive pulynomials.
All 32nd, 3ist and 30th degree irreducible polynomials listed in the

Peterson tables were used to construct 32 check bit code polyromiais,
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«

Table 2.3 _ . Figures of Merit for Selected 16th Degree Polynomials
Calculated with B = 5 x 1077 (864 information bit sequences)
:z Ranking Polynomial ZP Notes
- (Octal) &
- 1 133231 .139323-05
4 Ranking with
3 2 121617 .177967-05
3 respect to
- 3 123735 .181136-05
5 irredacible
: 4 111713 .182194-05
E polynomials
3 5 175043 .182496-05
k- 450 157315 .609053-03 i
S 895 177775 .529636-03 |
2 896 114011 .558423-03
3 897 172621 .613355-03
5 898 . 100201 .625100-03
] 899 100021 .728813-03
s 900 100003 .258801-02
150355 .116297-05 Best
1 154163 .119776-05 nonprimitive
3 151717 .123954-05 | polynomials
3 ! (limited search)
S, i

e W
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§;

the 3lst and 30 degree polynomials being multiplied by 1 + x and 1 + x2
“ respectively., The table lists 109 30th degree, 11 31lst degree and .2
f 32nd degree polynomials, Codes based on each of these polvnomials were
% investigated for the Pareto model. The Z:Pg for the best ones in cach
g group is tibulated in Table 2.4 for p= 4.2 x 10'6 and 8,7 x 10_7.
% Numbers in parentheses in the first column indicate the rank for
% ‘ 8 =4,2x 10”6 within groups of the szme degree polynomials., Similar
g numbers in the fourth column indicate the rank for 8 = 8.7 x 10’7 over
{ the whole group of codes.
é Table 2.4 z:Pg Vaiues for '"Good" 32nd Degree Polynomials for two Values
; of B using the Pareto Model
gz Polynomial Class Polynomial Tr x 107 Tp x 10t
3 (Octal) ¢ =4.2 x 1070 5 =8.7x% 10
> 32 degree (1) 60537314115 .96 1.150 (6)
é 32 degree (2) 40460216667 1.00 .270 (1)
é 31 (1+X) (1) 60120240653 66.77 84.016 (7)
-% 30 (1+X) (1) 52414670717 .601 749 (&)
4 30 (14x%)  (2) 62613476131 .970 291 (2)
é 30 (1+X2) (3) 51474633517 1.094 459 (3)
‘% 30 (1+X2) (4) 54114300535 1.420 815 (5)

Several classes of BCH-Fire codes were constructed to satisfy the
requirement of 32 check bits and a block length of 2000 bits., Such codes

have generator polynomials of the form [18]

- 214-1
3 g(X) = X +1) (X +1) gpeyX) - (2.22)
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As discussed in Part I of the report, the BCH polynomial, 8ucn (X3,

can be expressed as

= r %y 2.9
gy (O = LOM Imp (X), my (X), ..y my (X)L (2.23)

where LCM denotes least common multiple, and m, (X) is the minimum
polynomial of a' where a is a root of a primirive mth degree polynomial.

For an effective code the block length, n, must satisfy

n=2"-12 2000, (2.24)

from which m = 11,

Since each mi(X) in £2.23) has degree m or less, the possible code
classes of the form given in (2.22) which have 32 check bits and a block

length n2 2000 are the six listed below:

o941y éil)(x) é;l)(X)

12 i

2. o2+ él ) (x) é;Z)(X)
13 13)

3. %+ 1) él )0 éz X)
14 14

6. x*+1) él ) x) éz ) %)

3
5. (x2 + 1) é;s)(x) é;s)(x)

24 (32 - 24)

6. (X "+ 1) my x)

Z:Pg was computed for all 104 codes cf type 5 for B =4.2 x 10—6

. -7 .
and 8.7 x 10 . The results, for the best and worst codes, are ygiven

in Table 2.5 with a ranking in parentheses in the first column for

w

=4,2 % lC-b and a similarly denoted ranking in the third column for

o

=807 Y 10_7’
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Table 2.5 2 P Values for a Selection of Code Polynomials of the Forr

) (15)  (15)
X"+ 1) my (09 m, {(X) for Two Values of 8 using the Pareto Model

2 i Polynomial ZP x 10-12, ZP x 10-11, |
(Octal) B =4.2x 10 B =8.7x10
; (6117 message (32,362 message
- sequence) sequence)
47665475341 (@9 .636 .380 (5)
é 56111263425 (2) .718 .260 (3)
; 72450733617 3 .768 251 (2) %
; 54766326031  (4) .858 185 (1) §
é. 53760445455 (5) 1.188 .880 (8)
E: 43611250751 (6) 1.365 353 (&)
% 67007252603 7N 1.441 .849 (7)
% 70425300155 (8) 1.473 480 (6)
i 42323255113 (100) 87.03
3 53614073271 (101) 101.67
76577327771 (102) 124.22 ;
74467714763 (103) 222,11 ?
g 51224036761 (104) 3348.39 %
|
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with reference again to the six classes of codes uiven on page 66

. . . . N - -7
the following classes were also exhaustively studied for 8 =8.7 x 10

(32, 362 message sequences) vsing ten channel models :

codes of class 6 for 4 = 0, I and 2 for available
tabulated polynomials

RS bl SRR D

all codes of class 5

all codes of class 3 (4 channel models)

polynomials 75626604261 and 40050004005 suggested
by Brayer and McKee’~

h

A summary of the results for the best polynomials is given in Table 6.

T Personal Correspondence
68
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6, Choice of a Code Polynomial

From the data presented in Section 5, it is clear that the Z:Pg
figure of merit varies over many orders of magnitude for the polyncmials
investigated. Furthermore, Table 6 shows that the figure of merit is
sensitive, to some extent, to the channel model., On the other hand, the
sensitivity to the channel model is not severe and a relatively large
number of the codes considered in Table 6 could be considered essentially
equivalent.

The best code polynomial in Table 6 for a particular channel model
can be easily selected. For general use with rhe channel model unspecified,
however, there seems to be no clear cut basis on which to choose between
several polynomials which perform exceptionally well for some channel
models and less well for others. For example, a good case can be made
.or the polynomials (octal) 10460216667, 54766326031, 70425300155,
42370206413 and 75626604261 as well as for several other polynomials.

To be specific, the polynomial (octal) 4046026667 or

g(x) = X%+ x204 x23 4 x22 4 X100 12 o x4 410 4 48

+ X+ 0+ X e X+ 1 2.25)

was chosen for recommendation and for further study.
Table 2.7 lists the following information for the recommended polynomial:

a) The rank of the polynomial for each of 10
models with respect to all 32nd degr=ze
polynomials evaluated

b) The figure of merit, Z:Pg

¢) P(1l) - the probability of an error

d) T

) p

e) fu(n = 2000) = n §p P() Z:Pg - an estimate

of Pu {2000)
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The table also lists the figure of merit and estimated probability of
undetected error for the best polynomial, (of those evaluated), for each
channel model, if it is different from the recommended polynomial.

The parameter Sp was not computed for channel modeis Brayer Table 6,

7 and 8 to conserve computer time., The values of §p for these channel
models are not expected to differ significantly from values for other
models.

It can be noted from Table 2,7 that the recommended polynomial has an
estimated probability of undetected error within a factor of approximately
3 of the best polynomial tailored to each channel model., The exact
ratios of Eu for the recommended polyncmial to that of the best
polynomial for each channel model are 1.45 (Pareto), 1.33 (Fritchman),
3.14 (Bra' °'r Table 4) and 3.47 (Brayer Table 9). For four models the
recommended polynomial is the best for the particular channel. For the
two models for which Sp and hence Eu was not computed, the ratio of
Z:Pg for the recommended polynomial to that of the best polynomial for
the channel is 2.77 (Brayer Table 7) and 1.3 (Brayer Table 8).

As noted in Section 4, the curves of Figure 2.4 indicate the rate of
convergence of the Z:Pg algorithm for the recommended polynomial as more
and more message sequences are used in the computation. Note that in
most cases the change in Z:Pg is almost negligible as the number of
patterns is increased from 24,000 to 32,000,

As a final comment on the recommended polynomial, consider the
following typical use, At a bit rate of 106 bits/sec, approximately
3 x 107 2000 bit patterns are transmitted per day. Interpreting probability
as relative frequency, the largest estimated probability of error in Table 2.7,

~12 .
namely 1.3 x 10 s produces approximately one error on the average for every

1012 2000 bit patterns. This o.curs in 2 x 104 days or something like 50 years,
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7. Conclusions for Part Il

Part II of the report has dealt with the development, evaluation
and application of an efficient algorithm for studying error detecting
codes with respect to use con renewal channels.

With respect to the algorithm per se, it is efficient, using only
tens of seconds of Univac 1108 CPU time on the average to compute the
figure of merit for evaluatring a polynomial, even for the largest
collecticn of approximately 32,000 message patterns.

Even though the number of pattecns for which probabilities are
computed in evaluating Z:Pg is a very small fraction of the total
number of undetectable patterns, there is good evidence that 2P will
change little through use of many more patterns. This evidence is
provided by data on Z:Pg as computed with more and more message patterus.
The most vxtensive study of convergence, made for the recommended
polynomial, shows an almost negligible change in 2. P_ when the number
of patterns is increased from 24,000 to 32,000 for all ten channel
models.

Additional work done in an attempt to bound probability of undetected
error and thus provide a further check on the accuracy of the
algorithm did not give useful results. Bounds related to the BCH code

were considered in detail in this part of the study. Generally speaking,
typical bounds are too loose to be of significant value.
A further check on the accuracy of the algorithm is provided by
the comparison with the work of Johnson (217 who estimates probability
of undetected error using a different, although related, method.

Agreement between the results of Johnson and those obtained with the

Z:Pg vlgorithm js good.
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The Z.Pg algorithm has been used to rank all 900 irreducible 16th
degree polynomials with respect to the Paretc channel model.

For 32 check bit codes with block lengths of 2000 bits, it is showm
that sis classes of BCH-Fire codes encompass many of the commonly used
types of codes., Three of these classes are investigated in detail in
a study that considered a total .f approximately 350 polynomials. There
is no evidence to indicate that di“ferent results would be obtained
from a stvdy of the other three classes of BCH-Fire codes.

From this study it can be concluded that a group of possibly a
dozen codes will provide the lowest undetectable error probability in
general applications for which a precise channel modél cannot be specified.
The estimated probability of undetected errors for these 'good" codes
is on the cyrder of 10-12, a value which would produce one undetected error
in something like fifty years at bit rates of 106 bits/secend. Four
polynomials were found to have undetected error probabilities as large
as four or more orders of magnitude greate. than those for good polynomials.

The code polynomial, X32+ X26+ X23+ X22 + X1 + X12+ X11+ X10+ X8 +
X7+ X5+ X4+ X2+ X 41, is recommended as a specific choice. The
charactevistics of this polynomial are investigated in detail aud it is
shown that the polynomial has a probability of undetected error no larger
than on the order of three times that of the best polynomial tailored

to each ¢pe:ific channel model, For four of the channel models consicered

this polynomial is thc best of rhose considered.

£~
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PART 111
GCNERALIZATIONS

\ 1. tThe Chien-Faddad Renewal Yodel: Results fcr a Special Case

The work reporfed . Part II of this report all uses rerewal channel
~
models which depend on first order gap statistics and hence are straight-

\x ferward to identify. As discussed above, renewal mo.els have been

matched to a variety of practical chanrels; however, it is clear that not

all channels can be modeied as renewal channels. The Chien-Haddad

is one of the most general nonrenewal model which has been

consi%:red in the literature.

Beyause cf the complexity cf nonrenewal models. such as the
: Chien-Ha&iad, the properties of such models are less clearly unaerstood
": than the pioperties of renewal modzls and furthermore there is less

B agreement as to appropriate choices of paramtters to match practical

channelis. As a part of the present study, two Chien-Haddad models weve

dy it 47

investigated ani the results are compared to coiresponding resul-s for

renewal models,

For simplicity & Chien-Haddad model using two by two matrices was
, 3 assumed (corresponding to four elementary states)., Reference to the
. discussion of the Chien-Haddad model in Part I indicates that to define

such a model requires upecification of Ty o 90 9y and a 2 x 2 matrix T

3 3 Since typical parameter values were not available, a somewhat
< 3 arbitrary choice was made for the first model as noted below:

13 Chien-Haddad Model B

3 - 0.57143, 0.42857J
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For this model P(m,n) was computed through use of (1.62) and (1.63)
and the resulting curves are given in Figures A.21 and A.22 of Appendix I.

In order to compare the Chien-Haddad model to the renewal models

3 studied, undetectable error patterns of small weight and length for

B severzl particular codes were determined and the probability of these

4 patterns were determined for the Chien-Haddad model. (In the calculation
it was necessary to use (1.55), which gives F(m + 1) for the Chien-Haddad

model.)

iyt andraiian ety

i

For the parameters chosen for the Chien-Haddad model A the probability

VR o

of typical error patterns was smaller by 17 orders of magnitude than

s

corresponding probabilities fo: Pareto, Fritchman, or Tsai models,

A model, termed Chien-Haddad Model B was constructed by adjusting the
parameters so that typical error patterns for a fixed code had probabilities
on the same order of magnitude as those for the renewal models., This
resulted in the model specified below:

5 Chien-Haddad Model A

i.0.983, O.OISJ

39
1l

G = 1072, 0.3

. 4

- 0.999 0.ccr
0.066667 0.933334

Curves of P(m, n) for Chien-Haddad model B are given in Figure A.?3 and

A.2% ¢? Appendix 1.

Table 3.1 compares the total probability of a collection of error
; patterns for several 16th degree generating polynomials for the Chien-
Haddad, the Pareto, the Fritchman, and the Tsai models. 1a each case the

collection of undetectable error patterns is comr-—al te to that used by

. S . . -5 . s
Johnson _21, and to that resulting from 2 = 5.3 x 1N in the method
discussed in Part {I of the report.
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The probabilfties of tvpical undetectable error patterns for the
generator polynomial (Octal) 176053 were compared for the Pareto and
the Chien-Haddad model B. 1t was observed that the probabilities of
individual patterns did not correspond closely for the two models.,

For example for the group of patterns examined the largest probability
using the Pareto model was a pattern of length %42 and weight 4 while
the largest probability using the Chier-Haddad model B occurred for a
pattern of weight 6 and length 23. A similar discrepancy was found for
te smallest probability pattern.

The sensitivity of the Chien-Haddad nodel to a parameter in the T
matrix was investigated by determining B(b, K)/B{C, ¥, as a function of

p for the model specified below:

.= p _0.0001
" Lp+0.000l * p + 0.0001 _

. 0.001 , 0.30
L

Ka)
L]

J

0.9999  0.0001
L P 1-p =

The results given in Figure A.25 show an extreme sensitivity to p.
Choices of p on the order of 0.1 would seem to correspond to practical
channels which would not seem to strongly favor bursts of a particular

lergth.

2. Approaches to Developing Channel Models Based on Physical Parameters.

As noted in the literature review of Part I, most existing channel
models used in evaluating codes were developed by matching certain
statistical properties of binary random sequences generated by some
class ot wmathematical models to those of experimentally measured error
sequences. This approach does not place in evidence the effect -n the
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mathematical model of charging physical parameters such as signal-to-
noise ratio or intersymbol interference, nor does it account directly
for different types of modems.

The literature contains a variety of analog channel models, on the
other hand, which are parameterized with physical variables. These
models, however, have nct been used with particular modem types to
compute the statistics of digital error sequences,

In principle it is feasible to combine analog channel models with
models of typical modems and then compute the statistics of appropriate
digital error sequences. Such an approach gives the statistical
representation for error sequences necessary for designing codes and also
retains the parameterization in termc of physical parameters.

A step in this direction 1s taken in tne present studv by considering
a very tractable channel/modem model for a binarv differential phase

shift keying system. An analysis of such a model by Salz and Saltzberg _30°

is used as a starting point.

The system considered uses a medem modeled as consisting of a iransr

’e
P
s
o
*

vhich generates an ideal waveform and 2 receiver consisting of an idcal
input and output filter, an ideal delay, a sampler, and an optinum
decision rule. The channel is represented simply as adding Gauscian
noise which is statistically independent of the message process.
Altk~i1gh tne channel/modem models have no memory, use of the differentially
coherent cetector introduces a mechanism for memory over one past bit
and thue the system has a reasonsble probability of double error.

falz and “al.zberg derive expressions, (equation: (19) and (21),

p. 204 of "30)), for the probability, P(1, 1), of double errors and
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the conditional probability, P(1}1), of an error given that an error

has occurred. The results are

1 M "
D = e {!’ - 'T gy
P(1,1) 7 © Jo t'1 - erf (M cos 5)]
g
+ /M* cos ¢ M o8 "1 - erf (/M cos 8)]2
"1+ erf (/M cos €)]) de (3.1)
patyy = 2D o Mpg (3.2)

P(1)
where

)
M = 1/2¢” = signal-to-noise ratin

_1 M
P(l) = 5 e
~X 2
erf (x) = 2 J e-t dt.
s Yo

The expression for P(l, 1) can be evaluated numerically for z given
valte of M, Note that the assumptions of the model limit the memory to
one past bit so that, for example, P(1l1,1) = P(1'1).

10 study codes, it is desirable to evaluate the statistics of an
error sequence. 1t will be shown, first, that the model specifies
a renewal process, which is completely described by the gap probability,
p(n), and the probability, P(1l), of an error. The gap probab:lity,
p(n), will then be obtained.

For a rvencwal process the gap lengths are independent. Thus if
P(gl, Bov eees gk) is the probability of successive gaps of length

2y % coes 8o for a renewal process

Pirgs 2yy eens 8) = PU8y) «ov p(gy) (3.3)

8G
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Consider the joint probability of two gaps, P(gl, gz), which can be

S DGR R TR LB R i

expressed as

. L R
P(g), 8,) = P(0 10 1{1) (3.4)

using the notation of Part 1I. Using the well known relations for

conditional probability the following equalities result

A e s R L

g:-1 g,-1 g.-1 g,-1
PO 1072 1{1) =p(10 & 10 % 1)/p(1)

g1 gl ol g7l 871 g -1
=p 2 10! B D _p02 10t 1) e L 1{1).
B(1)
gz-l 81'1 g ’1

Using the fact that P{0 1'10 1) = PO 2 1!1), and the definiton

of p(g) results finally in the equation

P(g;, &) = p(g)) p(gy)s (3.5)

which shows that the model is a renewal process.,

Further manipiw.:ation based on relations for conditional probability
and the fact that memory extends only over one past bit yields an

expression for p(n), namely

2 n-2
oy = (2. D% TR0, 0)]

. (3.6)
re0)1™ ! p()

The gap probability can be determined from the relations for P(l) and

P(l, 1) using ~he fnllowing identities
P(1, 0) =P(0, 1) = P(1) - P(1, 1)

P(0, 0) = E(0) - P(0, 1)
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Curves of p(n) versus n for various signal-to-noise ratios uwere
computed and the results are given ir ‘igure 3.1, The figure also gives
the p(n) curves for several of the Brayer models. Note that the 8 db
signal-tc-noise ratio curve for the double error model verv closaly
matches the Brayer Table 8 model. The data also suggests that several
other Braver models could be matched with appropriate signal-to-ncise

ratios.

3. Approaches to the Approximation of Nonrenewal Models with Renewal Models

The tractable aigorithm for estimating the probability of undetectable
error for specific codes is developed in Part II for renewal channels.
There is a reasonable expectatien that a similar, more complicated,
algorithm can be developed for more general nonrenewal channel models.

An alternate approach to studying codes for nonrenewal channels,
which is worth exploring, is to approximate the nonrenewal channel
model with a renewal model which is equivalent in some sense. This
section of the report suggests an approach which might be used.

A class of Markov processes, termed "unifilar Markov processes,"
which have useful approximation properties are defined and discussed in
the literature of information theory, see for example Ash [30°. A
Markov Chain is said to be unifilar with respect to the function 9 if
for each state Ck the scaces Ckl’ Ck2’ ... which can be reached in
one¢ step Irom (:k are such that @(Ckl), w(Ckz) ... are distinct values.

A sabset of unifilar processes can be constrained (o be renewal
pr. ~esses, although the details of the necessary constraints have not been
worked ont. Ir using the unifiliar process to represent the e:cor
proper:ies of a chanuel, the function :(Ck} would be set egqual w0 O

(no error) for some states and 1 (error) for other states.
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tnifiliar processes have the useful property that they can be used
to approximate any other given Markov process of finite order in the
sense of matching the "uncertainty" of the prucess arbitrarily closely.

8

The uncertainty H(x) of a process ‘xi] is defined as

H(x) = lim H(xn!xl, Kps ves xn-l) (3.9)
n— o
where H(xp’xl, Xo: ees Xn-l) is the conditional uncertainty, or conditional

entropy, of the sequence {xl, coe xn}, (sce Ash "30], for example, for
a definition of entropy).
The attractiveness of using entropy in generating an approximation
is supported by two observations, namely:
1. It the function, H(xn‘xl, Xos o.n xn-l)’ ig the same for
two processes, then the nth order statistics of the processes
are the same, and
2.  The capacity of the channel is closely related to the entropy
of the error sequence. Channel capacity is a natural parameter

to use in describing a communication channel,

The order of a unifilar Markov process is defined as the minimum
number of pest values required to specify the current value in the
sequence. Thus the order cf a unifilar process {xi} required to

approximate a process !y.} within an uncertainty error, £, can be
ll,

determined by requiring that

i tx <) - 1 , z
h(xn+1}hl, cee hn) “(ym+11y1’ see }m) s £ (3.10)

Jor allm - n.

[¢ 4]
FoS
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Details of matching nonremewal processes with renewal unifilar
process have not yet been worked out, Consideration of a simple example
seems to indicate that the method is feasible, although a large number of

states may be required cf the unifilar process.

%
A AN ety

"

4, Conciusions for Part TI1

o A

Studies with a simple Chien-Haddad channel model have shown chat

this model is quite sensitive to its parameter values. Relatively small

wrd

changes have a pronounced effect on burst error probabilities and hence

on the probability of undetectable error sequences for codes, if this

e o i W P

model is used.

1t is possible vo adjust the parameters of the Chien-Haddad model

investigated to give sequence probabilities on the same order of
magnitude as those for ocher (renewal) models. 1If this is done, computation
of the precability of a selection of undetectable error sequences shows

that sequence probabilities can be quite different for the Chien-Haddad

< model from other models studied.

The work in Part III, Section 2, shows that it is possible, in a
tractable case, to combine analog channel models with modem models and

compute the statistics of error sequences for binary operation. 1t

turned out that the simple DPSK system studied gives a renewal process
3 for the error sequence which, for certain signal-to-noise ratios,

closely matches that of several empirical models studied in Part 1I.

The comments in the final section of Part II] outline an approach
to approximating nonrenewal models with renewal models. The method

seems feasible but has yet to be evaluated in other than a trivially

£

simple case.

LA
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5. Recommendations for Future Work

The work undertaken in the present study might be regarded as a
first step in the general problem of choosing and evaluating error

detecting (and possibly also error correcting) codes for large scale

networks.

An attempt was made in the present study to identify problems that

are of significant importance yet at the same time could be solved in

a reasonable length of time. This led to the concentration on renewal

channel models which are both tractable and represent a major fraction

of the nseful channels. Since code selection is based on channel models,

almost exclusive emphasis in the study was given to techniques for

selecting codes for renewal channels.

Future work should be directed toward a study of more general

channel models such as the Chien-Haddad and to code selection procedures

for these models. In dealing with practical systems, especially if

degradec opexation is to be considered;, it would be very desirable to

have channel models in terms of measurable physical quantities such as

siznal-to-noise ratio. Future work is also required in this area.

Work with, and related to, the use of empirical data in code

selection is also desirable. First of all, the question of a sufficient

collection of staiistics to completely characterize a channel with

respec: to the coding problem scems o be completely open. On another

aspect of the problem, because the probability of undetected error feor

, ; . -1
practica! codes is so small (on the order of 10 3 }, "brute force"

processing of recorded error seguences to evaluate codes is essentially
ot of the question. Alternatives to the brute force approach need to

be developedd.
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Finally, it seems likely that complete communication network designs

;
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will be evaluated to some extent through simulation. The Monte Carlo

v
b

POt e T R L

\
\

approach of directly processing simulated data sequences is a natural

method to use, Such an approach, however, is limited by the same small

error probabilities that plague the use of measured data. Some alternative,

e AT

3 such as conditioning or being near an error or the use of amplified

E error rates, must be perfected in order to be able to simulate systeme

R

under typical operating conditions.
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APPENDIX I: Typical Channel Characteristics
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Pigure A.6.

P(M,N) Vcngl N with M a Parameter

for the Markov-Fritchman Distribution FPunction
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S(M,N) versus N with M a Parameter for the

Binary Symmetric Channel

Figure A.18.

q = P(1) = 0.189; S(1,1) » 1.0; S(1,N) =0 N> 1
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Figure A.17. Sp(n,b) Versus b for Various Values
) of n for the Pareto Model
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5 Figure A.25. 8(b,63)/B(0,63) versus b with p

N ] as a Parameter for A class of
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APPENDIX II: PROGRAM MAINTENANCE MANUAL

SECTION 1. GENERAL DESCRIPTION

1.1 Purpose of PMM

The object for writing this PMM is to provide the maintenance

programmer personnel with the information necessary to effectively maintain

the system.

1.2 System Application

The system described in this manual consists of 11 independent program
modules which are written for the evaluation of code generating polynomiai..

Several error statistics are calculated for renewal channels to help

evaluate the polynomials.

1.3 Equipment Environment

These 11 program modules were written for Univac 1108 Fortrain V
Compiler and have been modified for IBM 360 Compiler H System.
To make use of the built-in logic functions, like LAND(a,b), LOR(a,b),
LXOR(a,b), etc., an additional compiler option would be coded.
PARM. procstep = (....., XL, ....)

Here XL subparameter is not positional.

1.4 Conventions:

1) Integer Variables always begins with I, J, K, L, M, N

2) Abbreviation:

U.D. = Undetectable
ERR. = Error

PROG. = Program
Prob. = Probability

Info. Seq. = Information Sequence

115
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SECIION 2. SYSTEM DESCRIPTIOM

2.1 ¢eneral Description

Each of the 1i program modules is self-contained and can be compiled

and linked to form independent load module.

Each program module contazins at least one MAIN program. Some modules

may contain one MAIN program and other subprograms.

The interaction between these program modules and the datasets is

shown in Figure 1.

2.2 Detailed Description for Each Module

2.2.1 PROG. MODULE "Z"

a) Module Tag = Z

b) Given 1. weight of error burst
2. burst size

3. code generating polynomial
this module does exhaustive search for U.D. ERR, patternm,
by doing polynomial division.
d) Sze comments on program list.
i) Subprograms ERPAT, DIVISN and FLD (J, K, MS, NV, NG, KP)
are linked in this module.
For ERPAT and DIVISN, arguments are passed from MAIN program

through COMMON block.

k) Stop execution, when I/0 error occurs on card reader.

2.2.2 PROG. MODULE "A"

a) Module Tag = A

b) It creates and catalogs Dataset F(3080), P(2C72) and R(128.200)

for PARETO model with parameters ET = 3x104, vy = 0.3.
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- - - -
n-1 1 ;-
*F(n) = Prob. (0 1)=1-_ — ty,n 2zl
| Lggpo-=L o
1
here L = l-g (ET + 1 l-o
L oo J
*P(n) = Prob. (On-1 1{1) = F(n) - F(nt+l)
F(n) , m=1l,n21
*R(m,n) = nemtl
2 P(j)R(m-1, n-j), 2 <€m<n, n=2
i=1
*PE = individual error probability
= -l—.g La-l
o

d) See commenés on program list,
i) Subprogram Function FX(NA,SL,ALP) is finked with MAIN.

k) Stop execution when I/0 error occurs on card reader.

2.2.3 PROG. MODULE "B"

a) Module Tage = B

b) This module calculates the U.D. ERR pattern's probability

. L N-bil
Prob, = n [F(d,) - F(d, + 1)] = Z F(d)F{N-b+2-d)
i=2 i i N ge1

W is weight of burst
N is message block length
Refer to comments on program list
d) See comments on program list
h) Exit when card reader reaches tie Delimieter Statement (/*).

k) Stop execution when 1/Q error occurs on caré reader.
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2.2.4 PROG, MODULE "C" s

a) Module Tag = C
b) Creates and catalogs Datasets F, P and R for Markov models.

n-1

*F(n+l) = Prob. (Onll) = § t )

K=1

nk (€

KK
#P(n) = Prob. (0% “1/1) = F(n) - F(n+1)
(.

F(n) m=1,n21

R, =ﬁ n-mtl
v P(j)R(m-1l,n-j) 2sm<n

!

N-1 tNK -1
*PE(individual error probability)=|1+Z ]
o

N -~ number of states
tyg ~ entry at Nth row and Kth column of state-
transition matrix
d) See comments on program list.

k) Stop execution when I/0 error occures on card reader.

2.2.5 PROG. "DULE "D"

a) Module Tag = D
b) Calczulates the U.D. ERR. pattern probability for Markov models.

N-b+1

Prob. = % [F(di) - F(AI+1)JF T F(d) F(N-b+2-d)

i=2 d=1

W = weight of error burst.
di's = gap leogth of the pattern

N = message biock length
Refer to comments on program list.
d) See comments cn program list.
h) Exit when card reader reaches the Delimiter Statement (/<),

k) S.op execution when 1/0 error occures on card reader.
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2.2.6 _PROC, MOWILE “E"

P A

a) Module Tag = E

b) Calculates P(m,n) for both PARETO and MARXOV models.

n-mtl
P(myn) = ¢ PE.F(j)*R(m,n~j+l) l<sm<n
5=1

% PE (individual error prob.), F(j) and R(x,y) are all
é created ir module A or C.

3 d) See comments on program list.

i h) Exit when card reader reaches the Delimiter Statement (/%).

2.2.7 PROG. MODULE "F'"

a) Module Tag = F

b) It creates and catalogs vataset A(j) for the use of module G.

Applicable to both Markov and Pareto models.

f‘
1 j=0

A(d) =‘1F(1) - F{2) j=1

3
E=
]

j-1
(F(§) -F(3+U 4+ £ [F(s) ~ F(s+1)JA(j-2) j=1
" s=1

R LN

d) See comments on program }ist.

,E 2.2.8 PROG. MODULE "G"

I

a) Module Tag = G

popiades
i

e

gtk

b) Calculate (B(b,N)/N*PE) for Markov and Pareto models.

N~b+1

BON _ pp-1) « & T F(d)F(N-b¥2-d)
NePE T

A(x) is autocorrelation arrav created in module F.
d) See comments on program list.

2,2.9 PROG., MODULE "H"

a) Module Tag = H

ek ko
L R

s £

120




3 ’ - TTATERIENES e, s L

Downloaded from http://www.everyspec.com

b) Calculate quantity Sp(b,N)
1 N-b+1
Sp(b,N) = = T F(d) F(N-b+2-d)
N
d=1
d) See commencs on program list.
Only 1 input data card, it contains KB (limit of b) and N(block
length).
This module will print Sp(1l,N) to Sp(KB,N).
2.2.10 PROG. MODULE "I"
a) Module Tag = I
b) This module generates most probable information sequence based
on Pareto model's gap statistics P(3072).
The info. seq. is used in module J to evaluate code generating
polynomials.
The inf>. seq. generated is stored in a 2 dimensional array
INFO(1000,2) before its being written to Dataset INFSEQ.
The Kth info. seq. is stored as follows:
Assume Kth info. seq. is L00 011000100 10 (weight = 5)
Integer INFO(K,1) INFO(K,2)
! Pt h‘T N A N N T T
Cil J31 ['}1'l liisi 1011 1617 ‘2223 28.29 30:31,
FUIE G S, : : . ;
N ) s N R |
\_*______\,________/ Byte Byte Byte Byte Byte
Byte & 5 4 3 2 1

Note: Bit 0 is not used to construct byte 6.

Then Byte 1 = 5 = weight
Byte 2 = 2 = position of right most "1" in this info. seq.
Byte 3 = 5 = position of 2nd right "1" in this info. seq.
Byte 4 = 9 = pesition of 3rd right "1" in this info. seq.
Byte 5 = 10 = position of 4th right "1" in this info. sec.
Byte 6 = 14 = position of left most "1" in this info. seq.
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Note: For weight other than 5, the byte allocations are different
from abcve.
d) See comments on program list.
i) Subroutine WRITER (ICT,IT) is link. * with MAIN program in this
module.

2.2.11 PROG. MODULE "J"

a) Module Tag = J
b) This module evaluates polynomials according to the following
steps:

1) Read in info. seq. (created in module T) and P(3072) dataset
(created in Module A or C)

2) Read in a polynomial G(x)
If a Delimiter Statement (/*) is read, go to Step 6.
3) For each info, seq., get a U.D. ERR. pattern
which is INF XK + R(x).
Here INF is info. seq.
K is degree of G(x)
R(x) is the remainder of (INF . XK/G(x)) .
4) Calculate probabilities of U.D. ERR. patterns obtained
in Step 3 and sum it up for all info. seq.
5) Jump back to Step 2 to read one more polynomial.
6) Arrange the polynomials in ascending order according to the
total U.D., ERR. probability associated with it.
7) Print the polynomials and its probability in ascending order.
d) See comments on program list.
h) Exit when card reader reaches /* stat/ment.
i) Subroutine FLD(J, K, MS, NV, NG, KP) is linked with MAIN program.

k) Stop execution when I/0 error occures on card reader.
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SECTION 3. TNPUT/OUTPLT DESCRIPTIONS

3.1

General Description

This system uses 5 1/0 data sets -- F, P, R, A, and [(NFSEQ.
These datasets can be created on Tape or other secondary storage.

The reference number used for each data set is indicated in the

comments of each program.

*Datasets F, 2. R and A are created under Format

(5%, 5(E23.1¢,2X))

*Dataset INFSEQ Ls created without format control.

SECTICN 4. PROGRAM ASSEMBLING. LGADING

a) To obtain lcad mcdules for each program-mcdule described

in Section 2, please refer to

"IBM SYSTEM 360, FORTRAN (G&i) PROGRAMER'S GUIDE"
GC28-6817-3 Page 83 .

b) To specify a dataset for a run, please refer to the same document
as above pages 49 - 52,
¢) The test runs for modules Z, B, ', 5, H, I and J are described

beiow

Remark:
*The polynomials shown on the Univac 1108's output are in
Octal representation. For IBM 360 polynomials will be in

Hexadecimal representation.

*b = blank

Assume Datasets F. P. R. A for Pareto model and Brayer's table

6 model are already created.

1st input card

i}

bbob1l5

2nd input card = 000EO4B

160113 (Octal)

3rd input card = bl6b29
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The output is shown on page A-1
2) Module B

1lst input card = b3200

2nd card = bbbb4bbbb4bbb....
3rd card = bbbl8bbb47bbb61bb...
4th card = bbb39bbb65bbb70bb. ..
Sth card = bbb68bbb71bbbo0bb. ..
6th card = bbb77bbb89bbb93bb...
7th card = /%

Qutput is shown on page A-2
3) Module F
Specify Fareto model's Dataset F as input dataset with
reference number = 10,
No input datacard.

Part of the output is shown on page A-3,

4) Module G
Specify Pareto Model's Dataset F and A as input datasets
with reference numbers = 10, 11 respectively
lst input data card = 2000bbb...
Part of the output is shown on page A-4
5) Module H
Specify Pareto Model's Dataset F as input dataset with
reference number = 10,
lst input data card = bb452000bb..
The output is shown on page A-5
6) Module I
Specify Pareto model's Dataset P as input dataset with

reference number = 9
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The output is shown on page A-6.

7) Module J
Specify Brayer rabie 6 model's Dataset P and INFSEQ
(created in Module I test run) as inpuv dataset with

reference numbers = 9,8 respectively.

1st card = 32bbb...
2nd card = bbbbbbbl104C11Db7bbb...
[= 40450216667 (Gctal))

3rd card = bbbbbbb19262E7C59bbb...
[= 62613476131 (Octal))
4th card = bbbbbbb1357D984Dbbb. ..
[= 60537314115 (Octal)]
Sth card = /*

The output is shown c¢n page A-7.
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For polynomial = (0000!5048)16 = (160113)8; Number of error bits = 6

burst No. of T4 £oLLOWING SRROR PATTERNS ARF UNDETECTABLE:
size errgr bits zxpoNZNTS Oz NON=ZERD TIRWS
{ 15, &)
( 17, s}
( 18, &)
( 19, 5)
! ( 20, 5)
( 21, &)
: ( 22, 8)
3 ( 23, )
: 0o 9 12 15 18 22
3 ( 2%, ©)
. { 25, 6)
3 ( 25, 3)

0 3 3 2l 22 2s
0 11 13 16 18 25

b e
i PRk

< ( 27, 5)
; ( 28, &)
4 ( 29, )

£STIVMATED RUN TIVI E£XCEZZDEN
ZENT AJDRI012453  321:00n0n4

A

X 00n00n 0p00G07 000000 nOONOG 000000 #0CNCO 000000 O
000000 00000c 00n0On ONOUDOD 9000000 n00000 00016Y nl217¢ 777777 7

A 277777 777771 00n00n 134425 000000 n7i0s2 000000 aQ0OO7y 777777 7
600000 000000 00n00On 0n0O0O 00000 n0DNDO 000000 n00NOG 000000 O
000000 000005 00nGOn 000000

] 00n00a 000002 777777 277776 000164 au4sS5lg 500000 O
000000 00000n 00n00n 0n0OOD 000000 n000DD 777777 777775 006000G O

QUNSTIEAM ANALYSIS TEZRVINATED

e g

E'ry

RUNTO: ZEASD AZCY: 0lyA0134 PROJECT: MURTHY=V=R

3 SEAS)  MAX TIME

TIvz: ToTau: 00:01:00,723
- CPJ:  00:00:58.37s I/0t 00:0n:01.395
% CC/zR: 00:00:09,95¢ WAIT: 00:0n:00.000
é [MA5ES READ: 7 PAGES: 2
3 START:  22:3%309 JJu 2ar197%  FING 22135125 JuL 29,1974
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POLYRNOMIAL o=3TTel~_{TeD=R1lsb=15]T %k¥¥re

N=3200
mAu]l Lottt FANTON
\) ld 47 L)l "‘
Prod, BILITYS L 06GU0000U03un04
U39 ob 70 L S
Pinoonas ILITYS 000000000074
9 oB 71 9y “
PROBABILLIYS 000000005150 These 4 patterns are tested
U 77 89 9S “—
Phuo noILITYS  .00U00000670Y
0 lu 18 23 24
PronaoILITYS 000000921692
U 13 20 26 34
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APPENDIX III: A NOTE ON THE MUNTER-WOLF CHANNEL MODEL

Care should be exercised in applying the particular case of the
Munter and Wolf model discussed on pages 27 and 28 due to the following

inconsistency: Combining (1.69) and (1.71) one has

mt +1 . n-m
M (S)aill(z (1-2.)
P(m,n) = 2 AP (D) .
i=1 * 2
1 -k, - ep)]
Noting that ™

n
2 P(m,n) =1,
m=0

as a fundamental property of P(m,n), implies that

i X4 _
Pagm —th
1 Ll-Ki(l-Q’i)J

for all n. Hence, Ki = 1 and, therefore,
'2i:,)\i 1’]._(1)/&i =1,

Since 2, )‘i = 1 and from the assumption Pi(l) << oy K‘l , it ic clear

i
that 2 )‘i Pi(l)/c«i < <1, Hence, a contradiction in the model,
i




