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FOREWORD

Continued advances in he state-of the art of solid-statt technology have led to significant improve-
men in the reliability of electronic component parts. This improvement has resulted from increased un-
iformity in material properties and greater-control in-processing procedures, which have reduced the
variability among devices and the incidence of randomly -occurring i :lures. Not enough ttention, however,
-has been devoted to understanding the-basic mechanisms in-materials which inderlie degradation and
-failure of solid state devices.

All-device -failures may be said-to result from changes in-the chemical composition or-in the
vhysical configuration of-the constituent- elements of the device-. Discovery of these critical chemical or
physical-change processes makes- possible their reduction or elimination, thus improving -device reli-
ability. The development of-an understanding-of the dependence of -such processes on environmental
-stress-makes possible the development-of mathematical prediction and testing techniques based on-funda-
mental- physical principles. Thus, as the improvement-and the prediction of reliability begin to be placed
on arscientific basis, the reliability engineer will go more and more-to the chemist and-physicist for-
-answers -to his questions. It is expected that this fundamental approach--to reliability will ultimately- lead
to economic engineering procedures for the accurate assessment of the reliability-of e',!ctronic devices.

'The-purpose of-th;s Notebook is to-make available to the electronics reliability engineer-current
state-of-the-art information -relating to-what- may be termed: the reliability physics -of solid state electronic
parts. It explains techniques and procedures for obtaining pertinent data on specific part types and methods
of- utilizing -the data in accelerated- testing, screening, and reliability prediction programs. Consideration
is largely -limited- to degradation-and failure mechanisms Which-remain after gross mechanicaland quality
-defects-.have-been screened out.

Because the field of- reliability -physics -is yet relatively new, the Notebook is intended-as-a pre-
-liminary-effort, and-the format has been designed to facilitate. modifications and additions to existing data.
Wherever possible, data have been presented :in useful-tabular- form. Wh,;g topics-are still-largely conjec-
tural, -summaries of the results of -various investigators are presented. The interest has:been confined
primarily- to -discrete devices, with emphasis on-those part types-with design or compositional character-
istics-related-to microcircuit-structures. -A brief section on silicon-integrated circuits is included.
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1. -Mathematical Models in Reliability Physics

.l Introduction

The -successful application-of research results- in reliability physics depends in part
on -the- efficacy of the mathematical models that are used to characterize physical
processes, The models should accurately and precisely describe the aging effects of en-
vironmental stresses, operating time, andtitheir interaction. Moreover, the models should
be mathematically tractable, If these desired properties can be attained, reliability-
physics models can p-ofitabl! be used for reliability problems such as materials specifica-
tions, component- design configurations, component screening, performance prediction, etc.

The objective -of this -section is to-describe the- types of -mathematical models cur-
rently used in reliability physics and the typea of models that are expected to evolve in the
future. InSections 1.2,1.3, and'l.4,.the- trend in-mathematical models in reliability-physics
-is -briefly -outlined, and the limitations of models are discussed. In Sections 1.5 and 1.6,
emphasis is centered on themathematical derivations of the Arrhenius and Eyring models,
interpretation of the model parameters, and extensions of these models in reliability
analysis. The section is concluded with a brief discussion of other reliability-physics-
models.-

1.2 Evolution of Mathematical Models in Reliability Physics

L2.1 Early Models

Most early models in reliability were empirically based. That is, models were
derived from experimental -data according to statistically defined goodness -of-fit criteria.
Moreover, most of these models- involved determining whether a device had acceptable
input..output characteristics. Ingeneral, these models were used:

(1) To compare operating characteristics of competing devices

(2) To serve as a basis for improvingthe operating characteristics of existing
devices

(3) To guide -the -integration- of different devices in synthesizing a system hav-
ing desired- operating -characteristics.

An example -of a model ofz-the above type is the stress-strength interference -model
-(Section 5.2).(l)- This -model yields a static reliability-estimate based on the "overlap" of
the distribution of -strength for a device type, C(S), and-the distribution of stress levels
the device may -encounter in operation, E(S). Reliability in this model is defined-as the
probability, P, -that- no stress will -be incountered that exceeds the device's strength.
Symbolically, the -model is given- by:

P= 00-S_ C (S) ds E-(S)-ds (I
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A second example is the propagation of variance model for estimating the variation
-ot a circuit output parameter, y, based on the- distributions of variations in the component
parameter values, fl(xi), . . . ,fn(xn).( 2 ) In the model, the input-output function,
y - H(xl, .. . . . . ,xn). is expanded into a Taylor series. The variance of y is then approxi-
mated by taking only the linear terms of the series, yielding

V y-=)2 2/,H H- alZ
1 ii

where the partial derivatives are evaluated at the mean values of the xi, Various reliability
inferences can be-made using the model in conjunction with some distributional assump-
tions -of the circuit output parameters.

The principal shortcoming of such models is that they are concerned with the estima-
tion of static operating characteristics; the models are-generally not used to determine how
long a device will operate satisfactorily. Thus, the-mathematical forms- of these models
do not explicitly include operating time as a variable. Hence, the effect of time on operat-
ing characteristics can only be determined implicitly by evaluating the performance
variables in the model at several fixed-points in time.

1.2.2 Current Models

Current reliability-physics models differ from early models in two important re-
spects. First, the current models permit at least-a partial theoretical interpretation of
physical processes, even though these models are generally derived empirically. In a
sense, these models may be considered as representing an intermediate transition state
in-going from purely statisticalto highlytheoretical models of physical phenomena. Second,
,the current models explicitly include operating times or time-rates of device parameter
,change.

These models are generally used for the same purposes as the early models de-
scribed in the preceding paragraphs. However, in-this- case, the problem is changed from
a relatively simple one - "Will the device operate satisfactorily?" - to the more cogent
-problem - "Given an initially good device, how -long-will it operate satisfactorily?" To
answer this question, the form of the mathematical models not only includes operating
time but also the environmental stresses as explicit parameters.

An example of such a modelis the Arrhenius reaction-rate equation, which expresses
the time-rate of degradation, R(T), of some device parameter as a function of the operating
temperature, T.( 3 ) Symbolically, the model is given by

A-BIT
R(T)= e A (1.3)

The constants A and B are estimated for a particular device type from experimen~tal test
data. This model is described in detail in Sections 1.5 and 4.3 of this Notebook.
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1.2.3 Future Models

The- trend in reliability-physics research suggests- that future models will be based
on physical- :theories of rate processes. More specifically,- the mathematical, form of
future -models will be derivable from theories o,: aging processes based- on phenomena
occurring at- the atomistic -or -molecular -level. For these models, statistical estimation
procedures will probably -have to-be developed-to "fit" the theoretical model properties;
this -is contrary to earlier models in which statistical theory--dictated to a:large extent

the form of the models. Continuing improvement and- refinement of effective screening
techniques -wil-l- be reduired, however, bcfore degradation models based upon rate proc-
esses -can be- successfully applied-.

The -important expected advantage-of futuremnodels over existing models will -be -their
utility in the initial device-development stages -in generating "optimum" designs as a
-function of reliability, -desired-input-output -characteristic s, materials properties, -design
configuration, manufacturing -processes, etc. Further, these models can be-expected to-
yield highly efficient -and -powerful -screeningand accelerated testing procedures--for- exist-
ing devices.

The -modified Eyring reaction -rate equation serves as- an excellent- example -of such
a- model.( 3 ) Analogous to -the Arrhenius model, it relates- the -time-rate- of degradation,
R(T,S), to the thermal-stre-s s, T, andnonthermal stress, S, acting in a device. Symbolically,
the model- is given by

R(-SY =- _[AT eP/kT], -(1.4)

where A, B, C, and D denote the constants in the- model. However, -in- thir case, it is ex-
pected that the constants -will be subject to-theoretical interpretation. For example, the
constant B is interpreted-as :an activation energy.

-1.3- Classification of-Mathematical Models-

It may be convenient-to classify-mathematical models for -rate processes as- aggre-
gate models and singular models. The former is related to -the gross -behavior of a
population of devices, the behavior of -the group, etc.- Conversely, the singular model
is- -associated with beharior of a single unit. In some cases, the singular model canibe
applied -to a large collection of -individual units to deduce -the properties of the collection.
This is-the case, for example,-in the-kinetic theory of gases in- which Boyle's- law, pV = RT,
is deducible -from postulates regarding the behavior of individual gas-molecules.

-In -principle,- it appears plausible that -one could deduce population characteristics
from- knowledge of the individuals- that make- it up. A primary obstacle-here consists of
choosing the description of the individual-behaviordn-s uch a way -that it will be correct -for
-the individual -and- -also will -permit the transition to -populations of individuals while re-
taining mathematical tractibility. In addition to characterizing the -kinetic theory of gases,
this approach- characterizes -probabilIty theory. Here, the -Cuj cc tiv-consists sp.cifying-
-in axiomatic -terms the detailed mathematical structure for small integral values of n
and- then studying -the limits approached, if any, -as n becomes arbitrarily large. n- many
instances, such a-transition yields a normal distribution for the -population. This kind of
activity is usually associated with "probabilities", in contrast to the statistical approach-
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in which the investigations-generally begin (and end) with descriptions of populations rather
than individuals. It -is -clear-that knowledge-of -the population characteristics may-not yield
knowledge -of -the characteristics of the individuals -that make it up, and- conversely knowl-
edge of the behavior of one -individual may not permit the population characteristics -to be
derived. Ideally, -however, knowledge -in one- area -should complement -that in the other.

In-the physics of aging, the Arrhenius model-appears to be an example of an aggre-
-gate model. It describes the gross-behavior-of a device -based--on an empirical determina-
tion- of the "constants" from performance data on-a set of-nominally identicaldevices. -In
general, these constants are evaluated- by -graphical-or-numerical methods b:ed-on the
assumption -that a straight-line plot would result if -the logarithm of the rate-is plotted
versus- reciprocal -temperature. The approach is completely-analogous to conventional
statistical data analysis. For example- if it-is assumed-that the data -are -log-normally
distributed, they are plotted on log-probability -paper to obtain -a straight-!ine fit -to a
normal distribution having.a corresponding mean and standard deviation, In-neither case
does the- model -explain -in physicalterms why the straight-liie assumption-is valid. To

-do- this requires assumptions concerning the underlying -theoretical structure. Such is
the case with the -Eyring model. Here, derivation is given in terms of concepts of quantum
mechanics so-that the "straight line" of the Arrhenius plot is -seen-to-be an approximation
-of the- Eyring -curve; but even-more important,-the constants associated with the "activation
energy" and "frequency factor" are derivable, in principle at least, from the basic -physi-
cal concepts.

1.4 Limitations of -Mathematical Models

As with any mathematical modei -used to describe aphysical process, the mathe-
matical models of reliability physics-give approximate descriptions over- limited ranges
-of variables. The-validity of the -approximation over specified limnits must be-established
by empirical evidence. The -structuring of empirical- information in a--form- that :permits
the formulation of a mathematical model is often- a-difficult- challenge. Frequently, such-
empirical- information is summarized in graphs, tables, photographs, X-rays, flow dia-
grams, and other aids. The- translation of such information into mathematical terms -is
often> a first step in the- formulation of a model. The -translation--may require the intro-
duction of -new definitions and concepts, together with methods of statistical analysis- and
data processing. Thus, the range of validity of a model may be- considerably reduced be-
cause ofi the- wide variability shown in the kinds of input information.

A second limitation- of models-in-general use in reliability physics is- associated-with
the concepts of "population of devices' and- "individual-device". In many- instances, it is
easier to- characterize the average-behavior and-the variability about this ave rage behavior
for a -population of -devices -than -it is for any particular device -within the-population. -In
some cases, the characterization of-a population is-exactly what is- required, as- in-quality-
control operations--or lot-acceptance sampling-pians.-However, in many cases- of -practical
importance, it is- the- behavior of -a particular device -of a-population -that is -of interest.- It
is not clear that information-regarding a-population of devices is applicable--to-an- individual-
dev:ce from that population. In fact, -it is often- the -case that -no "population" even -exists.
It -may be known- -that no other device -exists like the one- just made, -and it -may still- be
meaningful to ..-. , t,.o .. k ,... the .... ist'cs o,- t particular device. -it appears that
models giving population characteristics would necessarily be different -from those -that
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hold for an individual device. One of the- major objectives of current model building for
reliability-physics problems consists-of finding models-that are valid for individual devices.
The possibility of such models is evident, even with the Arrhenius--or Eyring models where,
for example, -the activation energies and- frequency -factors -could, in principle, -be -deter-
mined for a single device. After-thesedeterminations are made and the numerical values
are substituted- into -the equations, the models become 'predictors of the behavior of the
specific device. To the extent -that this -can -be done, it is not necessary to determine
-population characteristics in order to describe approximately the characteristics of a
specific device. Alternatively, in practice it is highly desirable to apply constants deter-
mined with one-device to-others of:the same set.

In attempting -to describe performance characteristics over time for a specific
device, it is convenient to -suppose that the- device will be subjected- to various levels of
stress -during its life. In-order to formulate a model, the- general -term "stress" must be
made specific, such as thermal- stress, voltage stress, stress due-to vibration, shock,
radiation, etc. -In most practical- situations, it is very difficult to isolate these stresses
with sufficient clarity to-permit a mathematical- structuring of the-composite- stress as- a
function of -time. Some of the stresses may-interact so that the effect of a given level of
vibration at high temperatures, for -example, may-be quite-different from the -effect of- the
-same level of vibration at low temperatures. Other stresses -may operate independently
and simultaneously in time; still others may operate -sequentially in-time. The latter may
occur, for -instance, when an impurity must first penetrate -a canister before it canattack
the- surface--of the encapsulated device.

1.5 -Mathematical Models of Rate Processes'

1.5.1 The Arrhenius Reaction-Rate Model

The Arrhenius equation was- determined- -empirically in-1889 to account for the in-
fluence of temperature on- rate of -inversion of sucrose. In its original- form,- the equation
was given-by

k = Ae-E/RT -, (1.5)

where A and E denote -constants in the-model. The constant A-has been labeled the "fre-
quency factor" and is invariant over relatively-smalltemperature ranges. The constant -E
has -been-.labeled:-the- "experimental activationenergy".

Subsequent to the original postulation of the-model, it hac become generally accepted
that a relationship of thistype represents the temperature dependence of the rates of most
chemical reactions and of-some physical processes. Extension of this equation to describe
temperature-dependent degradation rates of -electronic components has resulted from
empirical -investigations analogous to those-associated with earlier-applications -to -chemical
processes. The- validity of the Arrhenius model as applied to-electronic components- is
based primarily on- the fact that it is-an excellent approximation-to -the more-theoretically
sound iEyring model- over the -range of -temperature -conditions normally -encountered.

1.5.1.1 Application-of Dimensional Analysis to the Arrhenius--Model

Dimensional analysis is usually not used where-theoretical results can be derivcd. It
-is used in those areas- where the relevant -variables are believed -to-be known, but-the

oI
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functional- relations among them are not known. The advantage of dimensional analysis in
such a situation is the -fact -that--it yields the proper products of the variables and yields-

-the. minimum -number of -such products. The-unknown functions are then-usually deter-
mined by plotting one dimensionless product against -another and- obtaining the mathe-
matical -form of the -relation by empirical methods.

Application of dimensional analysis to the Arrhenius nodel, as -carried out below,
may appear trivial. However, this analysis does, in fact, show -that something is missing
in the Arrhenius- equation if it is-to-truly relate -degradation rate -to temperature. Specifi-
-cally, the problem is to-derive- the Arrhenius relation,

R-=eA - B/T -(1.6)

by -the -methods of dimensional analysis. The -following lists the physical variables- and
-their dimensions in a system of units- denoted-by mass M, length L, time t, and temper-
ature T:

Physical Quantity Symbol (M, L. t, T) Dimensions

Time rate of degradation R (0, 0, -1. 0)

Temperature T (0,z0, 0, 1)-

Examination of the above tabulation shows that it-is--not possible to form- any dimen-
sionless products. This suggests that either- there is no relation between-the rate of
degradation- and temperature or some relevant physical quantities have been omitted.
Because the Arrhenius model -involves -only R and T, it cannot be derived-:by dimensional
analysis. This implies that- an "essentially empirical"- character-is asrociated with the
Arrhenius model. If the Arrhenius relation were based on "fundamental" principles of
physics, it would be- possible to obtain-a-form that--"resembles" it by-using orily-dimen-
-sional-arguments.

-L-5. 1.Z A Mathematical 'Derivation. of the Arrhenius Model

-Considerable success has- been -obtained in applying- the Arrhenius-model -to
accelerated-test data for various components. Because of the empirical-nature of these
applications, it is desirable -to attempt to relate the model to fundamental physical prop-
erties by means of theoretical concepts. It is shown-in this section that the Arrhenius-
model is valid- for -a "perfect crystalline solid". It should be realized that this deriva-
-tion- does not constitute a theoretical physical basis for applying-the Arrhenius model to
electronic--component aging processes. However, it does serve- to suggest the Torm-of
the-theory of aging -processes, and why the Arrhenius model appears to work so success-
fully.-

-A- derivation -of- the- Arrhenius- model -for a "perfect-crystalline solid" uses several
-basic intermediate results of thermodynamics. These intermediate -results are briefly
described- below; in each case more complete, or analogous, -derivations are found in
Reference- 4.

f ,-A -
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The Bohr -Somme rfe ld approximation -4tates-that the cyclic i-ntegral of the mormentum
of -a:particle- is given--by

(mi)dx =ih (1.7)

where f -is -an integer and -h denote a-Pac'&-osat This apprf~ximation is valid-for
the viibrational energy of a -simple~oscillator. Moreover, by- replacing- dx with-*k-dt,- it is
seen that the above integral becomes-

and- this may be shown to be- twice the total tnergy of -an oscillator. Thus, the energy
assaociated- -with the intervals betweeri successive--values-of i is givau by hi. where-v de-
note# the -frequency of -the- oscillation. The-energy is then- associated -with the-midpoints
of the-intervals-having- end points:. -0, -hv., -Zhv. 3hv,, .. ,- so-that-

er ;hi' -. (i1-.)9

Suppose that-the average energy is denoted by<c> and-that -Pi denotes the -probability
that the energy--of the-oscillator--is equal te)-ci. The "least -prejudiced" -assignment of the
-probabilities Pi is that- whichrn axiMiZes -the- entropy,

_K _ n -Pi -(-I *-10)

i =-O

under the constraints,

i=0

and

=0

Using- -the method of :Lagran-e- multipliers- t4o solve- for-the -Pj,-the -maximum-entropy -'n-

Equation (1.170)- under th-e- constraints- given-by Equations -(1.1-1) -and- (1-.12) yields-

P- -

-I=
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and

In -e e i

4'i= (1.14)

i 0

where *-and are the Lagrange multipliers.* The-function 4 is the Massieu function and is
the natural logarithm of Z, the partition function; that is,

=nZ (1.1

where
Z = P e i

i= 1

With Ci- -(1 + 1iZ)hv, it-may be shown -that

-Z = 1/[Z sinh (Ahv/_-Z)i. (1.16)

Although this result is derived for-a-perfect diatomic gas, it appears-tnat-the-same result
holds for the perfect crystalline sold. The Massieu function becomes

P= in Z = -In (Zsinh (Ahv/Z)] . (1.17)

Assume that the solid consists, of 3N-oscillators, which-all have the-same frequency,-1.
This is -the Einstein solid. Adding the 4-functions for the oscillators yields

3N

-1 in -[2 sinh-(AhvIZ)]
n=1

or simply

_4t= -3N in- (2 ainh-(Ahv/Z)i (1.1 8)

*The functional to be maxinized is

F K Pi-In Pi- (7V X. P - ( Ci - < C

T= • "i=1

In-these terms, the Lagrangian riultiplier-A is equal to the qua,,)tity(X-I). This substitu-
tion serves to simplify-the calculations in the following developments.
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Setting A x-lI/(kT)-for the solid-gives

A~ 1hv 2kA_(fh) )-vI(11Zkh Zk iI-

Then, -setting -(hvlZk) 0 ,_ the Einstein temperature, gives A3hV 2e/T, and-

=-3N In [2 -sinh (e/T)] (1,.20)

Returning -to a, single oscillator of the Einstein- solid, it can be seen-that

= n( -l szih (e/T)] (1l.21)

Now, for-'the -Pi, -it is seen from Equations :(I-. 12), (1.16), and (1.20) that

e 1

,which-becomes

and with C. (i-+ -1 [2)hvji 0,9 1, 2, . ,the-equation becomes

-(i + 12) h v
P= [2 sinh (/-T-),]-e- (1.23)-

From 'the above -[Equation -(1.1.9)], it is seen-that the exponent in.Equation (1.23) -is

-9-(i+ 1/-Z)-hv =- (z)-:-+ 1/2) (e/T)

so that

Pi = [2 sinh (6/T)J e (i+ 1/2)(t9fT)(Z) (1.24)-

The- -probability I'---is expressed as afunction of O/T. the -ratio- of -the E ins te-in temperature
to -absolute -temperature. Roughly,_ this distribution of -Pi- over i -appears- as- shown- in-
Figur e 1.1.

Smooth- curves -have been -used- to -approximate- -the -discrete- distribution, which- is
actually- defined- only -at -integral values- of i.
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FIGURE- 1.1. PROBABILITY _DISTRI -BUTIONOVER THE-ENERGY
STATES FOR VA RIOUS -V-ALUES OF -e/ T

Now, suppose -(eI-T) is- fixed so that one of -the -above distributions 4is under- consider -
ation. At a-fixed time, consider a large population-of--oscillators- and select one- of- these
at, random. The above- distribution- -represents, the probability of finding the -randomly
selected oscillatoz in -energy state 1., 'Then -assume th at-if-the -selected oscillator is
operated over -a -sufficiently long- period -of -time, its- energy-states will fluctuate from
one- energy state -to another in accordance with -this- probability-distribution. This-con-
stitutes an "e rgodic" assumption. Now,, consider -the-fraction of--the time for which ths-
oscillator -is in- an energy state Ci, where -i exceeds- some -fixed- integer -(say-I0 ). The
-fraction is -given by the sum of- the probabilities -to the -right of 10 -in -Figure- 1.1. This

-1 -probability~ Is -givtn by

P=I Pi= 2 si-nh e/T) (i le (/Z (1425)
i =i 0  1310

To -evaluate this- probability, let

00

and-find

Go

- -1 _(6/T) (2) ' (j + /2(/T)()(1.27)z = e- 0. e
00
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The sum has been -represented above by-Z so that

o= (e/T) (2)
zo=Z e- 0

or

.e-Sio (emT (z)

0= (1.28)
2 sinh (e/T)

Thus, 0o

"- = Pi = Z sinh(0/T)Z o

i=io (1.29)

and-elimination of- Z o yields-the result:

P e•. (1.30)

Next, consider two oscillators-at-two absolute-temperatures Tl and T 2 - with TI. < T2 .
The right "tails" of the-energy distributions are denoted by P1 and P, -respectively; The
-ratio of thee- probabilities -is given- by

P -2/ _PI= iO ( /T 2 ) (2) - io-( /T1) (z)

or

e. I e I/T.) -+I/[T 1)] (2) (1.31)

This -equation has the Arrhenius -form given by

ln(PgJP-) =--[(l/T 2 )---(/T 1 )] , (1.32)

where the slope constant, B, is equal' to (io6)(Z) = (ihy /2k) (2)- i(hv/k).

In-order to- identify-this result with the-Arrhenius model, it must be shown that the P
corresponds to either degradation rate or-a failure -rate, or both. Instead of attempting
a direct-proof of this, -the following- assumptions regarding failure mechanisms are-made.
The failure rate (or degradation-rate) ofa-component part is proportional to the probability
that the-energy state of the part exceeds some fixed "abusive" energy state. After a suf-
ficiently long time of operation, the accumulation-of time in the "abusive" energy states
will exceed some "critical value" and produce a failure (or degradation exceeding some
limit). Prior-to such a failure, the "degradation" simply reflects -the gradually accumulat-
ing time- -in the abusive state. This "theory of failure" is distinguished by the fact -that it
requires "long" operating times to produce "failures ", and these "failures" are "inevitable"
in-the sense that long operating times combined with extremely small probabilities -of
abusive energy states are certainto i pr uce r............ .. The g......... ....
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is suggestive of the aesumptions that frequently underlie the Poisson distribution: a very
large number of opportunities -for an. event of very small-probabilitywill yield-actual
occurrences of the event.

The "ergodic" as sumption-and the accumulation-of "abuse" as the failur, heory-then
establish-the connection with the Arrhenius- model.

Aufurther formal connection with the Arrhenius model is given-by the following argu-
ment. The Arrhenius modelmay be said to require the "logarithm of a tim.e rate" to be a
linear function of a "reciprocal stres a". To interpret the P-as a time rate, note that after
t -hours of operation -the component part has accumulated (Pt) hours of abuse. The "time
rate of -accumulation of abuse" -ie then given by

hours- of- abuse (Pt)
total hours of operation t -

Thus, P is-numerically--equal to the -time- rate -of -accumulation of:!.buse. Consequently, if
the Arrhenius model holds:

lnP A ---B (liS-) (1.33)

and

In P A-B(I/S2 ) , (.34,

where-S1 and SZ denote-two generalized stresses. Then

(-!O= e-B[(l/SZ)- (1/S)] (1.35)

Consider the amount of operating tine-requiredtoaccumulate I hour of abuse. This
is seen-to be equal-to

total hours- of operation = t = I
-- 'hours- of abuse -Pt P

The acceleration factor may be- defined as -follows:

total hours-of- operation at- normal stress-, (S)
-hours of abuse-at normal -stress (I/Pj) - _PZ/Pi

total hours-of operation at-high stress,-(S2) -(0/P 2 ) 1 (1.36)
hours of- abus e- at-high- stre ss -

This shows that the equation-for the- acceleration factor based on- the Arrhenius model is
also-obtained= as -a- result of these arguments.
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1.5.1.3 Interpretation of -the Constants of the Arrhenius Model

The slope constant, B, of the Arrhenius rate-equation is proportional to tbhe "experi-
mental activation energy" of k component degradation process. Although this nterpreta-
tion suggests a theoretica:explanation-derivable-for an individual component, it is important
to rc ognize -the empirical nature of the constant B. It -is a measure of average behavior
of a set -of nominally identical components and is -estimated from an experiment an a
sample of such devices. Thus, in-an empirical sense, B is proportional to the incremental
energy-in -excess of a "ground-energy state" that must be acquired in order for a particular
degradation process to occur.

The constant- A in the Arrhenius equation i-s:the intercept of the plot of the logarithm
o! degradation rate versus reciprocal temperature. Inphysical terms, this constant could
-be associated -with the--frequency factor of a degradation -process in-an analogous manner
to the relationship of the constant- B:to activation energy.

1.S.1.4 Application of the Arrhenius -Model -in -Reliability Physics

The Arrhenius model has been used to- relate component failure- rates and other- re-
lated reliability measures to operating temperature. More recently, the model has been
used as a mathematical basis for generating and analyzing accelerated-test -data. The
value of this model in accelerated- testing is that it provides a basis for determining aver

what temperature ranges specific failure mechanisms are dominant. Where a single-
mechanism is dominant-over-a given temperature range, "true" acceleration factors can
be-calculated--relating 1 hour of compofient operationat some increased -temperature level

-to T -hours -of operation at-a referene-e temperature level.

Application of the Arrhenius model to accelerated testing is treated-in-det.ail in
Section 4. In that section, the properties, limnitations, -and step-by-step analysis :pro-
-cedures associated-with-the Arxhenius- model are -described.

1.5.2 The Eyring Reaction-Rate Equation

The basic objection to the Arrhenius equation is-that, because of its- empirical nature,
the constants of the -model cannot be theoretically interpreted in terms of--the-chemical
properties of the reactants involved in a given rate -process. The Eyring reaction-rate
equation, because- of -its- foundation in quantum-theory, alleviates this problem. This- model
was derived by Eyrixg -in 1935, based on- contributions -to the-quantum theory of specific
heat. These contributions, due principally -to Einstein, Debeye, and Van Karman, were
developed approximately 25 years- after the Arrhenius equationwas postulated.

The importance of the Evring model to -reliability physics sterms from the hope that
the-constants of the model can-ultimratelybe-related to component materials and structure.
If the hope can be realized, it is obvious that the EyriQng model will constitute -a powerful
tool for achieving specified- component reliability -through appropriate initial design.

1.5.2.1 Application of -Dimensional-Analysis to the EyringModel

This section includes a more precise-statement of the method of dimensional analysis
and demonstrates- that the- Eyring model "responds"-to this approach. The basic principle
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of dimensional analysis is known as Bucking ham Is Pi theorem.( 5 ,6 ) The theorem -may be
stated-as follows:

Theorem. Let xi, Xp... ., xn have the n-x mn dimensional matrix of rank r = n-k:

A =[ S] (1.37)

where P is a nonsingular rx rmatrix. Then, if f(xl,_... x-) is dimensionally homogene-
ous, it-follows that

f ox' X (1.38)

is equivalent to

f ( 1 1 . 7 , r,. . 7Th) =0 , (1.39)

in which

XI i X? ***.. , ei _,.,k,

arc k =--n - r independent and dimrensionless quantities with the -k x n matrix-of exponents

E = (-QP', Ik) '(1.40)

where Ik_ denotes- the -%:x k unit matrix.

This theorem is. applied to the -following variables, which are listed together with
their dim ensions in a system of units denoted by mass M,-length L, time ,t,-and tempera-
ture T:

Physical Quantity Symbol [M,~ L, tT- dimensions

Temperature T 0, 0, 0, 1)

Boltzmnann' s constant k D1, 2, --2, .---
Planck'Os constant h [ 1, 2, --1-, 0]

Tine rate of degradation (failure) R [0, 0,1 -1I, 0]

Activation energy .6 E [1, 2, -2, 0)
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The matrix A of dimensions is given by

0 0 0 1

I z -2 -1

[ 1 zi 0 (1i4 1)
0 0 -1 0

1 z -2 0

It is easily verified that the rank of this matrix is equal to 3. By reordering the columns
to get a nonsingular matrix in the upperleft corner of A, the following matrix is obtained:

0 0 1 . 0

2 -2 -i * 1 [P R

A = -i o [,]-(1.42)
• . . Q Qp. R

0 -1 0 0

2 -2 0 1 J

where the submatrices P, Q, R, and QP'1 R correspond-to the-denoted portions of the
matrixA. Now,-assume that f(T, k, h, R, AE) is dimensionally homogeneous. Buckinghamts
Pi Theorem leads to the conclusion that

f(T, k, h, R, AE) = 0 (1.43)

is-equivalent to
f(l, 1, 1, 7Tl, 7T?) = 0 , (1.44)

where

n I = T ell ke_. hel 3 Re1 4 AEe 1 5

and
7r = T e 2 1 ke h e23 Re2 4 AEe2 5 ,

Here, ir and 7rZ are independent, dimensionless quantities having a matrix of exponents
givenE -1y

E = (-Op-l, ij) • (1.45)
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Reference- to the partitioned form of the matrix A shows that

P L : (1.46)

2- -1

The inverse matrix is found to be

P:! (1.47)

L 0 0

so that

-- r II-

2 -Z 01'1-1 1

I 0 0]

or

1 o(1.48)

Thus, the matrix of exponents is given by

E = (QP uI 1z) = [-1 -1 1 1 IJ (1.49)

1 1 -1 0 0 1

and we have

7 = T - k 1 h I R A 0 = Rh/kT (1.50)

and
(1.51)

7r= T - k- i h 0 R0 &E I = AE/kT.

9
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Consequently, f (1, 1, 1, Rhi kt, AE/kT) = 0,

or more simply,

f(Rh/kT, AE/kT) = 0. (1.5Z)

Buckingham's Pi Theoremhas reduced the number-of vaziables from 5 tc 2. If the assump-
tion is made that the preceding equation can be solved explicitly for iq, it follows that

(Rh/kT) = g(AE/kT), (1.53)

or

R = (kT/h)g(6E/kT) . (1.54)

In a typical application of dimensional analysis, the functional form of g would be deter-
-mined by-empirical means. if an exponential decay were found for g, it would follow that

g(AE/kT) = ae - A E N T  (1.55)

s o that

R = a(kT/h) E - %E/kT (1.56)

This equation has the form of Eyring's- rate equation. Thus, it has been shown that, in
contrast to the Arrhenius model, -the Eyring mcdel is responsive to the-approach of
dimensional analysis. This means that the physical quantities involved in the Eyring model
satisfy a necessary condition for the relation tobe "fundamental", rather than "empirical".
This fundamental nature would appear tobe essential-to success in relating the basic mate-
rial-properties of an electronic component part to the "physics of the aging process".

1.5.2.2 A Derivation of the Eyring Model as Applied in
the Theory of Component Failure

It has been found empirically that rates of failure of certain electronic components
can be related to the operating conditions by an equation of the Arrhenius type:

k Ae - E / RT (1.57)

Here, k ts the -reaction rate, A is a constant of proportionality, E is an activation energy,
R is the gas- constant, and T is the absolute temperature. This result is of rather general
character, for it follows as a good approximation to the Eyring reaction-rate equation.( 7 , 8 )
The latter equation will be derived below in a heuristic manner so that some of the
principles that underlie the application will be clearer.
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Before the derivation is given, however, the concepts used in-classical mechaLnics
regarding potential-energy surfaces should be reviewed. If a collection of particles of
some type exists, the instantaneous configuration of the system can be specified by giving
the values of the coordinates of its constituents. Since each configuration has associated
with it a potential energy, a potential energy "contour" or "surface" can be associated
with the entire system of particles. A simple-graphic example of such a contour -is -pro-
vided- by a ball at the surface of the earth. The position of the ball can-be completely
described by specifying its distance from the center of the earth and its position on the
murface. Its potential energy is just that due to gravity. Then, the energy contour of the
ball on the ground is just the actual earth's surface. The tendency of the ball to move
to the lowest neighboring point is an-instance-of the tendency of any system to-progress
to the configuration in which its potential energy is minimized. If the system has N
particles, 3N coordinates must be specified in order to specify the configuration of the
system. The potential-energy surface will involve 3N-1 coordinates in this space. In
order to reduce the mathematical complexity that arises due to the dimensionality of the
coordinate system, in practice the original coordinate system, say (xl, . .. ,xn) is trans-
formed into a new system (x l , . ,xnl'). The x i ' of the transformed system for which
the potential -energy surface is given by _y = f(x I ' , x 2 ', . .,x')-can-be described-as a
superposition of n independent motions in terms of the normal coordinates xlI, x 2 ',.
xili .

Consideration of the previous example can provide further insight. Suppose the
region of the earth's surface is hilly and that the ball. is near the bottom of a shallow
depression on the side of one of these hills. If the ball (i.e., the system) is only displaced
(activated) a small amount from the bottom of the depression (equilibrium), it will merely
roll about within the depression. If it is further displaced (,activated), say by a series of
impulses, it will eventually have enough energy that, if it heads in the correct direction,
it can roll over the lip of the depression and on down the side of the hill. The ball, while
at the bottom of the depression, is said to be in a state of metastable equilibrium, since
it is stable under-small displacements but unstable under sufficiently large ones. It will
be in a state of stable equilibrium only at the bottommost point on the surface.

The application of this notion to a theory of failure rates Is quite direct. Consider
a typical component. -It will, like any other system, have a potential-energy surface
associated with the possible configurations of its constituent particles. Suppose the quality
ccntrol is sufficiently ideal that, when the component is newly manufactured, it is in one
specified configuration. After it has been operating for a period of time, its behavior
alterr, indicating a change in its configuration. Eventually, it ceases to operate satis-
factorily and finally fails. In terms of its position on the potential-energy surface, it
passes from a state of metastable equilibrium when new, to a state of lower energy when
it has failed. The path on the potential-energy surface that is traced out as the component
passes through these configurations will be termed the failure mode. If the various failure
modes that- the components follow do not differ substantially from one-another, then they
can be conceived of as a sort of valley. The component starts out in a local depression in
this energy valley. By means of thermal or other excitations, it eventually gets enough
energy to leave the depression and go to a lower state - that where it is said to have failed.
(It is assumed that the failure is permanent, i.e., the component does not cure itself
spontaneously.) Suppose that, as the component progressee down this valley, its in-
stantaneous states are always at the lowest point of a normal cross section-of the valley.
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Such a path then represents a normal coordinate axis since there is no tendency of the sys-
tem to move to either side, and a single coordinate, 6 suffices to specify-the motion. This
ideal failure mode -is pictured in Figure 1.Z.

CgOod Cthr CfaiI

C" A 51002

FIGURE 1.2. AN IDEAL FAILURE MODE

The potential energies along the failure
mode, E(), are plotted against the
failure-mode coordinate, _. The energy
Eact must be supplied to the component
-before it can pass from the -state of
satisfactory performance, good, to the
state of failure, fail" The threshold of
failure is at thr"

Ordinarily, since failure occurs rather slowly, it is reasonable to-assume that the
system is very nearly in equilibrium at any point. Then the probability distribution for
the position, , and rate, 6, of the component along its failure mode is essentially the
Maxwell-Boltzmann distribution( 9 ):

-E()+ I m* &2 .1 /RT
f(, d) d d = Ne d d (1.58)

where f( , ) is the probability density function, N is a normalization factor, and m* is a
parameter related to the inertia of- the component along the failure mode. The gas con-
stant R is used in (1.58) rather thanthe Boltzmann constant, K, because it is assumed that
the microscopic constituents -have energies obtained by averaging the macroscopic

energies E(e) and - m* j (the kinetic energy) -over all the constituents. It-is assumed
that the entire component can be divided into a number of subcomponents that are small
macroscopically but large microscopically.
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The fraction of these subcomponents within aood and good + dl is obtained by
integrating the expression in (1.58) over all values of t e , with held at agood:

Io -hloaogo

-0 CeO cq~ ~aat adaa NE good) /RT .. m~ZRT

MZ(7IRT) 1/2 -E (agood'/RT d . (1.59)

The fraction of the subcomponents that-reachthe threshold of failure, thr, multiplied
by the mean speed with which-theyfail, is obtained by multiplying (1.58) by a, evaluating at
ithr, and integrating over all positive values of

k; -E(athr)/RT cOQ. -m*! 2 /ZRT 'S f(athr' aciacda = Ne thr ci ae d

0O 0

N /2TE/ E(a)h /RT
- tci e d . (1.60)

The failure rate, k, is given by the ratio of (1.60) to (1.59). Thus,

RT "Eact/RT (1.61)

where the- activation energy, Eact, is the difference between E(ithr) and E(agood). The
expression in (1.61) is the Eyring -reaction-rate formula. Since the exponential function
varies much more rapidly with T than does the linear factor in (1.61), the Arrhenius
formula (1.57), is a very good approximation to (1,61) over small ranges of temperature.

It is predicted by (1.61)-that an increase in the temperature of a component will in-
crease the failure rate. The application of other stresses, such as a high voltage on a
capacitor, is represented through changes in Eact. The -nature of these changes depends
on the manner in which- the stress affects the potential-energy surface, and generally they
need to be determined empirically.

It should be realized that the arguments presentedabove are not fully rigorous, and
(1.61-) should not be expected to have universal validity. However, the arguments do seem
to be sufficiently suggestive of physical cases sothat it can be expected that (1.61) will be
a useful tool, at least as a first approximation, in the correlation of data on failure rates.

1.6 Extensions of the Arrhenius and Eyring Models

Treatment of the Arrhenius and Eyring models in Section 1.5 was concerned
principally with the derivation of the models in terms of chemical rate processes. The
extension of these models to reliability physics requires consideration of how they can be
adapted to specific problems, including application to component-failure data and model
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formulation for simultaneous and sequential aging processes. In the following paragraphs,
these problems are formulated in terms of the Arrhenius and Eyring models.

1.6.1 Application of the Arrhenius Model to Failuret Data

1.6.1.1 Application to Hazard Rates

The most common method for calculating acceleration factors for components having
exponentially distributed failure times is given by:

7] - _ , (.Z

where X' denotes the hazard rate at some high stress level, and X denotes the hazard rate
at a normal (reference) stress level. It is shown below that Equation (1.62) for the ac-
celeration T is obtained through application of the Arrhenius model.

To obtain acceleration factors using the Arrhenius model,

A-B/T
R(T) = e , (1.63)

it is required to obtain a measure, f(Q), linear over time, of the number of components
failing per unit time. For failure data a suitable quality parameter, Q, is the cumulative
proportion failing over time, F(t). Under the assumption of exponentially distributed
failure times, it is seen that

l-F(t) = e" t • (1.64)

Hence, the required transformation f(Q) is seen to be

f(Q) = -in [1-F(t)] = Xt . (1.65)

Thus, from (1.63) and (1.65), it is seen that '

R(T) t = •ABI t = Xt . (1.66)

Now, suppose test times under a normal stress, T, and some increased stress level, T',
are such that the same degradation of quality has occurred; i.e., f(Q) = f I(Q). Then from
Equation (1.66)

(e A - B / T ) t " (eA-B/T') t-1, (1.67)

and solving for t yields

te =• B  ' T) t5  (1.68)
t = - \T T) t
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Defining the acceleration factor - by the relation t = Tt', therefore, yields

-B(I - 1)
= e R(T')/R(T) (1.69)

Finally, from Equations (1.66) and (1.69),

T1 (1.70)

Thus, the ratio of the hazard rates obtained z~t temperature stress levels T and T' is the
appropriate acceleration factor based on the Arrhenius model.

1.6.1.- Application to Weibul1-Distributed Failure Data

In applying the Arrhenius model to data where times to failure are exponentially
distributed, the required function for linear degradation-over time was easily obtained by
algebraic manipulation of the terms in the cumulative distribution function. However, for
more general distributions, this requirement is more difficult to satisfy. In these cases,
it is either necessary to make additionat assumptions or resort to approximations in
order to apply the Arrhenius model. Inthe following, it is seen-that, under Dne additional
assumption, the Arrhenius model can-be applied to Weibull-distributed failure data.

The cumulative Weibull distribution- function-is -given by

FM(t) = l-e (1.71)

Reducing -(1.71) to obtain a linear function over time yields

(-ln l-F(t)] ) 1 48 a 1 t . (1.7Z)

The left side of Equation (1.72) depends on the-parameter A; hence, the- equation cannot be
plotted and the rate a-1/9 obtained, unless A is known and is independent of-the applied
stress.

Under the assumption that the parameterg-of the Weibull distribution is independent
of stress over the range of stress levels involved in testing, the acceleration obtained by
testing at some- increased stress level, T', can be calculated in the same manner as in
Equations (1.65) through-(1.70) of-Section 1.6.1.1. The resultant-formula for-T is

7 = ( /)'ll/ . (1.73)

qT

Downloaded from http://www.everyspec.com



1-23

1.6.2 Extensions of the Eyring Model

1.6.2.1 Simultaneous Occurrence of Eyring Processes

Current knowledge of the physics of the aging process of transistors suggests the
possibility that several aging processes may occur simultaneously in the device. One or
more "surface" processes may occur, with each one having its own partition constant and
activation energy. Similarly, there maybe several "bulk" processes. With this conceptual
framework, the over-all aging process is a composite one made up of various sub-
processes. Much of the work on accelerated tests has involved the assumption that "true
acceleration" has occurred if the points- representing a sequence of stresses "line up"
on the Eyring plot. Because of the importance of this assumption, and the possibility of
the simultaneous occurrence of several aging processes, this subject is considered in
greater detail.

If a component quality parameter degrades according to two Eyring proceE-ses, and
it is assumed that the effects of the processes are independent, then the resultant de-
gradation process will not be an Eyring process. To see this, let

kT -AEl/kT (1.74)

and

kT -AE 2 /kT
Rh(T) (1.75)

denote two Eyring processes acting simultaneously in a device. The constants A 1 and A2
denote the frequency factors of processes 1 and 2, respectively; and AE 1 and AE 2 denote
the activation energies of the respective processes. Then superposition of the two pro-
cesses yields

R = R,(T)+Rz(T)
hlT - taE I/kT kT -AE/k

= A1 hTe + A2 k e 2 /kT (1.76)

Taking logarithms yields

InR = in l _[Ae + A Z e (1.77)

It is clear from Equation (1.77) that a linear relation between In R and i/T does not ob-
tain; hence, the occurrences of two simultaneous Eyring processes does not yield an
,Eyring process (Figure 1.3). Moreover, it follows- as -a simple extension of the above
that the superposition of n Eyring processes will not be an Eyring process.
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R, (T)

I ()\ 4CR1  +R(T) R(T)+R(T

In R(T)

N
/R(T)R(T)

I/T I1T A Mat

a . b.

a. b,

FIGURE 1.3. SUPERPOSITION OF TWO SIMULTANEOUS EYR-INC
DEGRADATION PROCESSES

Some insight can be obtained regarding the data-analysis problem, when more than

one process is taking place simultaneously, by rewriting Equation (1.77) in the form

.kT -eAE I kT r A2 -(LE-AEl)/kTl
RcA 1  - • I e . (1.78)

If the two processes have significantly different activation energies (i.e., AE 2 >>AE 1 ), then
the empirically generated Eyring plot will yield a curve which changes slope readily over

the temperature regionwhere the RI(T) is close to R 2 (T). In this case it is relatively eacy
to construct the two separate processes and to estimate the temperature domain over

which each process is dominant (Figure 1.3a). On the other hand, if-AE 1 and AE 2 are
close in numerical value, it is seen from Equation (1.78) that an empirical plot of R versus
]/T may appear to be approximately linear with in'cercept (Al + A 2 ) and slope (AE I + AE 2 )/Zk
(Figure 1.3b). The magnitude of the difference (AEz - AE 1 ) for which such an erroneous
result may be obtained will depend on the degree of randomness in the experiment. Such
randomness may result from variations in the physical characteristics of the components
under test, variation in experimental control of the test environment, and variations in
parameter measurements due to instrumentation errors. One way of potentially increas-
ing the probability of catching an error of this type is to- extend the temperature range
for which the Eyring plot is generated.

1.7 Summary

The treatment of mathematical models in reliability physics in the preceding para-

graphs has centered on the Arrhenius and Eyring reaction-rate equations. Concentration

has been on these particular models because of their repeated application in several
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sections of this Notebook. It should not be construed that there is a general lack of models
of rate processes. On the contrary, many mathematical mnodels have been reported in the
reliability literature. In fact, a-major problem is to determine the relationships among
existing models in terms of the assumptions from which they are derived and the range
of conditions over which they-are applicable.

In some instances, several particular models can be derived from a single general
model. For example, it is shown in Reference 10 that the Delbruck model for random
failures in semiconductor matt.ials is "derivable" from the expression

S 2 k In D , (1.79)

where S denotes entropy, kis-Boltzmann's constant, and D is a measure of disorder. This
equation arises In statistical physics from the-w, k of Boltzmann and Gibbs. From (1.79),

I1 S1n5- ---
D k

Now, defining a constant W1 by

S = -Wl/kT

and letting D = 8/c where 8 denotes cc.nnonent mean-life, and C denotes a Second constant,
the Delbruck model,

Wi/kT
e = a e (1.80)

is obtained. To obtain the Arrhenius model, it is sufficient to set e- R(T), WIN = B,
and a1 A. Thus, substituting into Equation (1.80) yields the Arrhen ius model

R(T) = Ae . (1.81)

Many models have been developed to fit specific types of aging processes in par-
ticular classes of components. Oxidation processes occurring in thin-film devices are
an excellent example of this cype of modeling. In Reference 11, a failure model for a
thin-film device iU derived, based on the oxidation-rate equation

R = aPb e-E/kT P

where a and -b are constants, P is the pressure, and E is the activation-free energy. On
this basis, it is shown that, if failure occurs when a change in resistance, rf, is realized,
the time to failure is given by

= C r) a •1 P-b E , (l.8Z)
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where C denotes film thickness. Various generalizations of this model are developed,
based on a generalized expression for the rate equation. In Reference 12, a similar
model ic derived through the equation

6n -E/kT0 = 4a' 6 e (1.83)

where Q denotes the rate of diffusion ofa gas through a metal, a is the activation distance,
and 6n/6x is the concentration gradient at a distance x from the metal-air interface.
Further, in Reference 13 an expressionfor rate of resistance change based on an oxidation
process is given as

R (T) x ie - E /RgT (1.84)

where Rg denotes the universal gas constant. Moreover, it is shown that (1.84) can be
formulated as a special case of !he equation

9 = T(a+ Int) , (1.85)

which is a general relationship between time and temperature. This function has been
applied extensively in the field of metallurgy.

A third type of modeling in reliability physics centers on the requirement for analyz-
ing experimental data. In Reference 14, the mathematical properties of various generalized
reliability models are treated in depth. Particular emphasis is placed on two models: A
(1) a simple wear model and (2) the generalized Allen model. The simple wear model is
characterized by the equation

= It (t) = -W [S(t)I (1.86)
dt

where .' (t) denotes rate of dissipation of some attribute p of a device, and W denotes a
wear-rate function that has as its argument the stress function S(t). It is shown that the
Arrhenius function can be expressed as a special case of (1.86) wherein

W (S (t)] = Ae - B S (t) (1.87)

The generalized Allen model can be described interms of the ratio of the hazard function
under a stress environment, erj(t), to the hazard function under a use-stress environment
cPu(t) by

( _ W* [IS (t)]
CP i) w* [su (t0] (1.88)

W is defined according to (1.86), and the mathematical form of q,(t) follows from the assumed
distribution of component failure times. Letting

W* [Si (t)] = [V i (t)] (1.89)
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where Vi(t) denotes applied voltage as a function of time, the power-law function is obtained
that Is commonly employed in capacitor-aging experiments:

_____ = V i ()
yu (t ) I Vul(t)j (1.90)

These brief examples of the kinds of mathematical models currently available in
reliability physics suggest the close interrelationships that exist. The choice of which
model, if any, is applicable inaparticular instance depends on the assumptions associated
with the model, the range of conditions over which the model is valid, and the intended
purpose of the analysis.
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2. Aging and Failure Mechanisms

2.1 Introduction

The increased requirements for long-time, maintenance-free operation and the in-
creased complexity of electronic systems impose severe demands on the reliability of
electronic component parts. In meeting these demands, the reliability of electronic parts
has been improved to the point that the determination of the levels of reliability achieved
has become a major problem.

Conventional mass-testing techniques to determine mean time to failure of statisti-
cally significant sample sizes have become prohibitive with respect to both time and cost.
A rapidly developing electronic technology has brought about the enigmatic situation that
electronic parts are often replaced by improved models before the reliability of the parts
can be determined. In addition, since no implications as to failure mechanisms can -be
made from statistical information on the probability of failure, such reliability information
i. of little value to the improvement of reliability.

Further, mass-testing techniques are particularly suited to the determination of
failure rates that are strongly influenced by random factors. With the improvement of
electronic technology, the random factor in part reliability, which is principally due to
human error and material variability, is steadily diminished. Thus, with continued tech-
nological improvements, part -reliability will become more strongly related to phygical
processes and mechanisms that are common toa given class of devices. In such circum-
stances, it should be possible to predict reliability from the basis of an understanding of
the physical processes that tend to modify the electrical output of the devices.

2.1.1 Definitions of Aging and Failure Processes

Physical processes affecting part reliability may result in the gradual change of
electrical properties, causing the device output to drift out of tolerance, or, upon reaching
a critical level, may result in sudden and complete malfunction. In either case, wear-out
mechanisms maybe expected to have been operative over the entire life of the device, their
observation often depending on whether they directly or indirectly affect the operating
properties of the device. For example, the oxidation of the resistive element of a thin-
film resistor will result in a change of resistance proportional to the oxidation rate, the
value of resistance being affected from the initial operating time. On-the other hand, the
oxidation of the surface of a semiconductor may cause an increase in- surface conductance,
resulting in a conducting path in parallel with that of the bulk. The surface conductance
may not become predominant until after many hours of operation and 1-ntil then would not
be manifest in the operating characteristics of the device. Thus, the early detection and
measurement of the change in surface conduction would require special techniques in-
volving more than the measurement of normal operating characteristics. In addition,
physical processes leading toultimate failure may occur that do not affect electrical prop-
erties until the moment of failure. Such physical processes generally result in mechanical
failure of the device, i.e., the slow formation of the Au-Al-Si eutectic resulting in the
fracture of a silicon device at the lead-semiconductor interface, or the gradual introduc-
tion of strain into a refractory material from repeated temperature excursions or vibra-
tion ultimately resulting in fracture of the materiaL, it is difficult to differentiate between
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these types of catastropic failures and those not related to time-dependent processes, such
as burn-out due to overload or fracture from physical impact.

Z.1.2 Definitions of Failure Terms

Indicator of Failure. The electrical manifestation of device malfunction, such as
the change over time of the output characteristics under conditions of constant input and
constant stress.

Faiiure Mode. The electrical property of the device from which failure is defined,
such as an open or short circuit, or excessiveleakage current,

Failure Mechanism. The basic physical process or change at the atomic or molec-
ular level responsible for the observed failure mode, such as ion adsorption which in-
duces a conductive circuit path in the surface layer of a semiconductor.

2.2 Review of Physical Processes Pertinent to Reliability Physics

A relatively small number of physical processes may account for the majority of
failures from time-dependent phenomena in the general class of solid-state electronic
component parts. In some cases, notably diffusionand chemical reactions, rate equations
have been developed from which the time dependence of the processes may be deduced.
In this subsection, the pertinence of different kinds of physical processes to electronic-
part reliability will le discussed, and, where appropriate, the rate equations associated
with the process will be developed.

2.2.1 Chemical Reactions

2.2.1.1 Oxidation

Oxidation originally was defined as a chemical reaction in which oxygen took part as
a reagent; however, it is also applied to many chemical reactions in which oxygen might
play no part but in which a species of reagent might lose one or more valence electrons.
For instance, in the reaction between sodium metal and chlorine to form sodium chloride,
where a sodium atom giver up one valence electron to a chlorine atom, the sodium may be
considered to have been oxidized.

However, most oxidation reactions of significance for electronic component-part
reliability do involve reactions with either oxygen or water vapor. For instance, surface
oxides on m-tal-film resistors play a part in determining the aging of the resistor.
Similarly, oxides are used as surface passivating aqents in semiconductor devices and as
a dielectric medium in thin-film capacitors.
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2.2.1.1.1 Oxidation of Metals

Since oxidation of metals or alloys usually proceeds with the growth of an insulating
surface film, the primary result of oxidation is a decrease in cr-oss section and a conse-
quent increase in resistance. Resistivity and temperature coefficient of resistance are
not usually affected unless the oxidation is selective or unless a composition gradient
exists through the film thickness.

An important parameter in the surface oxidation of a metal is the ratio of the volume
of oxide produced to the original volume of metal or alloy that has undergone oxidation.
For all metals, including beryllium but excluding the other alkali and alkali earth metals,
this ratio is greater than one. Consequently, the oxide formed will tend to be in a state
of compression. When, however, the ratio is less than one, the oxide formed is porous.
Under these conditions, gaseous oxygen can readily penetrate the pores to the underlying
metal, and passivation is impossible. The oxide then grows at a constant rate with time*.

It is a simple matter to find the volume ratio when only one metal is involved.
However, in the case of alloys, the evaluation of volume ratios it, more difficult. An
approximate value can be calculated from a knowledge of the compo,'ition, and this might
suffice for prediction of the probable time law.

The observation of a linear oxidation rate might indicate that the volume ratio is
less than unity. This is true for alloys with a high content of a noble metal that does not
participate in the oxidation reaction and therefore does not contribute to the increase of
the volume of the metallic phase on oxidation.

A linear relation may also result from the formation of a volatile oxide. Even if
the oxide does not disappear as rapidly as it is formed, the continuous breakup of the
surface layer due to partial vaporization exposes newmetal surfaces for attack by oxygen.
The result is the same as with porous oxide layers in that the reaction takes place at the
metal surface. This is the probable reason for the linear oxidation law found for tungsten
and molybdenum under certain conditions.

When the volume ratio is greater than unity and volatile compounds are absent, a
coherent surface film of oxide grows as a result of oxidation. If, in these layers, a
diffusion process is rate determining, then, providing no aging effects alter the diffusion
constant and the surface area remains constant, one may postulate that the rate of in-
crease of film thickness is inversely proportional to film thickness, as

dx k,
dt - x ('1

where

k= a constant

x = film thickness.

*This discussion assumes an unrestricted air ambient. In encapsulated components, such
as resistive elements of a microcircuit, oxidation r'ates are, of course, controlled by a
limited source of oxygen.
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Integrating, I

x 2 = k 1 t , (2.2)

if x = 0 then t = 0.

This is the frequently encountered parabolic law of oxidation. In practice, it is
often found that an additional constant (not an integration constant) Is necessary to fit
empirical data:

X2 = k I t + k 2  (2.3)

Occasionally, experimental data have been found to agree with a cubic relationship,

x 3 = kt . (2.4)

A logarithmic relationship, as

x= a log (bt + 1) , (2.5)

has also been found to apply in certain cases. The different types of oxidation behavior
are illustrated in Figure 2.1.

Linear
Parabolic
Cubic

Oxide Logarithmic
Thickness

Time A 51004

FIGURE 2.1. TYPES OF SURFACE OXIDATION OF METALS

Parabolic oxidation rates are the most common and so far have proved easiest to
explain theoretically. The constant k, in the parabolic equation depends on temperature
according to the Arrhenius equation:

B
k= Ae T , (2.6)

where B is proportional to the activation energy and can be obtained from the slope of a
log k I versus T -1 plot.
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Lyring's reaction-rate theory, when applied todiffusionprocessea through a growing
oxide film, assumes the presence of a transition state at the top of an energy barrier
between the initial and final states of diffuijion, the transition state being in equilibrium

with the initial states. Two terms are introduced: a term (k Boltzmann'z constant,
h

h = Planck's constant) thatarises from the average velocity of the activated species across
the barrier and a term,

AF
e RT

proportional to the number of activated species as a function of the free-energy barrier
and absolute temperature, where R is the universal gas constant.

Since

AF = AH - TAS , (2.7)

where H = enthalpy and S = entropy, it can be shown that

AS AH
k kT d Z eR eRT(28

where d is the closest cation-cation distance, assuming the diffusion of cations in the sur-
face layer is the rate-determining process. Since the corresponding experimental activa-
tion energy, Q, is related to AH by the relation

Q = AH + RT , (29)

we then obtain

k h2kT d2 exp +AS Qi (2.10)

2.2.1.1.2 Anodic Oxidation

A special type of oxidation often encountered in electronic components is anodic
oxidation. Anodic oxidation is a process whereby a conducting part is made the anode in
an electrolytic cell, and by passing current through the cell, the anode is oxidized as a
result of reactions occurring between the anode and anion current carriers, The oxide
film formed may be either porous or compact, depending both on the nature of the anode
metal and the composition of the electrolyte. If the oxide is porous, its thickness usually
increases indefinitely u-iLh the passage of current. However, in the case of compact
oxides, which are only obtained with aluminum, tantalum, nicbium, titanium, zirconium,
hafnium, and silicon, the oxide quickly assumes a limiting thickness that is a function of
applied voltage, temperature, and anode material. These compact oxides usually have
an amorphous crystal struzture and are good insulators. Recently, anodic oxidation has
been accomplished by striking a glow discharge in oxygen at low pressure instead of using
an electrolyte.(I)
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2.2.1.1.3 Oxidation of Semiconductors

Most of what has been discussed in the oxidation of metals applies equally to semi-
conductors; however, an additional effect arises in the case of semiconductors that is of
no consequence in the case of metals. A semiconductor is usually doped with an impurity
to impart a desired conductivity; in the subsequent growth of an oxide film on the serni-
conductor surface, the concentration of impurity in the oxide film will depend on the
segregation coefficient of the impurity with respect to the semiconductor and its oxide.
Depending on the value of the segregation coefficient, the impurity can either diffuse
preferentially into the oxide or be rejected by the growing oxide film and pile up in the
region of the semiconductor-oxide interface. For instance, aluminum accumulates pref-
erentially in an oxide film growing on silicon, while phosphorus is rejected by the oxide.

2.2.1.2 Reduction

Reduction in its initial narrow sense is defined as the opposite of oxidation. In its
broadest sense, it involves the donation of a valence electron to an atom or ion. For
instance, many metal oxides are reduced to the metal by heating in hydrogen; the hydrogen
is thereby oxidized to water vapor.

Reduction is not so significant a process as oxidation in affecting the reliability of
electronic component parts because of the difficulty of removing such oxidizing agents
as oxygen and water vapor from the gaseous ambient. Encapsulated electronic parts are
often sealed in inert atmospheres of nitrogen or argon, or in a reducing atmosphere of
hydrogen, to minimize the oxidation process. in a hydrogen atmosphere, a reduction
process can, of course, occur. As with oxidation, the rate laws controlling the reduction
process are of the Arrhenius or Eyring type.

2.2.1.3 Corrosion

Another phenomenon in electronic components dependent on the occurrence of a
chemical reaction is corrosion. In almost all instances, the corrosion process requires
the presence of small amounts of moisture. Nearly all metals except the noble metals,
when exposed to a salt-water spray, are eventually corroded and the metal chloride is
formed. Likewise, of the various fluxes usedin soldering, a number are quite corrosive,
especially in humid environments.

A type of corrosion occurring when two different metals are in contact in a humid
environment is known as galvanic corrosion. When a film of water forms at the junction
of the two metals, its appreciable conductivity enables an ordinary galvanic electrolytic
cell to be set up with the higher metal in the eiectrochemical series acting as the anode.
Since there are normally return paths for the currents that flow, electrochemical re-
actions are enabled to proceed with the effect of corroding the anode metal.

Under these circumstances, the rate at which the corrosion proceeds, although
dependent on an activation energy, may be limited by the amount of moisture available
in the ambient.
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2,2.2 Lattice Imperfections

2.2.2.1 Introduction

Models of the crystal structure of solids have played an important role in the de-
velopment of solid-state physics. In these models, crystals are characterized by a
regular spatial array of atoms, ions, or molecules repeated periodically in three dimer.-
sions to form the crystal lattice. The atoms, ions, or molecules situated at each lattice
point are held together by binding forces and are continuously vibrating about their
equilibrium positions.

2.2.2.2 Frenkel Defects

The concept of the periodic crystal lattice led to the successful accounting for many
of the properties of solids, such aa specific heat, X-ray diffraction, and propagation of
sound. Its application to the quantum mechanical description of electronic conduction in
solids was also successful. However, a number of physical propertieu defied description
in terms of the ideal crystal model; for example, diffusion or ionic conduction. It was
necessary to introduce the idea of imperfections or irregularities in the crystal lattice
to explain these effects. This is not unreasonable since the kinetic theory of matter
postulates that atoms or molecules are in some state of motion. This motion is mainly
vibrational or rotational in solids and is dependent on temperature. It is predicted from
statistical mechanics that a fraction of the atoms in the lattice will have values of
energy that can be sufficient to enable the atoms to depart from their correct lattice
positions.

If an atom moves into an adjacent interstitial position not belonging to the crystal
lattice, a vacant lattice site is created, and the combination of vacancy and nearby inter-
stitial atom, first described by Fr(nkel, is termed a Frenkel defect.

2.2.2.3 Schottky Defects

Defects of another type, named after Schottky who first discussed them, are often
encountered in solids when the formation of interstitial atoms is energetically unfavorable.
At the surface, an energetic atom may have insufficient energy to evaporate, but still
may partially break away from its nearest neighbors without leaving the crystal surface.
A vacancy is then formed that may diffuse into the interior of the crystal. Thus, a
Schottky defect consists simply of a vacant lattice site.

2.2.2,4 Impurity Defects

An impurity defect results when a lattice site is occupied by an atom of an element
other than the host element for that site. Apart from either adding or removing additional
charge carriers in semiconductors, substitutional impurities distort the crystal lattice
in their immediate neighborhoods and render the formation of other crystal defects
energetically more favorable.
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.!..5 Color Centers

Color centers are a type of defect found in insulating or semiconducting cryst,'-
They usually appear in ionic crystals ofbinarycompounds if the composition departs fru-
stoichiornetry. The best knownexamples occur inthe alkali halides, which, when heated ,ii
the vapor of the corresponding metal or halogen, acquire a characteristic absorption b..,d
in the visible region of the spectrum. There is evidence that the defects responsible -
known as color centers from their optical effects - consist either of electrons trapped at
the sites of halogen vacancies or of holes trapped at the sites of metal vacancies. These
vacancies are a result of an interaction between the heated halide and the surrounding
vapor. If the vapor is of the alkali metal, halogen vacancies are created in the halide;
conversely, if the vapor is the halogen, metal vacancies are formed in the halide.
Another example of color center formation occurs in the semiconductor zinc oxide which
loses oxygen on heating in vacuo and develops a yellow color associated with electrons
trapped at oxygen vacancies. With other materials, the absorption maximum often is
found in the infrared, and the presence of color centers only affect the electrical prop-
erties without affecting the color. Lead sulfide is an example; heating this in sulfur
vapor induces p-type conductivity, the concentration of holes increasing with increasing
vapor pressure of the sulfur. Conversely, on heating in a vacuum, sulfur is lost and
n-type conductivity eventually results.

22.2.6 Dislocaticons

Dislocations are another type of imperfection found in crystals. The term signifies 4

a particular type of disturbance in the crystallattice due to the relative motion of crystal
regions either during growth or as a consequence of plastic deformation.

Two distinct types of dislocations have been recognized .- linear (or edge) disloca-
tions and screw dislocations. An edge dislocation is a one-dimensional lattice defect
(Figure 2.2). The most highly disturbed region in the slip plane is the center of the dis-
location. The surrounding region, extending to the undisturbed part of the crystal, is
termed the dislocation field. Edge dislocations and the slip vector are mutually per-
pendicular.

Screw dislocations (Figure 2.3), on the other hand, lie in a plane parallel to the slip
vector. Slip, in the direction of the slip vector, occurs over the whole crystal thickness so
that, instead of parallel atomic layers stacked one above the other, there is one continuous
spiralling plane.

Examination of the different possibilities leads to the conclusion that dislocations
must either form a closed circuit inside the crystal or terminate at the surface. They can
then be detected by producing etch figures at their termination on the surface.

A dislocation is characterized by its Burgers vector, which is a measure of the gap
in a complete circuit traversed in undistributed material surrounding the dislocation.
This so-called Burgers circuit is conventionallytraversed according to a right-hand screw
rule. The Burgers vector is usually related to a translation vector of the lattice and
coincides with the slip vector if the dislocation is caused by slip.

Dislocations may move in a crystal, either in the slip plane or at right angles to it.
When a dislocation move, in the slipplane, the slipped region grows and plastic deforma-
tion reeults. When a dislocation moves at right angles to the slip plane, transport of
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matter, i.e., diffusion, occurs. The half-planb of atoms tends to complete itself by the
addition of an interstitial atom or an atom from the next lattice Rite. The incomplete
atomic plane may also shrink by loss of the edge atom to an interstitial site or to a
vacancy, resulting in movement of the dislocation in the opposite direction.

Slip vector vco

A 51005

FIGURE 2.3. CROSS SECTION OF AN FIGURE 2.3. VIEW OF A SCREW
EDGE DISLOCATION DISLOCATION

The dislocation, one
end of which is vis-
ible at A, is parallel
to the line BC.

2.2.2.7 Twin Boundaries

There are two types of twin boundaries: "first order" or coherent twin boundaries
and "higher order" or incoherent twin boundaries. In a coherent twin boundary, the com-
mon boundary plane is of (Ill) type, and atoms on either side of this boundary bear a
mirror-image relation to each other. No dislocations, or broken or distorted bonds are
required, and the associated energy necessary to create this defect is low - hence, its
relatively frequent occurrence.

A frequent example of a higher-order twin boundary - termed a "second-order
twin join" - is the interface between two grains that bear a nonparallel first-order twin
relation to a third absent grain. The coimmou plane is of (221) type.

2.2.2.8 Stacking Faults

A stacking fault is a disturbance of the regular order in which lattice planes are
stacked upon each other in order to form a given crystalline lattice0 which, in the case
of silicon or germanium, is the diamond structs're. The (111) cryatallographic planee
are stacked in an order that can ba described as ABCABC... corresponding to the different
atomic coordinates in each consecutive layer. If a plane should be missed, as in the case
of ABCABABC, an "i.ntrincic" fault results. Anextra plane, as in ABCABACABC, results

Downloaded from http://www.everyspec.com



2-10

in an "extrinsic" fault. Unlike edge dislocations referred to previously, which are one
dimensional in extent, stacking faults extend in two dimensions. Stacking faults are
bounded by partial dislocations. Partial dislocations have fault vectors that are not
complete lattice vectors, contrary to the situation for normal dislocations. A special
type of partial dislocation, termed a "stair-rod" dislocation, is formed when a fault
bends from one (1 11) plane into another.

2.2.3 Surfaces

A crystal surface can properly be classified as a type of crystalline imperfection,
since it is a boundary at which the regular three-dimensional array of the crystal lattice
is terminated. Those atoms in the surface regions are, therefore, exposed to a somewhat
different environment of neighboring atoms than those in the bulk of the crystal. Conse-
quently, it is not surprising to find that, whereas in the undisturbed crystal lattice of the
bulk of a semiconductor or insulator, values of electron energy between the valence and
the conduction band are not allowed, the disturbance in the lattice at a surface introduces
a numbei of allowed energy levels within the normally forbidden region. Impurity atoms
and lattice vacancies on the surface will also produce additional localized energy levels
in the forbidden zone similar to those produced by the same defects in the bulk of the
crystal. Surface states can be related to different causes. They may result from the
interruption in the periodic potential of the crystal lattice( 2 ), from dangling bonds( 3 ),
from surface atoms, or from a change of crystal structure in the surface layer(4 ).

One might expect that the number of surface levels would be of the same order of
magnitude as the number of atoms classifiable as surface atoms. According to the
degree to which these possible surface levels are occupied, the surface acquires a
trapped surface charge. Consequently, a space-charge region develops beneath the sur-
face. The depth of this space-charge region will vary with crystal resistivity and the
surface-charge density. The charge in the space-charge region must also be equal and
opposite in sign to the charge on the surface.

Figure 2.4 illustrates four possible conditions for an n-type semiconductor as the
charge on the surface is varied from positive to negative:

(a) An n-type accumulation layer is formed as a result of the attraction of
electrons by the trapped surface charge.

(b) The "flat-band" condition corresponds to zero excess charge on the sur-
face and no associated space charge.

(c) A depletion layer results from the repulsion of electrons by the trapped
negative surface charge.

(d) An inversior layer results when, for large negative surface charges, a
sufficient concentration of holes is attracted near to the surface region
to invert the conductivity frrom n to p.

Corresponding diagrams can be drawn for p-type material.
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FIGURE 2.4. EFFECT OF SURFACE CHARGE ON THE ENERGY
BAND OF AN n-TYPE SEMICONDUCTOR

These considerations have so far been applied to atomically clean semiconductor
crystal surfaces in a perfect vacuum. However, a cimilar situation prevails when the
crystal is located in a gaseous atmosphere or is in contact with a crystal of another mate-
rial. Even at pressurea in an ordinary high-vacuum system (10 - 4 to 10-6 torr), a mono-
layer of gases such at water vapor or oxygen will form on an exposed surface at room
temperature in a matter of seconds. We must, therefore, consider the situation when the
semicorductor crystal lattice is joined by a relatively discontinuous transition region to
an alien crystal lattice of oxide, metal, or semiconductor.

In general, at equilibrium, a net flow of charge from one material to the other will
have taken place. This results from the materials having different Fermi lovels with
respect to the standard zero point energy. In the material with the higher Fermi energy,
a net loss of electrons occurs until its Fermi level becomes equal to that of the other
material. The energy required to remove an electron from the Fermi level to a point of
zero electrical potential is referred to as the work function of the material. This concept
is usually encountered in connection with the thermionic emission properties of metals;
it is well known that the work function can be changed by contamination of the surface,
and advantage is taken of this fact when evaporating a monolayer of cesium metal on
tungsten to reduce its work function.

Downloaded from http://www.everyspec.com



2-12

The influence of the relative work functions on the energy bands at the interface
between a inetal and semiconductor is shown in Figure 2.5.,

ET-

. <*sc .

EC

EV

FIGURE 2.5. ENERGY-LEVEL DIAGRAM OF METAL-
SEMICONDUCTOR INTERFACE

Because of the excessive density of conduction electrons in the metal compared
with that in the semiconductor, the exchange of electrons has a negligible effect on the
energy of the Fermi level in the metal. Thus, the Fermi level in the semiconductor as-
sumes the energy of the Fermi level in the metal, and the energies of the conduction and
valence bands are modified by the ionic charge near the interface resulting from the
donation of electrons or holes to the metal.

It will be seen in the first case that the surface region of the semiconductor ac-
quires a positive charge and in the second case, a negative charge. Similar situations
are found when the semiconductor has a coating of oxide.

_________________.- .

_______ -~#in
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Any disturbance in the equilibrium filling of the surface states, as already discussed,
is remQved within microseconds; these states are correspondingly known as fast states.
A second group of utates, termed slow states, has been observed on etched germanium
and silicon surfaces. Their densities are larger than fast states, and associated relaxa-
tion times may var'y from seconds to hours. These slow states seem to disappear when
an oxide film is grown on either silicon or germanium. Their origin is nor well under-
stood.

2.Z.4 Diffusion

The phenomenon of diffusion is a consequence of the kinetic nature of temperature,
as a result of which any localized high concentration of a given species of material in
contact with Pnother tends to reduce the concentration value. Diffusion phenomena are
governe-d by Fick's two laws. The first law states that the rate of flow per unit area per
unit time is proportional to the concentiation gradient and in the opposite direction:

where

J flux

D z diffusion constant

C = concentration.

In cgs units, the diffusion constant has the dimensions of cm 2 sec- 1 .

The above equation is not always valid; the relation between the flux and concentra-
tion gradient may depart from linearity. In that case, in order to use an equation of the
form above, it is usual to regard D not as a- true constant but dependent on concentration.

Fick's second law is readily derived from thefirst by considering the rate at which
the concentration in a small elementary volume subject to a concentration gradient changes
with time:

3 D V 2 C =D ( 6 C + 6 C 2C (. 12)

This assumes an Isotropic diffusion medium. If the medium is not isotropic, one can write

_ZC + 2C + C (2.13)
t aDx y Dz
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Then, after 100 seconde. this particular concentration level has reached a depth of 46P
from-the surface; after 104 seconds, 4 3 0 p. Iron is a very rapid diffuser in silicon.

2.2.4.3 Diffusion Mechanisms

Diffusion of an impurity through a solid may occur as the result of a number of
different, mechanisms. It is important to appreciate that the value oi the diffusion constant
for a given matrix material is dependent on the mechanism of diffusion. The diffusing
atoms may move through the lattice occupying interstitiall sites between-the host-atoms,
or they may replace the host atoms and move through the lattice- by occupying vacant
lattice sites. Diffusion constants are usually much higher for interstitial diffusion than
for substitutional diffusion.

In-certain cases, such as zinc in gallium arsenide, diffusion takes place both-inter-
stitially and substitutionally. The concentration of -interstitial atoms depends on the
concentration of substitutional atoms, and the ratio of interstitial to substitutional dif-
fusion constants is very high. A mathematical model has been developed-for the dual
diffusion mechanism, which is- in excellent agreement with experiment.( 5 ) Figure 2.6
shows the experimental and theoretical diffusion curves of zinc into gallium arsenide
at 1000*C.

1020
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0 25 50 7.5 100 125 150

Depth, /, A 51006

FIGURE 2.6. EXPERIMENTAL AND THEORETICAL VARIATION OF ZINC
CONCENTRATION WITH DISTANCE AT 10O0*C IN GaAs

Also, the diffusion- mechanism will be affected in the crystalline region around dis-
locations in single-crystal solids and around grain boundaries in polycrystalline solids.
This occurs as a consequence of the distortion of the crystal lattice in thene regions,
which, in the case of lattice expansion, will facilitate the passage-of the- di:'fusant ato-m_-
somewhat more readily. Thus, enhanced diffusion along an edge dislocat4 on-can-destroy

the umiformity of a desired diffusion front upon which the correct functioning of many
semiconductor devices depends.
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-Grain-boundary diffusion -occurs more -readilythanlatticediffuior (e.g., the -activa..
tion energies for grain-boundary and lattice diffusion of thoriurn in tungsten(6); for

instance, are 90 ar.d 120 -kcal -per mole, respectively).

Since ato:ns or -ions -can move through-a solid, lattice or along a grain boundary, it
is not difficult to- imagine more rapid migration- along surfaces. Surface diffusion-as -a
phenomenon- -is most frequently- encountered in the condensation-and aggregation of -films
deposited on solid surfaces. Consequently, it plays an important part in determining
whether a thin film will be amorphous, polycrystalline, partially oriented, or fully
oriented (epitaxial).

2.2..5 Ionization

Since -ionization- involves the removal of -one or more valence electrons from an
atom, it requires the availability of- -a certain minimum energy - the ionization energy.
The-temperature at which normal electronic-components operate-correspond- to-kT values
of less than 0.05 electron-volt. Although this energy is sufficient to ionize certain im-
purity atoms in the lattices-of semiconductors, most gases -require at least 1 electron-volt.
Therefore, appreciable thermal ionization: of-the gas ambient in a- semiconductor device,
for instance, would:not be expected to.occur.- However, the necessary energy for-ioniza-
tion can be supplied in other ways, -such- as by-applying a sufficiently high- electric field.
-or by collision with-energetic: nuclear :irradiation. Where-the ionization-rate is tempera- -

-ture. dependent, it is an activated process, with the activation- energy equal-to the-ioniza-
tion energy.

2.3- Review of Failure Modes in- Selected Electronic Parts

2.3.1 Semiconductor Devices

2-.3,1.1 General Aspects of Semiconductor-Device Reliability-

From the inception -of the transistor, semiconductor- devices- have always appeared
inherently capable of much greater -reliability than vacuum- tubes, since there are no
obvious parts to wear out. There- are no-apparent "wear-out" modes in-good-semi-
conductors- properly used. One could conclude: that such, iters would survive until the
equipment becomes -obsolete.- The level of reliabilitythen- would depend on-the-ability to
develop adequate manufacturing controls, screening techniques, and care in application,

Semiconductor devices with- the highest removal rate. from field-use-are~mixer
crystals.(7 ) Field reporting of causes of failure -or removal is limited to broad cate-
gories. A lypical distribution for -field removals i8( 7 ):-

Electric tolerance 25-.per cent

Shorts -10 per cent-

Opens 15 per-cent

-Mechanical -10 per cent

-No- apparent defect 40 per-cent
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The achievement of high reliability in -semi,.ondu, tor devic -s -starts at the dign stage,
involves all rhases- of manufacturing, and reqzi.res o proper application b1 flh user.
Effective quality-control methods in manufacturing include adequate control of naterialA
and processing, proper calibration and- use -of test equipment, and the visie of fiure-
analysis -techniques. Determination of the mechanism of a repetitiou.4 t -i'-e mode
permits correction of the manufacturing process that causes or contributes to-he -failure.
This procedure should elimin~ta the- failure mode and result in-a more reliable device.

Three aspects -of a semiconductor device -play a role in determining its reliability:

(1) Bulk-material properties, e.g., the effect of dislocations, :twin boundaries-
or stacking faults in the starting- material, uniformity of doping level,
presence of strained-material- spurious impurities- etc.

(Z) Surface phenomena

(3) -Defects of-a mechanical or miscellaneous- nature.(8)

The-two latter aspects are illustratedin Tables 2.1(9) and 2.2, Which are intended to- give
a general feeling for the type of problems commonly encountered in -practice. Failure
Modes I and J in Table 2.2 are not due-to-any lack of -reliability in the device, but are a
result of subjecting it to impzoper -bias conditions imposed either through human error
or by faulty equipment.

2.3.1.Z -Review-of Construction of Various Semiconductor Devices

In order to- fully appreciate the modes of failure in semiconductor devices, it is
nec:essary to have some knowledge of the chemical nature and geometrical configuration
of the constituents of the devices. Therefore, a review is given below ofithe - different-types-
of semiconductor devices produced since 1954.

All transistors- in use today are made-from Pilicon or germanium. Gallium arsenide
-transistors have been made but are-not available commercially. Silicon is preferred for
most industrial and military applications, -notably in computer switching. However,
germanium transistors still-have some us einindustrial or military applications, especially
when high-frequency operation ie required or-when design has been frozen.

Transistors may be conveniently classified according -to- the manner of formation
of the emnitter-base and base-collector p-n junctions.- The-junctions can be distinguished
as surface barrier, grown, alloy, -or diffused.-

Z.3.l.1 Surface-Barrier Transistors

The surface-barrier trancistor -consists of a chip of n-type:gerrnanium,<into each
side of which pits have -been- -electrochemically etched. Armetal, usually -indium or
cadmium, i_ then plated into each pit, as -in Figure Z-.7. Etching and plating are se-
quentially accomplished electrochemically by means of jets of electrolyte impinging
_:=nulta-cnouoy n nach- I. .3 the Ch'p, and&are c trdled--by -the -polarity oi-bias- applied-
between the -electrolyte- and the- germanium. The thin-germanium section, -typically 4- t
thick, serves as a -base region, while -the plated dots function- as- emitter and collector.

Downloaded from http://www.everyspec.com



2-19

TABLE 2. 1. FAILURE MODES FROM LIFE-TEST FAILURES
OF MESA TRANSISTORS

External Problem Internal Defect Possible Production Fault

Open, no continuity Lead wire-metal or metal- Poor alloying; ir.proper surface
silicon bonds open cleaning

Wire leads open Electrical overload; work hard-
ening of lead wire under
vibration

Wire off post Poor weld

Die off header Improper cleaning of die or
header; poor header plating

High ICBO or IEBO Surface leakage Contamination on junction; bad
hermetic seal

Low BVCBO or EBEBO Surface breakdown Conducting particles across
junction; -improper junction
cleaning

Bulk leakage Conduction through a flaw in the
Si - usually a crack

Presence of inversion Unknown
layers

C-B or E-B diode Bulk leakage Electrical overload; surface or
shorts internal shorts

High VCE (sat) or Degradation of hFE Migration of metal atoms; change
VBE(sat) in surface state

Increase of emitter or Bad metal surface, poor lead
base resistance attachment
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[Emitter

Base IClector

FIGURE 2.7. STRUCTURE OF SURFACE-BARRIER TRANSISTOR

2.3.1.2.2 Grown-Junction Transistors

Grown-junction transistors are normally in the shape of a bar with the transistor
base in a transverse plane at the center, as in Figure 2.8. The cross section of the bar
varies from 0.2 to 0.5 mm on a side. The bars are cut out of a single-crystal ingot into
which correctly doped regions for emitter, base, and collector have been incorporated
by a number of techniques, such as rate growing, melt back, double doping, and grown
diffusion.

V-- -
Emitter cletl

\Base

FIGURE 2.8. CROSS SECTION OF CRYSTAL BAR AT THE BASE
CONTACT IN A GROWN-JUNCTION TRANSISTOR

Whereas the base widths of grown diffused devices are typically 2 -to 3 i, they might
be 10 to 15y1 for rate-grown, melt-back, and double-doped devices.

The main problem in all grown-junction devices is the contact to the base region;
since the minimum diameter ofa practical contact wire is about 25, there will be overlap
onto emitter and collector regions. To prevent shorting, the composi;-ion of the wire must
be such that p-n junctions are formed between the wire and the emitter and-collector
regions.

2.3.1.2.3 Alloy-Junction Transi3tors

Alloy-junction transistors are made by placing an appropriate mital in contact with
the semiconductor base and heating both to the eutectic tempera:ure of the metal-
semiconductor alloy. A common example is that of indium on n-type germanium, as
shown in Figure 2.9. The combination is heated to 500°C for perhaps I minute, and the
liquid alloy formed contains about 10 per cent germanium. On cooling, the germanium,
highly doped with indium, crysfallizes out as a single- crystal layer. Thus, a junction with
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the original n-type base material results. Some indium diffusion may occur in the solid
beyond the liquid-solid interface, d,.pendin,; on alloying time and temperature. However,
the .istance of diffusion is small in compa::ison with ;.he alloy depth.

Col lector

Base

Emitter A soo

FIGURE 2.9. CONFIGURATTON OF AN ALLOY-JUNCTION TRANSISTOR

Beth ernitter and collector junc'tions are formed in this manner, with the collector
dot usually about twice the sixe of the emitter dot. Aluminum is commonly used to form
an alloy junction with n-tyPe silicon, and antimony is commonly used with both p-type
silicon and p-type germanium.

2.3.1.2.4 Microalloy Transistors

Essentially a variation of the alloy-junction transistor, the microalloy- transistor
is made by formii.g a surface -barrier transistor and then alloying the emitter and collector
dots to about 0.1 depth in the n-germanium base.

2.3.1,..5 Surface-Alloy Transistors

In the iJug.face -alloy transistor, n-type silicon is chemically etched to form locations
for the emitter and collector. Aluminum is then vacuum deposited into the depressions
and alloyed byt appropriate heating.

Z.3.1.2.6 Diffused-Junction Transistors

Graded junctions, which have better high-frequency characteristics than step junc-
tions, can. be obtained by the diffusion of selected impurity atoms into a semiconductor
wafer. These impurities are introduced at the surface of the wafer, either from the vapor
phase cr from a solid containing the diffusant. Elevated temperatures and long diffusion
times are needed.

In germaniim, usua'l donor impurities are arsenic or antimony; acceptor diffuflants
are commonly gallium or indium. Donors diffuse more rapidly than acceptors in german-
ium. For silicon, the reverse is true; acceptors diffuse more rapidly than donors. Usual
donors in silicon are phosphorus or antimony; acceptor impurities are boron or aluminum.

The substrate is normally the collector. The base is formed by diffusion of an
appropriate impurity, and the emitter can then be formed by alloying. Alternatively, the
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emitter and base can be formed in one step by taking advantage• of the different diffusion
rates of donors and acneptors.

2.3.1.2.7 Double-Diffused Transistors

In these devices, a base is formed by diffusion into a collector substrate. Then the
device is masked with oxide to reveal only the desired emitter region, and-a second dif-
fusion step is performed to form the emitter. However, while this process is relatively
easy to carry out with silicon, since it has a stable oxide useful for masking against in-
diffusing impurities, it is not used on germanium devices since germanium lacks such
an oxide.

2.3.1.2.8 Triple-Diffused Planar Transistors

Triple-diffused transistors were designed to reduce collector series resistance and
yet maintain high base-collector breakdown voltages. As the name implies, there are
three different steps. First, the substrate is diffused so that the surface is degenerate,
and a concentration gradient is set up inside the chip. Next, the degenerate region is
lapped off from one side, and emitter and base junctions are diffused into the lapped sur-
face, as shown in Figure 2.10.

Base
Collector Emitter

Lapped
N rsurface

FIGURE 2.10. STRUCTURE OF A TRIPLE-DIFFUSED TRANSISTOR

2.3.1.2.9 Alloy-Diffused Transistors

Alloy-diffused transistors are formed by alloying a pellet of aluminum containing
I per cent antimony and Z per cent gallium into either n-type germanium or p-type silicon.
The high-temperature portion of the process is maintained long enough to allow the faster-
diffusing impurity to diffuse into the collector and form the base region. To permit contact
to the base region, a thin surface layer must be diffused into it.

2.3.1.2.10 Drift and Microalloy-Diffused Transistors

The drift transiator and microalloy-diffused transistor are made by first diffusing
from the emitte-r ide of the chip, thus grading the bulkmatcrial, The emitter and collector
are,then formed by conventional alloying techniques, forming a p-n-i-p device. The im-
purity gradient across the base regionresults ina built-in electric field, which assists the
transport of charge carriers across the base. A
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2.3.1.2.11 Mesa Transistors

In the development of high-frequency and switching transistors, the time constant,
RBCC, must be as small as possible. RB is the base lead resittance. It can-be kept
smail by control of the impurity level and concentration gradient in the base region.
CC is the capacitance of the collector-base junction and can be reduced by reducing the
junction area. This is done in the mr -%a transistor by etching away the corners of a
completed double-diffused or diffused-allo/ transistor chip to form a mesa structure,
as shown in Figure 2.11.

Emitter

- Base

0 eCol 
lector

FIGURE 2,11. STRUCTURE OF MESA TRANSISTOR

2.3.l-.2.12 Planar Transistors

l fabricating a planar transistor (see Figure 2.12), the silicon in first c-oated with
a silicon dioxide film by high-temperature oxidation. Using- photolithographic techniques
for masking, windows are etched in the oxide by hydrofluoric acid. Boron and phosphorus
are diffused through the windows- to form the base and emitter junctions. Contact to the
base and emitter regions is made with vacuum-evaporated aluminum. Since the inter-
section of the junctions with the surface occurs under -the protective oxide coating, surface
leakage currents are kept to very small values. Also, small values of collector-base
junction capacitance for high-frequency performance are readily obtained by this technique.

Emitter Base-

Collector

A 51010

FIGURE 2.12. PLANAR TRANSISTOR SHOWING OXIDE PASSIVATION
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2.3.1.2.13 Epitaxial Transistors

If the collector junction is to have a high breakdown voltage, the collector must be r t'
high-resistivity material. However, this causes the collector series resistance to b-.
undesirably high. This problem was solved in epitaxial transistors by starting with a
low-resistivity substrate and depositing a thin film of high-resistivity material onto the
substrate by chemical vapor deposition. The deposited film is epitaxial, that is, it is
single crystal and adopts the crystal orientation of the underlying substrate. Base and
emitter regions are then diffused sequentially into the epitaxial layer by means of planar
or mesa techniques. The triple-diffusion technique is an alternative method for reducing
collector series resistance.

2.3.1.2.14 Unijunction Transistors

The unijunction transi.stor, also known as the double-base diode, is made from a
single n-type semiconductor bar, usually silicon, with ohmic contacts to each end forming
the two bases (see Figure 2.13). The emitter is formed by a single alloyed junction on
one aide of the semiconductor bar at some point along it. Current flowing from one base
contact to the other induces a potential drop along the bar. The emitter junction may be
either forward or reverse biased, depending on the relative emitter potential with respect
to the potential of the bar in the region of the alloy.

Emitter

Base I . Base 2

FIGURE Z.13. UNIJUNCTION.TRANSISTOR STRUCTURE

2.3.1.2.15 Field-Effect Transistors

The field-effect or unipolar transistor depends for its operation upon the modulation
of the conductivity of a narrow channel by the depletion layers of two reverse-biased p-n
junctions (see Figure 2.14). The width of the depletion layers is controlled by applying a
bias to the junctions. Since the source-to-drain current does not flow in the depletion
layers, the cross section of the channel available to mobile charge carriers can be greatly
varied by biasing the p-n junctions. The channel can, in fact, be completely "pincbed off"i
by application of sufficient bias so that the two depletion layers meet. The channels can be
prepared either by alloying or by diffusion techniques.

Gate

Source 4: Drain

GUte A 5:011

FIGURE 2A4. FIE LD-EFFECT- TRANSISTOR STRUCTURE
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In the MOS (mztal-oxide-semiconductor) device, channel modulation is effected from
one side only by the bound charge of a charged dielectric film of thermally grown silicon
dioxide, on the outer surface of which the gate electrode has been evaporated. This type
of operation is described as a depletion mode of operation, since the application of bias
server to widen the depth of the depletion layer in the channel.

Another MOS device has been described that operates in what is termed an enhance-
ment mode. In this case, source and drain are not connected by a channel whon the gate
bias is zero. Considering n-type source anddrain regions in p-type material, interposed
between these regions is the gate electrode on the surface oxide, as already described for
the depletion-mode MOS. By applying positive bias to the gate, an n-inversion channel
can be generated in the surface of the p-region; the gate is designed to overlap source
and drain areas so that the generated channel extends from source to drain. The dimen-
sions of the channel, andhence its resistance, are dependent on the gate bias applied. This
mode of operation is referred to as the enhancement mode, since the gate bias serves to
increase the conductance between source and drain rather than to reduce it.

Although enhancement mode devices using n-type material are theoretically pos-
sible, all such devices described to date have been constructed of p-type material.

2.3.1.2.16 Point-Contact Diodes

Historically, the first semiconductor devices, point-contact diodes, are now only
used for microwave mixing purposes. N-type single crystals of both germanium and
silicon are used. The point material may be tungsten, phosphor-bronze, or platinum-
iridium. These diodes cannot withstand high power.

2.3.1.Z.17 Gold-Bonded Diodes

The gold-bonded diode has replaced the point-contact diode in computer logic
circuit applications. In the gold-bonded diode, a preformed whisker of gold is pressed
against an n-type germanium chip and alloyed into the germanium by controlled puises
of current. The gold whisker is doped with 1 per cent gallium. These diodes are used
in fast-switching applications.

2.3.1,Z.18 Alloyed and Diffused Diodes

Practically all the techniques used with transistors alsohave been used with diodes.
Thus, in aLoy-junction diodes, an indium dot may be alloyed with an n-type germanium
die or an aluminum dot with an n-type silicon die. Likewise, there are diffused diodes,
mesa diodes, planar diodes, and epitaxial diodes.

2.3.1.2.19 Tunnel and Backward Diodes

Bloth tunnel and backWarddoe are ha :I lope', two -terminal deN ices. Backxard

diodes are used with tunnel diodes to impart to a circuit the unidirectiondi impedance char-
acteristic that tunnel diodes themselves lack.

-~------ - -- -
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In addition to being heavily doped, tunnel diodes must have an abrupt junction. This
is normally accomplished by alloying. For example, using n+ germanium doped with
gallium, a dot of arsenic-doped lead is alloyed to the germanium to form the tunnel diode.

2.3.1.3 Influence of Crystal Imperfections on
Semiconductor-Device Reliability

The subject of crystal imperfections has been discussed in Section 2.2.2. The im-
plications of these imperfections for semiconductor-device reliability have been studied
in the case of edge dislocations, twin boundaries, and stacking faults. The imperfections
will be discussed in that order,

2.3.1.3.1 Edge Dislocations

An illustration of an edge dislocation in a primitive cubic lattice has been given in
Figure Z.2. Inserted into aninitiaily perfect crystal is an extra half-plane of atoms, which
terminates at the dislocation. Silicon and germanium have the more complicated diamond
structure, and the arrangement of atoms around the dislocation line has not been decided
beyond doubt.

Since it is possible to obtain silicon crystals that are free of dislocations( 9 ) , it might
appear that, for highly reliable devices, one should work exclusively with such material.
Unfortunately, -improved device parameters have not resulted fromusing dislocation-free
,tarting material, since the processes of diffusion(l 0 ,I I ) and- oxidation( 1 2 ) introduce
dislecations into the crystal. However, it has been- found that the direct electrical effects
of dislocations on device properties are surprisingly weak. Indirect effects, however, may
be appreciable.

Although relatively high concentrations of diffusing impurities are necessary to cause
"diffusion-induced" dislocations, such concentrations are commonly used in the production
of semiconductor devices. Other processes, such as alloying, thermocompr'ession bonding,
and- scribing, can also introduce damage and dislocations into tht crystal lattice.

The fact that edge dislocations have negligible direct electrical effects has been
noted from the properties of p-n junctions containing a small-angle grain boundary that
tr.&verses the junction region.( 1 3 , 14 ) A snall-angle grain boundary consists of a regular
array of very closely spaced edge dislocations. No significant differences were found
between junction characteristics of diodes containing grain boundaries and others from
the same wafer. However, it has been established that dislocations reduce the lifetime
of minority carriers.( 1 3 )

Edge dislocations attract impurity atoms and surround themselves with a concentra-
tion of these impurities. This results from the regions of dilatation and compression caused
by the dislocation in its immediate neighborhood. Atoms larger than silicon then tend to
concentrate in the regions of dilation, while smaller atoms are more easily accommodated
in regions of compression. Impurity atoms also diffuse faster along edge dislocations than
through an undisturbed lattice.(14,15) Consequently, a small-angle grain boundary will
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destroy the uniform front so often desired in diffusion proceeses. An example is shown
Figure 2.15. In devices with narrow base regions, this could result in collector-to-
emitter shorts if the "spike" extended through the base region.

iffusion
f ront

1011 - --- ____ I
100 A 51,012

FIGURE Z.15. DIFFUSION ENHANCEMENT BY THE DISLOCATIONS OF A
SMALL-ANGLE GRAIN BOUNDARY

The beveled and otained section shows a spike in the
diffusion-front profile.( 2 0 )

In principle, isolated dislocations should have similar but much less pronounced
effects- than those in the -dislocations at the grain boundary. However, even slight non-
uniformity in doping can have serious consequences, especially in high-frequency units
with base widths less- than 1[t. Such nonuniformities in the impurity-c.oncentration profile
can lead to local concentrations of current through the base, resulting in "hot spots" that
limit transistor -operation.(G6 )

Apart from causing nonuniform concentration profiles, there is another serious
consequence of impurity buildup around dislocations. Contaminants, especially heavy
metals, are frequently present in semiconductors. So long as these are present in solid
solution, they are comparatively innocuous. -However, dislocations provide nuclei upon
which the dissolved metals may precipitate. Should metal precipitates form in a p-n
junction, the effect is immediately obvious.(14,1 7 ,1 8 ) The reverse current is increased,
perhaps to the point where the device is useless. The breakdown characteristic also
becomes soft.

Twin boundaries also provide favorable nucleation sites for precipitates and have
been shown to be responsible for soft p-n junction characteristics.( 1 4 ,1 9 ) Thus, the
precipitation of dissolved impurities at crystal defects can lead to fa.ilure of initially
good devices. Operating temperatures are always -below those required for appreciable
diffusion of standard donor or acceptor impurities, but fast-diffusing interstitial metals
can migrate freely enough, especially along dislocations, to result in harmful concentra-
tion of precipitates during the device's lifetime. Precise numerical data on diffusion
constants for these metals are lacking.

There is evidence that the concentration of dissolved oxygen can build up around a
dialocation, giving r-#: to photovoltaic -c-t (14,20) Fhange in ..aiy an 'mAgnt
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of the photoresponse indicate that the electrical nature of different boundar)- dislocations
is variable. These effects parallel those found in crucible-grown silicon(2 2 ,2 3 ,2 4 ), which
contained up to 1018 atoms of oxygen/cm 3 . The oxygen existed as dissolved SiO4 + com-
plexes or as precipitated SiO2 aggregates.

Thus, a dislocation must be considered in combination with its local impurity en-
vironment in determining its over-all influence on device properties.

2.3.1.3.2 Twin Boundaries

Coherent twin boundaries exert no harmful influence where they intersect a p-n
junction.(1 4 ,19) However, "softness' in junction zharacteristics due to precipitation
of metallic impurities has resulted where an incoherent twin boundary intersected F
junction. Such devices can be made hard by gettering with "glassy" oxide layers( 1 7 )
when this softness is due to metallic precipitation.

No evidence of-diffusion enhancement along (221) twin boundaries has been found.( 1 4 , 1 9 )

2.3.1.3.3 Stacking Faults in Epitaxial Layers

A specific type of lattice defect frequently observed in epitaxial silicon is the stack-
ing fault. This defect is not commonly found in crysta-v grown from the melt.

A,

The geometry of fault structures depends on the orientation of the substrate. On
a (111) plane, the faults grow as tetrahedra with the apex at the substrate-film interface.
Consequently, with increase in film thickness, this tetrahedron grows in size, a fact that
has been used in determining film thickness.(14, 2 5 ) The intersection of film surface and
tetrahedron results in triangular figures. Ribbonlike figures are sometimes observed,
and are considered-to be stacking faults bounded by dislocations.

The total lattice mismatch at a stacking fault is similar to that of a coherent twin
boundary. Since very little deleterious influence is found for these boundaries, it is to
be expected that similar results hold for' the stacking-fault planes. No enhancement of
diffusion nor any detrimental effects in p-n junctions associated with stacking faults have
been observed.(14 ,2 6 ,2 7 ,28)

The effects of the associated stair-rod dislocations on p-n junction properties are
expected to be more pronounced. It has been observed( 2 6 , 2 7 , 2 8 ) that, on application of
reverse bias to a p-n junction grown in an epitaxial layer, preferential microplasma
breakdown occurs at the corners of the triangles, i.e., at the stair-rod dislocations. This
breakdov.n can be pinpointed because of the emission of visible light associated with
microplasma conduction. However, the effect is not observed on all stair-rods, indicating
that the dislocation alone does not cause the effect but that something else must be nec-
essary, i.e., some precipitated species. P-n junctions fabricated in faulted epitaxial
material often have soft reverse I-V characteristics. This constitutes a serious failure
mechanism and has been correlated with the presence of preferential microplasma break-
down at the stair-rod dislocations.(1 4 ,26,27,28)
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2.3.1.3.4 Bulk Diffusion of Impurities

The diffusion constants of the normally used dopants in semiconductor devices are
such that appreciable diffusion would not take place to -,y measurable extent at normal
operating temperatures in the course of a century. However, it has already been described
how certain metallic impurities can diffuse at appreciable rates to the regions around dis-
locations and perhaps eventually precipitate there.

A type of degradation which has been foundin surface barrier transirsos, has been
attributed to normal solid state diffusion.( 2 9 ) Infreshly prepared devices, the junction is
abrupt and, consequently, the junction capacitance varies with bias as (V - VD)-I/2, where
VD is the built-in potential difference. On aging, the C-V characteristics will assume a
form C a (V - VD)'n, where 1/2 > n> 1/3 and n slowly approaches the value 1/3, the
expected value for a linear-graded junction. In addit.on to causing changes in junction
capacitance, the diffusion of metal impurities through the metal-semiconductor interface
physically shifts the position of the junction (defined as the plne at which net ionized
impurity concentration is zero) from its original position at the interface into the body
of the semiconductor, resulting in a decrease in "punch-through" voltage. ±- was tentatively
concluded that the impurity was indium from the plated collector electrode. The diffusion
constant was measured as 10-17 cm2 /sec at 100"C and 10-21 cm 2 /sec at 30*C.

2.3.1.3.5 Thermal Effects in High-Power Transistors
and Diodes

4When semiconductor devices dissipate appreciable quantities of power, it has been
found that a number of bulk failure mechanisms occur that involve thermal factors. For
instance, when power transistors exceed a certain critical operating temperature, current
density and temperature tend to increase in a localized region of the device. The tempera-
ture of the "hot spot" may be greatly in excess of the value expc-..ted on the basis of uniform
current distribution over the working area of the device. Local alloying or diffusion
phenomena occur, leading to early failure.( 1 4 , 3 0 )

"Hot spots" are also believed to be responsible for the phenomenon known as
"secondary hreakdown", wherein the voltage between the collector and emitter decreases
abruptly from its normal operating level to a much lower value.( 3 1) Defects such as thin
spots in base layers or imperfect alloying to the heat sink are normally responsible for
thermal instability. However, base-collector breakdown was not always observed to
occur at the site of an existing hot spot.( 1 4 , 3 2 , 3 3 ) Possibly, local defects provide high
dense ties of generation-recombination centers that initiate breakdown.

Lack of consistency in hot-spot development has been observed occasionally also;
for instance, one might observe on successive pulses of current that the hot spots develop

in different locations.( 1 4 , 3 2 , 3 3 )

Thermal "runaway" is of more importance in germanium than in silicon, since the

intrineic carrier density is greater in germanium than in silicon. Thermal ranaway is
caused by thermal-gznerated current flowing into the base region from the collector.
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Emitter current is consequently induced the same as if external base current were flowing.
Dependent on circuit configuration, a condition can result in which an increase in junction
temperature, and hence an increase in thermally generated current, results in an increase
in emitter current and power dissipation that is more than sufficient to sustain the rise
in junction temperature. The current then c¢ntinues to increase with increasing junction
temperature until the device is destroyed or the current is limited by an external load.

Problems of hot-spot development have been encountered in high-power four-layer
diodes( 3 4 ,3 5 ), but are minimized by using a large heat sink. A diagram is shown in
Figure 2.16. Junction J3 is shunted as a result of the geometry of the emi:ter grid
structure. Junction J3 is forward biased whenthe device is forward biased, and provides
some emitter current to flow into the p-base region.

Metal

P+ J
NJ

P-

-- - - - - - - - - -

"Metal A51o3

FIGURE 2.16. STRUCTURE OF FOUR-LAYER, HIGH-POWER DIODE
WITH GRID EMITTER STRUCTURE

Failure as a result of nonuniform turn-on can occur when the diode is pulsed.
Failure of the diode occurs when turn-on initiates at a local spot and does not spread
over the device area before the current" pulse bui/ds up. Localized turn-on may be
caused by:

(1) Local structural defects that lead to breakdown of the second junction, J2 ,
below the designated switching voltage

(2) An imperfection that has resulted in a nonuniform diffusion front, similar
to athinbase spot inpower transistors, thus causing a localized high cur-
rent gain.

Failure occurs as the local temperature reaches that at which silicon-contact metal
alloy melts, short-circuiting the device. This failure mode is minimized by the use of a
grid structure for the emitter and by appropriate triggering of the current pulse,
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Thermal fatigue, leading to the formation of microcracks in the silicon, was four:d
to result from the thermal strains generated and relieved due to the repeated passage of
current through the device; the strains were dependent on the amount of mismatch of
coefficients of expansion of the silicon and the contacting material. In some cases, the
expansion-contraction sequence produced audible clicks. However, this failure mode
could be almost completely avoided by the use of gold-germanium eutectic for soldering
to the silicon.

2.3.1.3.6 Recombination Radiation as a Cause of Failure

Studies of gallium a rsenide tunnel diodes show that early failure is induced by biasing
above t)'e valley voltage,( 3 6 - 4 4) Investigation of the phenomenon has led to the conclusion
that the piime failure mechanism is one whereby crystal defects are formed by the re-
moval of host and/or impurity atoms from normal lattice sites. This process is entirely
dependent on whether the device is operating above the recombination radiation threshold,
which suggests that the photons produced by recombination are a causative factor in the
failure mechanism( 3 5 , 3 6 , 3 9 ,4 1,42), at least in gallium arsenide. The rate of deterioration
increases with the output of recombination radiation.

The temperature of the device is only important in a minor way in that the threshold
voltage increases with temperature. Thus, one :ould operate a device at a constant cur-
rent just above the threshold voltage. On raising the temperature, with the current held
constant, degradation ceases as soon as the applied voltage falls below the threshold value.
The failure manifests itself by an increase of valley current and a decrease in junction
capacitance.

The situation in regard to indirect band-gap semiconductors, such as gallium
antimonide, silicon, or germanium, is not yet clear. Certainly, tunnel diodes in these
materials degrade at rates many orders of magnitude less than those in gallium ar-
senide.( 3 6 , 3 7,42, 4 3 )

2.3.1.4 The Influence of Surface Effects on Semiconductor-
Device Reliability

The effects of water vapor and other surface contamination on the properties of
semiconductor devices are now well documented, if not thoroughly understood. There are
a number of possible surface effects; one is a straightforward effect in whNiL' &-layer of
contaminant is sufficiently conducting to provide a current leakage path acruss a reverse-
biased p-n junction. Alternatively, moisture or oxygen in the ambient or surface con-
taminants can induce changes in the electrical properties of the surface. These changes
may correspond to a change in the resistivity of the material or even inversion to a
conductivity of the opposite type. If these changes take place at the intersection of a p-n
junction with the surface, the net effect is to alter the shape of the junction at the surface,
which may result in increased leakage currents and junction capacity. Jn extreme rases,
the base of a transistor structure maybe ta jw-i by an inversion layer, thereby providing
a junctionless current path from emitter to collector.

When these effects were first encountered in germanium devices, surfaces were
stabilized by using varnishes, silicone rubber or grease, etc., as well as special cleanup
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etches. This was the case with silicon also until advantage was taken of the thermally
grown oxide to passivate the surface. Although surface pasaivation considerably im-
proved reverse loakage current, water vapor and contaminants on the outer surface of
the passivating oxide btill influence device parameters.

While absence of chemical contaminants depends upon careful handling in processing,
the exclusion of mnointure requires, in addition, adequate hermetic sealing of the device
container. Although the initial moisture content of the ambient gas might be acceptably
low, it is possible, especially when the unit is operated at elevated temperatures, for
sufficient moisture to be genertted by outgassing from the inner canister surfaces to
cause deterioration of device characteristics. Therefore, special moisture getters,
usually of Vycor, are often Incorporated into the enclosure to maintain a low moisture
level.

Furthermore, at the extremely low temperatures normally required in military
specifications, the internal dew point of the ambient inside the can may be reached. The
saturation vapor pressure of ice at -55*C is 21 x 10- 3 millibars; the pressure of the
ambient may be 840 millibars. Hence, for moisture concentrations in excess of 25 ppm,
the internal dew point will be reached, with undesirable effects on device performance.
Gettering should enable concentrations below 1 to 2 ppm to be obtained.

There has been considerable study recently( 3 4 , 4 5 - 5 4 ) concerning the effects of
charged contaminant species under the influence of the fringing electric fields associated
with a reverse-biated p-n junction. The accumulation of surface charge and the fringing
field induce an opposite charge in the silicon surface, thereby causing resistivity changes
and, in extreme cases, inversion in the surface layer of silicon.

Perhaps the best-known example involving the deleterious effects of accumulated
surface charge was that of Telstar I where, in the space-radiation environment, failure
of certain silicon transistors resulted.( 5 5 ) Itwaz quickly established that failure was due
to ionization of the gas in the canister. Under the presence of the fringing electrical
field, the ions were attracted to the edges of the depletion layers. However, contamination
seemed to play a role also in that, when the -effect was sir',,ulated in the laboratory using
gamma rays as an ionizing source, not every transistor was affected. It was postulated
that significant changes in transistor parameters would result only when contaminated
species were present to retain the charges on the surface. In the absence of a radiation
environment, charge accumulation has still been observed under simultaneous application
of elevated temperature and applied reverse bias across the p-n Junction.

The net result of the accelerated aging of planar devices is an increase in the re-
verse current of the collector base junction.( 5 3 ) This current may not saturate until
voltages not far from avalanche brceakdown are reached. However, the "failed" devices
recover their initially good characteristics, either by opening the can and exposing it
to the atmospheric ambient or by heating it to 200 C for a few minutes. No bias of
course, must be applied.

Positive ions move in -the direction of the fringing field and pile up above the edge
of the junction depletion region. Likewise, the negative charges are piled up above the
opposite boundary of the depletion region. Piled-up pceitive- charge- ora the p-tegion
induce an increased concentration of electrons in the silicon underneath. This silicon,
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originally p-type of some desired acceptor concentration, now has in this surface region
more electrons than before. The result is a decrease in the net effective acceptor con-
centration in the svrface region (Figure 2.17). In the extreme case, if sufficient positive
ions have piled up to induce more electrons in the underlying silicon than the original
number of acceptor atoms, the region becomes n-type. Similar considerations apply
in the case of negative charges piled up over the n-region depletion-layer interface.

.* Si02

N-type P-type
inversion layer inversion layer

I I
P N

I I

Depletion A51014
layer

FIGURE 2.17. SURFACE-CHARGE SEPARATION ON A PASSIVATING
LAYER UNDER THE INFLUENCE OF THE FRINGING
FIELD OF A P-N JUNCTION

The parameters affected by these surface charges are leakage current, surface
recombination velocity, beta, capacitance, and breakdown voltage, These effects are
reversible. The ions may be either redistributed or driven away by heating the affected
devices in the absence of an applied reverse bias. It has been calculated that 10-7
monolayer coverage of the passivating layer by ions is sufficient to invert I ohm-cm
n-type silicon to a depth of 100 1.(47)

Since the moisture content of the ambient atmosphere increases the mobility of the
ions on the surface, processing procedures that result in a minimum of moisture inside
the can should produce devices most resistant to this effect.

Apart from the presence of surface- contamination, the presence of an oxide on
silicon tends to induce an n-type charge under the surface.( 5 6 , 5 7 ) Thus, there is a
tendency for inversion layers -to exist on very-high-resistivity p-type surfaces that have
been oxidized. The silicon dioxide aids the formation of inversion layers on p-type sur-

faces and tends to inhibit the formation of inversion layers on n-type surfaces.

Silicon dioxide passivating layers are apparently not-the homogeneous, amorphous
layers they were formerly considered to be. There are grounds for believing that they

poseeis a built-in space charge associated with oxygen vacancies and that a serniccnduct-

ing layer exists at about 1000 A from the silicon-silicon oxide interface.(
4 91 It has also been

demonstrated by deliberate contamination that sodium and- lithium ions will migrate

through the oxide under the influence of fringing electric fields at p-n junctions.( 5 8 )
Sodium piles up at the silicon oxide interface, while the lithium diffuses further into the
silicon. The diffusion of sodium or lithium through the oxide can be prevented by con-

verting the outer layer of the oxide into a phosphorus-rich glass.( 5 9 )

... ..... .
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A similar effect was found when other glasses were used to passivate p-n junc-
tions.( 6 0 ) Only in the instance where alkalifree glasses were used was channeling avoided.
In the case of planar devices, it was found that contaminant effects could be eliminated by
rinsing the device in a polar solvent, such as a mineral acid( 5 2 ). Nonpolar solvents such
as xylene or acetone were ineffective. The contamination was suspected in certain cases
to be compounds of phosphorus released from the electroless nickel or gold plate on the
cap or header.( 5 2 )

Another successful method( 5 3) of avoiding surface effects with planar transistors
was:

(1) Rinse in nitric acid (hot, then cold with ultrasonic agitation)

(2) Rinse in deionized water (hot, then cold with ultrasonic rinse)

(3) Bake in a dustfree dry ambient.

This procedure was repeated:

(1) Before aluminum evaporation

(2) Before wafer scribing

(3) After die bonding

(4) After-wire bonding.

It seems safe to say that surface contamination remains the major limitation on semi-
conductor reliability today.

2.3.1.5 Mechanical Defects

The majority of the device defects that come-under the heading of mechaxical defects
really belong to the area of production control and need only brief descriptions. These
are given below.

2.3.1.5.1 Presence of Fo,-ein Particles Inside
the Container

Approximately 60 per cent of all transistor and diode designs have suffered from
loose, internal, metallic-particle problems( 6 1). These may result from weld or solder
splatter, -peeling of plated coatings, tool damage, or use of gold epoxy. If the particles
are conductive and are attracted by the fields across a p-n junction, they increase the
leakage current of the junction, sometimes catastrophically.
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2.3.1.5.2 Container Imperfections

These comprise leaking weld seams and leaking metal-to-glass seals around the
terminal; moisture from the outside air can enter through these openings and change de-
vice characteristics. Det'ergent and similar "bombing" techniques for gross leak detec-
tion have bccr gentra~ly ineffective, frequently leading to latent failure.( 7 ) There -have
been instances also of poorly insulating terminals contributing can leahage currents to
p-n junction leakafg currents.

2.3.1.5.3 Imperfect Wire-Lead Bonds

Assuming that an open circuit does not immediately result, imperfect wire-lead
bonds can contribute a large series resistance to the emitter, base, or collector terminals
of a transistor. Approximately 50 per cent of all assembly failures and 30 per cent of
all component failures have- been due to interconnection or bonding difficulties.( 6 1)

Z.3.1.5.4 Imperfect Bonding of Die

The die is usually bonded to the header, either by soldering or by forming a eutectic
at the interface between a gold-plated header and the silicon chip. If the surfaces to be
joined are -not sufficiently clean, then voids may result between the die and the header.
Good electrical and mechanical contact-may still result. However, voids are particularly
undesirable when high power must be dissipated- by the device and reliance is placed on
a heat sink to prevent overheating. The presence of voids at the die-header interface
interrupts heat flow and leads to hot spots in the die, often with catastrophic results.

2.3.1.5.5 "Purple Plague"

This descriptive term refers to a contact problem that develops between gold wire
leads and aluminum metallization. It is now established( 6 Z,6 3 ) that this involves the
growth of a brown or dark alloy of gold, aluminum, and silicon, referred to as the "black
death", which -is quite brittle, and hence mechanically weak, and which increases the
electrical resistance of the leads. The term "purple plague" arose because the inter-
metallic compound AuAI Z is purple. In apparently successful attempts to solve the
problem of the "black death" alloy by using aluminum wires, it was observed that purple
AuAl 2 developed where the aluminum wires were bonded to the gold-plated Kovar
terminals, but nevertheless without any objectionable effects. The bond remained
mechanically strong, and no significant increase in electrical contact resistance resulted.

The growth rate, both of "purple plague" and "black death", is only appreciable
at temperatures above 100-C.

2.3.1.5.6 Tool Damage

it has- been observed, especially in semiconductor functional blocks, that tool damage
frequently occurs as a result of operator handling.( 6 4 ) The usual aympton is a scratch
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across an evaporated interconnection, leading to a complete break in severe cases. This
break may only develop after some time in operation, probably due to development of a
hot spot.

2.3.2 Failure Mechanisms at Conductor-insulator Interfaces

An electronic component often contains different materials in contact, such as the
dielectric and electrodes in a capacitor where the change in composition at the interface
is abrupt. Since the component was designed on this basis, any change in the situation is
usually detrimental. An abrupt junction between two dissimilar materials is often
thermodynamically unstable. The proper provocation, such as elevated temperatures or
high electric fields, can serve as the activating mechanism for relief of the metastable
state. This can result in interdiffusion of the two materials or chemical reactions between
them. in particular, if the Insulator is chemically reduced to a more conducting composi-
tion, its dielectric properties are degraded and failure results.

Examples of systems important to microelectronic application8 are:

(1) Ta-Ta2 O5

(2) Si-SiOZ

(3) Metal-SiO

(4) Metal-aluminum silicate and borosilicate glasses deposited by
chemical vapor deposition.

It has been pointed out that, at temperatures high enough for the dielectric to have
sufficient conductivity, a metal-dielectric-metal sandwich may function as a galvanic cell
and therefore develop an internal EMF.( 6 5 ) Chemical reactions occurring at the inter-
faces supply the necessary energy. However, further consideration of this phenomenon
will be excluded, as it is considered unlikely that comporents will be stressed at suf-
ficiently high temperatures for this to happen in situations oi interest here.

A usual feature of all thin-film capacitor behavior is the presence of flicker in the
d-c leakage-current values. This is observed particularly in anodic oxide films but is
also evident to some extent in other thin-film dielectrics. It appears that the momentary
high value of leakage current corresponds to instantaneous bre'dkdown of a submicro-
scopic area, but normally the breakdown is self-healing in either one of two ways, at least
if the energy available for disaipation is limited by a reeistor in series with the capacitor.
The first self-healing process to be considered occurs in solid- or liquid-electrolytic
capacitors. During the current surge, oxygen ions flow into the breakdown site either from
the liquid electrolyte or from the semiconducting manganese dioxide coating in solid
electrolytic capacitors. This cxygen ion current oxidizes the underlying anode, and the
resulting growth of oxide heals the breakdown. However, this type! of healing is not pos-
sible where the cathode is nonoxidizing in nature, e.g., metallic. Then, if this is a very
thin metal film, the current flowing through the breakdown site can be sufficient to
vaporize locally the electrode and thus electrically isolate the breakdown site, resulting
in apparent healing. However, adecrease in capacitance results as a consequence of a de-
crease in electrode area. This phenomenon on thin-film capacitors manifests itself by
occasional transient sparking over the surface of the counterelectrode.
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It seems evident that, at the site of a local imperfection in a thin insulating film,
increased leakage current would occur. In the aging of a thin-film dielectric, points of
high leakage current might be spontaneously generated, resulting in local heating. Since
conductivity in insulators inc .eases with temperature, the current will then tend to in-
crease and the voltage to drop, depending onthe value of a series resistance or the output
impedance of a power supply. If the voltage does not drop eufficiently to terminate the
increase in power dissipation, then local heating is further increased and "thermal
runaway" occurs, resulting usually in catastrophic device failure. It is clear then that,
ir. this situation, values for device reliability have significance only when information
is available on the effective value of the series resistance.

The presence of humidity in the ambient influences the electrical properties of
Ta-TaZO 5 capacitors and AI-Si0 2 capacitnrs. SiO capacitors were affected only in an
increase of breakdown events, but there was no apparent effect on capacity or diss;pa-
tion factor.( 6 6 ) The Ta-Ta2 0 5 system is normally rectifying; but it has been found that,
on baking a tantalum capacitor -at 400°C in vacuo, the rectifying properties disappear.
However, they gradually reappear at a rate dependent on the porosity of the counter-
electrode material (metal or MnO 2 ) on exposure of the unit to the normal humid atmos-
pheric ambient. The crystal structure of these films is amorphous. However, it has
been found that local crystallization increases leakage current. Crystallization has been
observed to occur under the influence of electric fields and also around defects and
impurity sites on the underlying metal.(6 7 )

One aging mechanism in t.he Ta-Ta 2 0 5 system has been identified( 6 8"7 0 ), i.e.,
that of tantalum atoms across the oxide film under the influence of either temperature
or the electric field. It has been established by radioactive tracer methods that a con-
centration gradient of tantalum exists in anodized Ta 2 0 5 films. Starting from the
Ta-Ta,0 5 interface, the tantalum concentration decreased more or less exponentially
to reach a substantially constant value about 600 A into the oxide. This situation resulted
in an approximately linear decrease of capacity against log frequency. After aging at
higher temperatures and also under bias, the shape of the tantalum concentration profile
changed. This has not been correlated with capacitance or dissipation-factor changes.

The capacity is normally bias indenendent. However, after heating to 4000C to
4500C for a short time, as is normal in the routine application of MnO2 counterelectrodes,
the capacitance becomes bias sensitive, decreasing with increasing bias.(71- 7 3 ) This
suggests that changes have occurred in the dielectric that were induced by high tempera-
tures. Deposition parameters also can influence the electrical characteristics of thin-
film capacitors, particularly in the treatment betweendeposition of the dielectric and final
deposition of the counterelectrode. If the dielectric is exposed to a humid ambient before
the final deposition of counterelectrode, capacitance values and dissipation factors are
affected, capacitance values being lower and dissipation factors higher.

Silver migration on the dielectric surface was observed -hen silver was used as
a counter .lectrode material. Other failure modes are related to strain and other mechani-
cal aspects of the dielectric film. Strain depends on deposition rate, substrate tempera-
ture during deposition, thickness, coefficient of expansion, and adhesive and cohesive
properties. If adhesion is poor, peeling may occur above a certain film thickness. If
cohesion is poor, the film may rupture or craze.
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2.3.3 Failure Mechanisms in Thin-Film Resistors

2.3.3.1 Background

In a thin-film resistor, a resictive path between two terminal points is provided by
a thin film of resistive material deposited onan inert substrate that serves as a mechani-
cal support. The thickness of the deposit will normally be less than 1 micron.

Conmon methods for depoetting films onto a substrate are by evaporation in a
vacuum (as in the case of nickel-chromium alloys); by sputtering (for example, tantalum);
reactive sputtering (for example, tantalum nitride); or chemical decomposition (for
example, the decomposition of hydrocarbon vapors onto a hot substrate to form pyrolytic
carbon films or of tin (stannic) chloride to form tin oxide films).

In the case of a very pure annealed metal, the resistance decreases linearly with
decreasing temperature, approaching zero as the temperature approaches absolute zero.
Electrical resistance is caused. by the scattering of conduction electrons by collision
with the crystal lattice, The probability of scattering by the lattice vibrations is pro-
portional to the mean square of the amplitude )2 of the vibrations.

-a h2 T (2.21)
(M) = 47r? km

where

h = Planck's constant

k = Boltzmann's constant

m = atomic m ass

T = absolute temperature

9 = Debye characteristic temperature.

Taking resistivity, Pt' as proportional to (X) 2 ,

T
Pt (2.22)

In practice, exception& are found to this behavior, since real metals are seldom of suf-
ficient purity to approach zero resistance. All dilute solid solutions approach a limiting
residual value of resistance due to additional scattering caused by solute-induced per-
tur~bations in the periodicity of the field of the mnetal lattice. Any lattice defect that
produces a perturbation in the periodicity of the electric fleid of the lattice makcs a

....... X-"r~p
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contribution to the resistivity. Suchdefects include solute atoms, vacancies# dislocations,
local mechanical fields, and stress. Thus, the resistivity found in practice has two
co-mponents:

P = Pt +  Pd '(2.23)

where

Pt = temperature contribution to resistivity

Pd = defect contribution to resistivity.

To the extent that defect concentration depends on temperature, the Pd term will be tem-
perature dependent. The Pt term depends on temperature according to Equation (2.22).
Since, for dilute solid solutions, the Pd term is largely independent of temperature, the
temperature coefficient of resistivity (TCR) depends primarily on Pt:

l dp l dPt (2.24)
p dT p dT

Therefore,

p -- (2.25)
4 dT

Thus, the product capis a constant for dilute solid solution of a given parent metal. Equa-
tion (2.25) is found to be valid over a wid,* range of solid solutions,

Since high resisti-ity and low TCR are generally associated with one another, and
since alloying increases the resistivity of a pure metal, metal resistors are usually made
of alloys. One consequence of using alloy resistors is that the p. term is strongly de-
pendent upon composition; the addition of a few atomic per cent of a solute may double the
resistivity. Also, if the solute concentration of an alloy decreases due to (1) precipitation
of a solute-rich phase, (2) selective oxidation of the solute, or (3) selective evaporation,
large decreases in resistivity (and corresponding increases in TCR) can be expected.

2.3.3.2 Review of Failure Possibilities in Thin-Film Resistors

Table 2.3 lists the pertinent metallurgical changes that influence the electrical
resistance of resistive alloys and may, therefore, represent causative factors in the un-
reliability of thin-film resistors.( 7 4 ) Each type of metallurgical process is discssi1d
in detail below.

2.3.3.2.1 Oxidation

General aspects of the oxidation of metals, alloys, and semiconductors have been
discussed inSection2.1.1,1. Since oxidation of metals or alloy. .usually proc-e-: with the
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TABLE 2. 3. SUMMARY OF METALLURGICAL CHANGES THAT
INFLUENCE ELECTRICAL RESISTANCE(a)

Effect on Effect on
Effect on Temperature Component Magnitude

Process Resistivity Coefficient Resistance of Effect

Uniform oxidation 0 0 i No limit

Selective oxidation of d i d May be very large
solute

U-niform evaporation 0 0 i No limit

Selective evaporation of d i d May be very large
solute

Agglomeration 0 0 i No limit

Precipitation of solute d i d May be very large

Long-range ordering of d i d Very large
solute(b-

Disordering of solid i d Mai be very large
solution

Homogenization(c) i or d i or d i or d May be very large

Stress relief d i d < few pph

Mechanical stressing i d i < few pph

Vacancy condensation Usually d Usually i -0 < few ppm

Clustering of solute(d) Usually d Usually d i Normally <1 pph

Solution of impurities(e) i d i May be very large

(a) i x increases; d = decreases; pph = parts per hundred; ppm = parts per million.
(b) Very rate - only a few specific alloys are known to produce long-range order and, because the order-disorder transformation

Is reversible, these would never be used for resistors.
(c) For example, in an evaporated film with a composition gradient through the thickness.
(d) For example, the formation of Guinier-Preston zones in Al-Cu alloys.
(e) Cenain metals such as Ti, Zr, V, Nb. and Ta can dissolve appreciable oxygen. This portion of the oxidation process then

corresponds to contamination by dissolution of impurities.
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growth of an insulating surface film, the primary result of oxidation is a decrease in cross
section and consequent increase of resistance. Resisti.,'ity and temperature coefficient
of resistance are not ordinarily affected unless the oxidation is selective (or unless a
composition gradient exists through the fi!,n thickness).

Two other effects may be encountered when metal-film resistors suffer oxidation.
The first follows from the fact that, if the metal-film thickness is sufficiently reduced by
surface oxidation so that it approaches values comparable to the electronic mean free
path, surface scattering becomes important. The effective resistivity becomes:

P = Po 1 f 3d , (2.26)
8\dI

where

Po = bulk resistivity

£ = electronic mean free path

d = film thickness.

The second effect results from so-called internal oxidation. For example, in alloys
of copper alloyed with a more reactive metal, underneath the surface oxide is a layer
rich in copper (with oxygen in solution) containing small particles of the oxides of the
alloying elements. The net effect is usually to increase the resistivity of the alloy film.

2.3.3.2.2 Selective Oxidation or Evaporation of Solute

These two processes similarly effect resistivity changes, since the remaining alloy
coitains less of the solute atoms. The changes obey the kinetics of the rate-limiting
process, which is ordinarily the diffusion of an oxygen i-,n or of the atomic species that
is oxidized or vaporized. Thus, diffusion-rate behavior is usually observed.

2.3.3.2.3 Agglomeration

Agglomc ration is a phenomenon resulting from surface-tension forces in metal
films on substrates that they do not readily wet. In ectreme cases, the agglomeration
becomes complete and the film becomes an array of unconnected islands. Such a film is,
of course, electrically open. Gold has been observed to agglomerate fully on ground
quartz but remains as a uniform film on alumina to about 400°C. The agglomeration
apparently occurs by surface diffusion, obeying the same rate laws but at rates frequently
1000 times faster than bulk diffusion of the same metal.

2.3.3.2.4 Precipitation of Solute

Precipltation of excess solute from solid solution at temperatures below the solubility
boundary is one of the most commonly obser'.ed sources of large changes in composition
and reiact u ty in alloys. Decreaes in resistivity by a factor of 2 are not uncormon.
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The formation and growth of a precipitate in alloy systems requires appreciabi
time. Precipitation will not occur in solid solutions with less than the saturation quantit
of solute.

2.3.3.2.5 Order-Disorder Transformations

Order-disorder transformations are only of theoretical, not practical, interest.
Since the long-range order of the lattice electric field disappears when the solute atoms
become randomly distributed, the effect on resistivity is quite marked.

The rate of approach of the resistance to an equilibrium value as the solute atoms
become randomly distributed obeys the Arrhenius temperature dependence, A exp (-B,'T),
with the value of the constants A and B characteristic of those for bulk diffusion.

The alloy systems that exhibit thi. transformation (e.g., Cu-Au, Pt-Cu, Pd-Cu, Mg-Cd)
are fully disordered above a critical temperature. Below this temperature, they progres-
sively become ordered with time, as the compositions approach critical stoichiometric
ratios. Partially ordered (short-range-ordered) conditions exist thathave a correspond-
ingly reaouced effect on the resistivity of the alloy.

2.3.3.2.6 Homogenization

H1_nogenization is a process wherein composition gradients, which may result from
nonuniform vapor compositions, are reduced to zero. The process involve.4 diffusion,
and its kinetics are therefore those of the diffusing species. The corresponding effe.ts
on resistLvity may be complicated due to the compositional changes. This type of segrega-
tion of constituents should ordinarily be annealed out during manufacture and should not be
a factor in the reliability of thin-film resistors. However, it may be a factor in micro-
electronic circuits where different active materials are deposited .n layer fashion.

2.3.3.2.7 Stress Relief

Internal stress may arise in films that have been deposited onto hot substrates.
Where a difference between thermal-expansion coefficients of the film and substrate
exists, the film becomes stressed when the unit is cooled to room temperature. Such
stresses may spontaneously relieve themselves as the result of physical changes in the
film. The processes of stress relief are observed to precede recrystallization of cold-
worked metals at elevated temperatures. rhe rates and temperature dependence of stress
relief in pure metals indicate a mechanism of bulk self-dx.fusion.

2.3.3.Z.8 Vacancy Condensation

Vacancy condensation can rarely produce more than barely detectable changes in
the effective cross section of the resistive path, since their concentration in metals is
very low. Such a decrease in cross section would occur by self-diffusion and would not
necessarily produce an increase in resistance, since the vacant sites scatter electrons
when dispersed, just like solute atoms. Since these effects tend to offset one another, no
significant change is expected to result from the orocess.
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Recovery prucesses can proceed at surprisingly low temperatures. In copper,
silver, and gold, appreciable recoveryof resistivity occurs at -150OC, -180'C, and -120"C,
respectively. The vacancy condensation process and subsequent collapse to form dis-
location loops has received considerable attention because of its effect on the mechanical
properties of pure metal crystals rather than because of a serious effect on resistivity.

2.3.3.3 Specific Failure Studies

2.3.3.3.1 Nickel-Chromium ("Evanohm") Thin-
Film Resistors

Investigations(0 4 -7 6 ) have been made on the aging characteristics of Evanohm, a
film resistor deposited from a (75-20) nickel-chromium alloy with 2.5 per cent each of
aluminum and copper. During vacuum evaporation of the alloy, fractionation occurs,
so that thin resistor films contain relatively less nickel. A typical film composition was
shown to be, 49 per cent nickel, 24 per cent chromium, 14.7 per cent aluminum, and
12.3 per cent copper (in weight per cent).

A study was made of the oxidation in air of an Evanohm film that had been deposited
onto a quartz crystal. The growth of the oxide film was monitored by observing the
change in oscillation frequency of the crystal resulting from the increase in mass due to
oxidation. Oxidation was carried out at Z50*C in oxygen. The frequency shift, Af, was
represented fairly well after 1 day by a logarithmic expression:

Af = 740 logl 0 t + 840 (2.27)

where t = elapsed time in days andAf is in hertz (Hz). In order to determine the oxide-
film thickness from the shift in oscillation frequency of the quartz crystal, the following
considerations must be applied. Let v be the velocity of propagcion of a transverse
electric wave in quartz. For an "AT"-cut quartz crystal, the propagation of the wave ie
in the direction of the crystal thickness (d), and the corresponding frequency of oscillation
(f) is given by:

V (2.28)2d '(~8

If d is increased to d + Ad, the corresponding frequency shift is given by

V

, f = - " Ad (2.29)
2 d2

It can be assumed as a first approximation that this change in frequency is solely from
the increase in crystal mass (Am) due to the thickness increment, Ad.

Therefore,
DvAAm pAAd -T'Af , (2.30)
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where

p = density of quartz

A = area of relevant crystal face.

If, however, Am was due to the growth of a film of some other material onto the crystal
face, the value of Af is not appreciably changed.

For quartz at 25°C,

p = 2.66 g/crr13 and v = 3.34 x 105 cm/sec

Therefore,

-v = 4. 44 x 1( 52

Typical values are: A = 0.1 cm 2

d = 0.167 mm

f = 107 Hz = 10 MHz.

A value of Af equal to 10 Hz is detectable. This corresponds to a Am of 4.4 x 10-9 g arid
to a film thickness in the order of 1 A.

In the present instance, Am is the mass of oxygen that has been involved in oxidation
of the Evanohm film. If a pure metal had been oxidized, it would then be a simple matter
of chemistry to calculate the mass cimctal involved in the oxidation; addition of the mass
of metal and the mass of oxygen gives thQ mass of oxide. Division of this by its density
gives its volume. Division of the volume by the area yields the film thickness (assumed
uniform).

In the case of an alloy such as Evanohm, it is necessary, assuming the oxide film
is of uniform thickness and compusition, to determine the composition of the oxide and
its density in order to obtain the mass of reacted metal, mass of the oxide film, and its
thickness.

Further investigations showed that, after aging at 250°C, oxide particles began to
appear, especially in the region of grain boundaries. These particles were tentatively
identified as nickel oxide, NiO, by electron diffraction.( 7 5)

The presence of a precipitation phenomenon was confirmed by aging resistor com-
ponents in avacuum of 10 torror better while monitoring resistance. Under these condi-
tions, no appreciable oxidation can occur. Very thin films, consistently exhibited a re-
siscance decrease, while thicker films first showed a resistance increase followed by a
decrease to over-all lower values. This beharior is attributed to precipitation of an
intermetallic compound, Ni 3 Al. The precipitation is preceded by short-range ordering,
as in the case with ternary alloys of Ni-Cr-Al. The additional presence of copper does
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not seem to influence the process. It also appears that the particulate stage of oxidation
does not start until precipitation starts.( 7 7 ) Consequently, this complicatfs the mathe-
matical modeling of the failure aspects of the device.

In other studies of Evanohm( 5 2 ), it was assumed that aging was due to some sort of
activated process considered to be oxygen diffusion, but the particular process was not
specified. An aging parameter can be empirically determined that is a function both of
time and temperature and corresponds to a given amount of aging. Thus, a given resistor
may change in value by I per cent after t, hours at temperature T, or t 2 hours at
temperature TZ. These differing temperatures and times would still correspond to a
constant value of the aging parameter. The amount of resistance change is a function
only of the aging parameter.

This parameter can be derived from the Eyring theory of rate processes. The rate
at which many processes proceed. is related to temperature by the following equation:

R = A exp (-j) ,(2.31)

where

kT AS
A oc - exp - (2.32)

h R

The rate in this case is given by the ratio of relative resistance change to time where t is
the time necessary to produce a given resistance change at temperature T.

Ic A e RT (2.33)
t

or

T log A t log e + a constant . (2.34)R

kT ASi.
This function T log A t is the aging parameter. Since A -j- exp -- , it is temper-

ature dependent. In the work described, Evanohm resistors were subjected to constant
stress and step-stress conditions. The relative amount of resistance change was then
plotted against the aging parameter. "A" was taken as constant, since this led to only 5 per
cent error in results. A value of A = 1015 reciprocal days was found to give good agree-
ment between the resistance changes and the aging parameter. T, of course, is the absolute
temperature, normally measured in degrees Kelvin.

In a study of (78-20) nickel-chromium alloy film resistors( 7 8 ), a curious behavior
was found which, while not definitelyacase of failure, should nevertheless be appreciated.
The alloy films were evaporated ontodifferentflat substrates coated with l-1i-thick silicon
monoxide; after film resistor deposition, afurthe protection coating of SiO was deposited
on top of the resistor. It was found that a reddish-brown coloration of the SiO developed
between adjacent turns of the film resistor at temperatures between 100°C and 300C.
On further aging, the outer SiO coating developed cracks and peeled off the resistor.
Necessary conditions for the appearance of this behavior were (1) current flow in the
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resistor, so that a potentialdifference existed between adjacent turns, (2) a humid ambient
(when the ambient was a vacuum or dry oxygen, the phenomenon was not observed), and
(3) a minimum of alkali content in the substrate glass (Corning 0211) [the phenomenon did
not appear when substrates of alumina (Alsirnag 614) and Corning 7059 glass we , used].

With the spalling of the protective coating, the resistance of the alloy film increased,
presumably due to the onset of oxidation.

2.3.3.3.2 Tin Oxide Film Resistors

Tin oxide film resistors are fabricated by spraying stannic chloride onto a hot
substrate. Stannic oxide is formed, together with small amounts of free tin and stannous
oxide. The films are usually doped with small quantities of antimony. After deposition,
the films are usually spiralled to form a helix, as in the case of Evanohm resistors.

Life tests, which have been run on tin oxide resistors with both step- and constant-
stress levels, gave results that were in good agreement with the aging parameter, T log
A t, referred to previously in connection with Evanohm film resistors.(5z)

It was found that, at temperatures above 350 'C, anomalous behavior occurred. First,
there was an increase in resistance with time and temperature; second, a rapidly de-
creasing resistance; and third, a rapidly increasing resistance. The rapid decrease
in resistance is apparently the result of dissociation of stannous oxide into tin and stannic
oxide, which takes place above 350'C. Since accelerated-test data should be representative
of operating conditions, temperatures shoi".dnot be allowed to exceed 350 *C; a new failure
mechanism becomes significant above this lempezrature.

The activation energy for the process operating at temperatures below the onset of
stannous oxide decomposition was determined by taking a constant level of change in re-
sistance observed at different temperatures, T, and plotting log (time) versus T- 1 . A

straight line should result, the slope of which is - , where Q is the activation energy and

R is the molar gas constant. This was done for change levels from 0.1 per cent to 5 per
cent. The average activation energy obtained was 35 kcal/mole. Th% upward drift in
resistance, therefore, probably results from a diffusion-dependent reaction having an
activation energy of 35 kcal/mole.

Investigations of 1/f noise in tin oxide resistors indicate that the detection of ex-
cessive I/f noise is a good screenIng criterion.(7 9 ) Units with higher-than-average values
of noise level were shown to have a much higher failure probability. In fact, manufactured
units individually inspected for obvious defects revealed such things as scratches across
the film path, cracks or checks in thf substrate high-resititance terminations, and bridging
of adjacent turns by foreign material as being associated with excessive 1/f noise. In
those cases where it was possible to correct or reduce the extent of the defect, immediate
reductions in noise levels resulted.

- -- _ I
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2.3.3.3.3 Tantalum Thin-Film Resistors

Information on reliability of the tantalum film resistor is sparse. In work describing
the development of a highly reliable thin-flln) resistor( 80 ), the tantalum was evaporated
by elect:zn-beam melting, and an outer coating of SiO was found necessary for minitnum
resistance change. Various substrates were investigated, including soda lime glass,
Pyrex, Corning 7059 glass, an4, Coring 7059 with a coating of SiS. The most reliable
units were made on the Corning 7059 with a coating of SiS. Good results were also ob-
tained with the Cornng 7059 substrate without the SiS overlayer. Corning 7059 is an
alkali-free glass. The best deposition rates were 1 A/sec onto substrates at Z60'C. The
best contact materials were aluminum under copper applied by evaporation.

Very few catastrophic failures, e.g., substrate breakage or film rupture, occurred.
Resistors that had drifted out of tolerance usually had foreign material accumulated at
the negative terminal or at a thin area where it appeared that the resistive material had
been depleted by some process. This failure mechanism was not observed on alkali-free
glass substrates. Consequently, alkali glasses were rejected for use as substrates. The

itance of tantalum films increased logarithmically during aging.
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2.3.4 Integrated Circuits

2.3.4.1 General Aspects of Integrated Circuit Reliabilit'

The potential advantages of the integrated approach to electronic circuits, in addition to the small
size and weight achieved, are low cost, high reliability, and, in some cases, improved performance. There
still appear; to be general agreement, however, that the concept of integrated circuits does not automati-
cally lead to high reliability. The circuit designer, for example, must play a much greater role if the high
potential reliability of the integrated circuit is to be realized. Circuit design must take into accoun: the
wide range of unit-to-unit parameter variations encountered with semicondu( or elements. Also, the
relationship between consistency in processing techniques and reliability levels becomes more critical
with higher packing densities. Fo' the most widely developed integrated circuit approach, the silicon-
based monolithic technique, reliability data available today are largely generic in nature. This stems
from the fact that the fabrication techniques used borrow heavily from established silicon transistor tech-
nology. For the other major approach, the so-called thin-film technique, sufficient experience and use
have not yet been accumulated to validly assess he reliabilit;'. This general lack of a suitable basis foi
reliability assessment is due to several factors:

a. Rapid pace of technology in this area.
b. Diversity of approaches being concurrently developed by industry (hence, the lack of extensive

reliability analysis of any single approach).
c. Lack of an adequate basis for defining reliability at the circuit level.
d. Lack of central guidance, such as military specifications for most circuits.
e. Extremely small size and susceptibility to damage during test and evaluation.
f. Prohibitive test time and costs required to verify expected high levels of reliability.
g. Inc( nsistencies in existing test methods and test results.

For some time to come, then, it is clear that any claims or assumptions for the reliability of inte-
grated circuits can only be made in t.ms of potential reliability. It should be pointed out, however, that
some of the factors enumerated above also mitigate against the reliability assessment of any highly.
reliable electronic device.

As suggested above, there are two basic approaches to integrated circuitry--the silicon-based
monolithic approach and the thin film technique. There are, of course, many variations and combinations
of the two currently being investigated. Discussion in this section will be limited to the silicon-based
tec hnique since considerably more experience is available as a basis for reliability analysis of it than
for any other approach. A more complete and detailed discussion of the various approaches is reserved
(.r later editions of this handbook due to the rapidly evolving situation in integrated circuit technology,
aid the fact that there are several efforts currently in progress on reliability assessment of such circuits.

Before discussing the principal failure modes and mechanisms experenced in the silicon integrated
circuit, it may be well to summarize the more common general constructior features of this circuit type.
Both active and passive element- are introduc,.d into a single-crystal piece of silicon. In one approach,
the resistive elements are doped silicon diffused into the silicon substrate. With a p-type substrate, for
example, an n-type silicon layer is used for isolation with a p-type layer over it to act as the resistive
layer. In another approach, thin resistive films of different materials are deposited on top of the oxide-
covered silicon substrate. Capacitors for integrated circuits may be formed either by using the capaci-
tance inherent in a large area p-n junction, or throuigh the use of a thin film of silicon dioxide between
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an n-type silicon layer and the aluminum, metalization. An alternative approach is to deposit a thin film
capacitot on top of the oxide covered silicon substrate. In common with the planar technology of discrete
semit'onductor devices, photoprocessing, diffusion, and epitaxial growtn are the principal processes used
in the silicon morolithic approach to form active devices onto the silicon substrate. Diffusion is used to
control the depth of structures, while photoprocessing controls the surface geometry. The planar tech-
nology permits the evaporation of a film of aluminuir to form simultaneously the contacts and conductive
interconnecting paths between elements.

The following list typifies some of the failure modes experienced in representative digital integrated
circuits of the silicon-based type using diffused passive elements: 8 1

a. Die(B ar) Degradation
(1) Inversion

(a) Channeling
(b) Piping

(2) Contamination
(3) Improper surface oxide or passivatien
(4) Improper diffusion

(a) Difusion of gold into the silicon due to excessive temperature
(b) Low breakdown voltage along major portion of junction
(c) Low breakdown voltage along isolated portion of junction

(5) (.rrent concentration centers
(6) KMER or photolithographic mask defect leading to improper diffusion

b. Die(Bar) Material Degradation
(1) Material defects (bulk defects)

(2) Cracks

c. Faulty nterconnections (Evaporated Lead Pattern)

(1) Faulty evaporation or deposition
(2) Cracks (fractures, scratches or other surface defects)
(3) Separation from the die (bar) (evaporated pattern peeling from oxide)
(4) Open evaporated lead pattern

(a) Melted leads (open) due to excessive current flow
(b) Associated with a scratch

(5) Migration of gold into lead due to excessive temperature
(6) Chemical reaction between materials composing evaporated lead pattern
(7) Chemical reaction between lead pattern and reagent residue
(8) Poor ohmic contact of evaporated lead to silicon

d. Faulty Rnesistor
(1) Unstable resistance element
(2) Current concentration centers

e. Faulty Bond toDielBpa. Process
(1) Faulty evaporation or deposition of contact (bonding pad)

- - 1 ,.- b, ;n ..----
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(3) Voids in bond
(4) Separation of bond

(a) Faulty bond placement
(b) Improper bonding ccnditions
(c) Chemical reaction between bond material and lead material

(5) Separation of lead from bond
(6) Purple Plague
(7) Faulty preform to die (bar) bond

(a) Voiding between preform and die (bar)
(b) Die (bar) overhang of preform (area wetted by preform less than area of the die (bar)
(c) Insufficient alloying of die to preform

(8) Faulty preform to case bond
(9) Voids in preform

f. Faulty External Terminal - Lead'Wire Assembly
(1) Faulty terminal - lead connection (lead wire weld)
(2) Improper lead wire routing
(3) Sagging wires

(a) Shorting to edge of die (bar)
(b) Shorting to wrong evaporated lead

(4) Brokern lead wire
(5) Lead wire shorted to case IN

g. Improper Packagling
(1) Faulty cap to case seal
(2) Faulty terminal to insulator seal
(3) Faulty insulator to case seal
(4) Terminal fatigue
(5) External surface contamination
(6) Marking deterioration-
(7) Finish deterioration
(8) Foreign material inside package
(9) Void in Pyroceram

h. Improper Measurement and/or Test Procedures

i. Parasitic Transistor Action

j. Stressed Beyond-Device Design Capabilities
(1) Mechanical

(a) Broken wire
(b) Open bond
(c) Broken die (bar)
(d) Broken case

(2) Thermal
(a) Alloying of bond material into die (bar)
, ,,<Uy1 i~g of Iund ma. -iai into evaporated lead
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(c) Alloying of evaporated lead into die (bar)
(3) Eiectrical

(a) Incorrect bias values
(b) Power dissipation limitations exceeded

Since the processes used to fabricate the silicon-based integrated circuit are generally tht same as
those used in fabricating planar epitaxial silicon transistors and diodes, it is apparent, as shown in the
above list, that the failure modes and mechanisms are similar. The proximity of several elements on a
common substrate and the longer conductive interconnect paths are, of course, features of the integraced
circuit v-hich would tend to aggravate some of the mechanisms encountered in discrete silicon devices.
The major circuit design problems with the silicon-based approach are parasitics, due to poor isolation
between components, poor dimensional tolerance, tempurature and voltage sensitivity of diffused passive
components, an] an inability to realize uscful inductive effects in diffused silicon bodies. Through a
series of compromises and hybrid variations, all but the last of these problems have been resolved to a
certain extent.

Several methods for assessing integrated circuit reliability have been proposed. In one such method,
the Test Element Group (ITEG), 8 2 each circuit element of the integrated circuit is simultaneously repro-
duced on the same siliccn wafer and connected to its own separate leads on the external package. Each
circuit element, representing its counterpart in the adjacent functional integrated circuit, can thus be
individually 'subjected to test and measurement. In some cases, additional special devices, such as MOS
structures, are added to the TEG to furnish an indication of surface oxide quality. In this manner, it is
hoped to develop techniqes for improving process and quality control, as well as for reliability assess-
ment.

There are several advantages to the TEG approach:
1. It is possible to detect very small changes in the individual circuit elements of the microcircuit

since contacts are made to each node as required. Therefore, effects much too small to be noted in the
functional circuit, but which may gradually increase and cause failure, may be detected earlier.

2. Special devies which may not be included in the functioning circuit, but which are very sensitive
to certain failure mechanisms (e.g., IGFET) may be included on the test pattern. These special devices
may give clues to the life performance of a circuit in a short time.

3. It may be possible to test a much smaller number of circuits, but with a much greater amount of
physical information.

Some of the assumptions involved in the TEG approach are:
1. That the test pattern on the wafer is identical in materialproperties and procesil-i to its

"siblings."

2. That a correlation can be made between nging performance of the test device and reliability of
the sibling integrated circuits. In othei words, will the changes measured in test pattern parameters
reflect failure at a later time in the integrated circuits?

3. That valid extrapolation from high stress test conditions to use conditions is possible. (This
assumption, of course, requires confirmation in high stress tests of any part.)

Another method for assessing integrated circuit reliability was used in the Minuteman Component
Quality Assurance Program (CQAP). 83 This was primarily a part improvement program, but estimates
of failure rates were made. This method requires that an initial estimate be made of the failure,,pte of
the integrated circuit which is to be improved. This estimate is made on the basis of whatever test data
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and experience are available on the integrated circuit or its individual elements. A series of high stress
tests is then employed to generate failures of the circuit being tested. After failure analysis and cate-
gorization of failure modes, corrective actions are taken to eliminate or minimize particular failure modes.
It is then assumed that the initial failure rate estimate has been reduced by the percentage that the
"eliminated" failure mode originally contributed to the total number of failures recorded during tests.
This technique is more suited to improving rather than assessing reliability, however. Some of the obvious
difficulties are:

1. The initial estimates of the failure rate may be difficult to obtain and justify.
2- No acceleration factors are derived for the failure modes observed which can be used to extra-

polate failure mechanism rate at high stress to normal stress conditions.
3. High stress tests may introduce or make dominant failure mechanisms which are not prevalent at

use conditions.

In the section which follows, failure mechanisms in integrated circuits are classified as bulk, surface,
contact, and isolation. The discussion is largely limited to those aspects of failure mechanisms in inte-
grated ci-cuits not previously covered under discrete components.

2.3.4.2 Bulk Effects

As with discrete semiconductor devices, fabrication of silicon integrated circuits depends on good
control of the type and distribution of chemical impurities introduced into the silicon substrate. Although
the impurity atoms can move by diffusion at any temperature, this movement is negligible at operating
temperatures for boron and phosphorous dopants. The presence of defects, such as dislocations, stacking
faults, and other microstructural cracks and strains, may act as sinks for unwanted impurities and pre-
cipitates. Copper, for example, can substantially reduce the breakdown voltage of a junction and soften
its reverse characteristics. Introduction of foreign materials can also cause softening of the isolation
junctions used in a circuit. This leads to high leakage currents and increased parasitic effects. Several
alternative routes to the back-biased p-n junction method of isolation are currently being adopted, however,
in modern integrated circuit technology.

Failure mechanisms caused by bulk diffusion characteristics may be detected through high tempera-
ture storage rests. The presence of microstructural defects is often detected by the use of mechanical
and thermal shock tests along with appropriate electrical parameter measurements. The distribution and
der:"icy of defects on a silicon wafer is an important consideration when it is to be used for complex
integrated circuits.

2.3.4.3 Surface Effects

In common with the discrete silicon semiconductor devices, once the gross mechanical and quality
type defects have been screened out of the integrated circuit, surface contamination effects remain as a
major reliability problem. While a thermally-grown passivating layer of SiO 2 gives a certain degree of
protection from external contamination, it does not completely eliminate the field effects of the presence
of charges on its surface. Also, since these passivating layers are amorphous structures with wide
variability in lattice spacings, ions are diffused at relatively fast rates, even in the temperature ranges
from 300'C to 500°C.

Compared with discrete semiconductor devices, integrated circuiits tend to limit freedom in the design
of variable current, or power, life tests because they are more complex and because their intended applica-
tion is usually more specific. For these reasons, circuit bias conditions are often fixed, and circuit
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elements must operate at stress levels well below maximum ratings for their discrete counterpartb. At
lower current levels, the dominant failure modes will therefore be surface oriented. This suggests that
a d-c biased operating life test at an elevated ambient temperature should be a suitable method of testing
the long termp stability of an integrated circuit. 8 4 However, this lack of freedom prevents testing at high
current levels which have been used in the past (e.g., on transistors and diodes) to accelerate certain
failure modes other than surface related ones. Lack of hign current tests may mitigate the apparent
importance of these nonsurface failure modes.

Low resistance paths are commonly caused by various degrees of dielectric breakdown of the pass-
ivating surface layer. Conductive films can find electrical shorting paths when microscopic areas of the0
passivation layer become thinner than 1000 A in high field regions, or when these are-s become impreg-
nated with foreign conducting material. Pinholes in the oxide under metal interconnecting films have
caused shorting of junctions by metal migration through the pinholes. Pinholes in the oxide over active
junctions have also caused failure by surface conduction through ionization of contaminants.

Pinholes can be detected by means of a 'Zapp" test. 8 5 This test is designed to initiate catastrophic
breakdown of any thin or degenerate microareas of the dielectric, while at the same time it is so restrained
as to be nondestructive to normal oxide protective coatings. The "ZappW test consists of the application
of an electric field of appropriate voltage and polarity with suitable protective current limiting resistance
to various inputs of the integrated circuit. The field will cause a permanent breakdown of dielectric which
subsequent electrical tests will indicate as a passivation problem.

2.3.4.4 Contacts

Since there are not only fewer external connections but also fewer interfaces between different
materials in integrated circuits than in their discrete element circuit counterparts, reliability should be
greater. The interconnect problem, however, still requires attention. Longer conductive paths over the
oxide layer are required in integrated circuits than for iriividual transistors. As discussed previously,
faults in the oxide can short circuit the metalization leads to the substrate. Variations in thickness of
the soft overlay metal film, due either to mechanical scoring and scratching, or to narrowing when cross-
ing an oxide step, may lead to high resistance paths. Void areas resulting from improper metalization,
nonadherence to the surface oxide, or a dissolation of interconnect material can also result in unwanted
opens.

If gold is used for internal wire leads with aluminum interconnects, the usual intermetallic compound
formations, probably catalyzed in the presence of silicon, are encountered at the higher temperatures.
Heat treatment temperatures may also cause the aluminum metal to react with the surface oxide when de-
fects are present in the oxide.

Thermal compression bond failures in integrated circuits have been attributed to:

a. Incomplete diffusion at the Au-Al interface.
b. Nonadherence of aluminum to silicon.
c. Volumetric change- in the diffusion region producing (1) an interface of the gold bond and the

diffusion region, (2) an interface of two metallic phases, (3) an annular crack between two intermetallic
phases; and (4) a surface crack in the silicon die.

Metallurgical weaknesses can be detected through high temperature storage tests in conj inction
%ith mechansrnI and rhermn! shock tests Typical parameter degradation effected by thermal compression
bond failures are increased saturation voltage and increased ,utput cutoff current.

F-
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2.3.4.5 Isolation
Since all circuit elements, both active and passive, are located in close proximity on a common sub

strace, thermal, chemical, mechanical, and electrical coupling may bc expected to be strong. lence,
the problem of isolation between elements in the silicon integrated approach creates a serious design
problem. There are many schemes for achieving electrical isolation, and new ones are continually being
developed. When reversed-biased p-n junctions are used for isolating transistors, there are several
limitations. The disadvantages include capacitive coupling to all other isolated regions at high fre-
quencies, large increases in collector spreading resistance, junction leakage, inversion layers, and un-
desirable transistor and p-n-p-n effects. Current developments tend toward the dielectric isolation method
where an actual insulated layer separates the elements from the substrate. When this method is used, the
isolation regions are, of course, subject to the same surface and bulk effects previously mentioned. It is
clear that the problem of electrical isolation is a serious design problem, but very little has been done to
show how parasitics affect the reliability of the total integrated circuit.

The principal mode of heat transfer from the circuit elements is conduction through the die to,
typically, a ceramic case. The thermal conductance of the common silicon substrate is high enough so
that intra-die gradients tend to be quite small. Strains may be transferred to the die, however, if a
thermal mismatch of materials exists between the die and the case, as often occurs in powcer transistors
A reduction in the thermal resistance of die-to-case bonds is still being sought.
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3. Physical Properties of Materials and Processes Pertinent to Reliability Physic

i The preceding section has presented descriptions, models, and mathematical treat-
menta of the physical processes known to be predominant factors in the reliability of elec-
tronic parts. This secion presents the numerical values of material properties relevant
to physical processes that are active in electronic parts.

In forming the following tables, a limited selection of materials and physical prop-
erties was made. Materials chosen were those that are now used or have real use poten-
tial in advanced electronic equipment. This category includes not only materials for tran-
sistors, diodes, thin-film resistors, and thin-film capacitors, but also materials used for
conducting leads, contacts, protective overcoats, substrates, and potting materials.

IIn some cases, a process or property implies the presence of more than one ma-
terial, e.g., diffusion and diffusion constant. The emphasis in forming tables of appropri-
ate properties in such cases has been on those materials that can be expected to interact
because of their relative positions in a system.

Most material properties are temperature sensitive. In these tables, it is assumed
that the maximum temperature applicable for electronic systems will be approximately
500°C, and the values tabulated are limited accordingly. Exceptions are made to this pro-
cedure in cases where it is felt that the information might be useful to an engineer iii
eliminating processes from consideration as possible causes of a reliability problem.

Numbers in parentheses next to each datum in the tables are the references from
which the datum was taken. References pertinent tc each table immediately follow the
table.

I
-4

I
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3.1 Energy Gap and Carrier Mobility of Semiconductor#

Two properties of semiconductors basic to the solution of most semiconductor prob-
lems are energy gap and carrier mobility. These properties, along with the temperaturc
and pres sure dependences of the energy gap, are given in Table 3.1.

TABLE 3. 1. IENEWtY GAP AND CARRIER MOBILITY OF SEMICONDUCTORS

Energy Gap Temperature Pressure
at Rcom Dependence Dependen~ce Electron Hole

Entry Gap Temperature, of Energy Gap. of Ernergy Gap, Mobllity( 5). Mobility(5 ).
Material at 06K. ey ev PS x 104 fevf,(Z) y x 106, ev/atm(b) cm2 /volr-sec(c) cni2 /volt-sec(c)

St 1. 21(') .1. 092) -4.1(1) -2. 0(4) 1,900 500

Ge 0. 786(1) 0.66(2) -.4,4(l) 8.0 (4) 3,900 1.900

GaAs 1.53(6 ) 1, 41-503 9.4(4) 7,200 680

CdS 241~0) 2.38-2.42('0) -52 3.3(4 250 10

CdTe 1.606(T-0jP1 ) 1.44(12) -2.3 at 77VK( 3 ) 800 100
-5. 4 at 800*1(0)

CdSe 1.1(2) -4.6(3)

InSb 0.2357(6) 0. 180(8) -2.7(3) 15.2(6) 80, 000 4.000

InAs 0. 469) 0. 360(6) _35 (3) 5. 4(6') 30.000 240

(a) E aE(.o) + ftr.
(b) EG a EGP-0) + YP.
(c) The mobilitfes listed are typical of thse highest values observed. In~ any particular sample, mobility values will be dependent

upon free-carrier density. crysta. perfection, and other factors.
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3.Z Energy Levels of Chemical Impurities

The electrical properties of a semiconductor are determined to a large degree by
tha concentration and chemical species of impurities in the semiconductor. An impurity
atom may be capable of contributing either a free electron or a free hole when ionized,
or it may be electrically inactive. The amount of energy required to ionize an impurity-
and, consequently, provide a charge carrier, depends upon certain properties of both the
host crystal aud the impurity atom, and is different for different combinations of them.
A donor-type impurity atom, when ionized, contributes an electron to the conduction band
of the crystal. A crystal containing predominantly donor-type impurities is called an n-
type crystal. An acceptor-type impurity, when ionized, contributes a hole to the valence
band of the crystal. A crystal containing predominantly acceptor-type impurities is called
a p-type crystal. One type of atom may contribute either holes or electrons, depending
upon its mode of occupation of the host crystal.

Tables 3.2, 3.3, and 3.4 list impurities known to affect the electrical conductivity
of germanium, silicon, and gallium arsenide. The quantity "EC - El" is the energy dif-
ference between the valence electron energy of the impurity atom in the unexcited state
and the minimum energy of electrons in the conduction band of the host crystal. The
quantity "E I - EV" is the energy difference between the maximum energy of a valence
electron of the host crystal and a valence electron of the impurity atom in the host crys-
tal. The "maximum solubility" column tells the number of impurity atoms of a given
type that may be added to the host crystal -vithout precipitation or agglomeration.

3.3 Diffusion Coefficient

The concept and ramifications of diffusicn coefficients have been discussed in Sec-
tion 2 of this Notebook. Tables 3.5, 3.6, and 3.7 contain diffusion coefficients, D, of im-
purities in silicon, germanium, and gallium arsenide calculated from the expression:

AH
D D eRT

where D o is a constant for the impurity in the crystal, and AH is the activation energy
for diffusion.
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TABLE 3.2.. ENERGY LEVELS OF CHEMICAL IMPURITIES - GERMANIUM

Ionization Maximum
Energy(I), ev Conductivity Solubility( 2 , Except P)

Impurity E C - El El - EV Type(I) atoms/cm3

Li 0.0093 D 7 x 101 8

Cu 0.040 A 3.5 x 101 6

Cu 0.31 A --
Cu 0. Z6 A --
Au 0.04 A Z x 10 1 6

Au 0.20 A --
Au 0.15 A --
Au 0.053 D --
Zn 0.029 A 2. 5 x 10 1 8

B 0. 0104 A --
Al 0. 010Z A 4 x 10Z0
Ga 0.0108 A 5 x 1020
In 0.0112 A 4 r 10 1 8

TI 0.014 A --
P 0.0120 D I x 10Z0(3)
A.S 0.0127 D Z x I0z0
Sb 0. 0096 D I x 1019
Bi 0.012 D --
Mn 0.35 A --
Mn 0.16 A --
Fe 0.27 A --
Fe 0.34 A 1.5 x 10 1 5

Co 0.31 A --
Co 0.25 A 2 x 10 1 5

Ni 0.30 A --
Ni 0. ZZ A 8 x 10 1 5

Pt 0. Zo A --
Pt 0.04 5 x I01 4

Te 0.10 D --
Se 0.14 D --
S 0.18 D --

Ag 0.29 A --
Ag 0.09 A --
Ag 0.13 A --
Zn 0.09 D --
Cd 0.05 D --
Cd 0.16 D --
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TABLE 3.3. ENERGY LEVELS OF CHEMICAL IMPURITIES - SILICON

Ionization Maximum
.. Ener_4) ev Conductivity Solubility(2 , Ex -ept ,'j,

Impurity EC - E l  E1 - E V  Type'4) atoms/cm 3

Li 0.033 D 6 x 1019
Cu 0.49 A --
Cu 0.24 D 1.3 x 10 1 8

Au 0.33 D 1.2 x 1017
Au 0.54 A --
Zn 0.55 A 6 x 1016
Zn 0.30 A --
B 0.045 A 6x 1020
Al 0.057 A Z x 1019
Ga 0.065 A 4 x 101 9

In 0.16 A 6.7 x 102 0 (3 )
P 0.044 D 1.3 x 1021

As 0.049 D 2 x 102 1

Sb 0.039 D 7 x 1019
Mn 0.53 D 3,5 x j016
Fe 0.55 D --
Fe 0.40 D 3 x 10 1 6

S 0.18 D 3.6 x 101 6

TABLE 3.4. ENERGY LEVELS OF CHEMICAL IMPURITIES -

GALLIUM k.RSENIDE

Maximum
.onization Conductivity Solubility( 6 ),

Impurity Energy( 5 ), ev Type( 5 ) atoms/cm3

Si 0.005 D 4 x 10 . 8

Cu 0.42 A --
Cu 0.14 A --
Cd 0. 021 A >1019
Zn 0.014 A > I0o
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TABLE 3.5. DIFFUSION CONSTANTS OF IMPURITIES - GERMANIUM(a)

D, cm 2 /sec
Diffuaant DO: cm 2 /sec -AH, ev 300*K 500 0 K 700'K References

B 1.8 x 109  4.55 1.0x1I0 "6 7  1.7xI0- 3 7 3.6x 10- 2 4  1

A l ...-..- --

Ga 20 3.04 3.2 x 10 "5 0 6.2x 10 - 3 0 3.2x i0 - 2 1  1

In 20 3.0 1.3 x 10- 4 9  4.5 x 10- 3 0 5.4x 10-2 1  1

P 1Z. Z.6 3.9x 10- 4 3 6.0x 10- 26 Z. 5x 10- 18 1

As 2.12 Z. 4 1.5 x 1 0 - 4 0  1. 1 x 10- 2 4 1.2Z x ,0 - 17  1

Sb 1.3 2. 26 2. 1 x 10- 3 8  1.7 x 10- 2 3 7.3 x 10- 1 7  1

Ta -...- - --

Bi 4.7 2.4 3.4x 10- 4 0 3.5 x 10- 2 4 2. 6x 10- 7  1

Li 0.0025 J. 51 7.5 x 10-12 1.6 x 10-12 5.5 x 10- 7  1

Cu -- -- D = 3. 1 x 10 5 (T = 1173°K) 1

Ag 0.044 1.0 7.9x 10 - 1 9 3. Zx 10- 1 2 3.0x 10- 9  I

Au 12.6 2.25 3.0x 10- 3 7 Z. 3x 10 - 2 2 8.4x 10-1 6  1

B e -- --.....

Zn 0.65 2.5 2.9x 10- 4 4  3.5 x 10 "- 6 7.2 x 10 "1 9  1

Cd 1.75 x 109 4.4 4.6x 10-64 5.6 x 10- 3 3 4.Z x 10-23 1

Cr -- --- -- --

Fe 0. 13 1. 1 5.3 x 10- 2 0 9.4 x 10 - 13 1.6 x 10- 19

Ni 0.8 0.91 4.9x 10 - 1 6 4.8x 10 - I 0 2. 4x 10"7  1

(a) -- indicates that the datum is not yet available.
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TABLE 3. 6. DIFFUSION CONSTANTS OF IMPURITIES - SIIJCON(&)

D, cm 2 /ec
Diffusant Do, Cm 2 /sec -AH, ev 3006K 5000K 700*K Referenctes

B 10.5 3.6 6. 2 x 10- 58  4. 1 x 10-35 1.4x 10-2 4  I

Al 8.0 3.4 i. 0 x 10 -56  3. 2 x 10- 34 2.9x 10- 2 4  I

Ga 3.6 3.5 1.0 x I0-57  1.4 x I0-35 2.4x 10-25 1

In 16.5 4.0 z. I x 10-64 1,2 x 10- 37 3.0 x IO-27 1

TI 16.5 4.0 2.1 x 10-64  1.2 x 10-37 3.0x 10-2 7  I

P 10.5 3.6 6.2 x I0-58 4. 1 x 10-35 1.4 x 10-24 1

As 0.32 3.6 1.9 x 10-6 1 1.2 x 10-38 4.2 x 10- 7

Sb 5.6 3.9 3. 2x 10-63 4. 1 x 10-37 6.7x 10- 2 9

T a ..... -- --

Bi 1030 4.7 2. 4 x 10-8 1 3.0 x 10-50 1.6 x 10-37  2

H 9.4x 10- 3  --..... 3

Li 0.0023 0.66 2. 1 x 10- 14 5. 1 x 10- 10 4. 1 x 10- 8  1

Cu -- -- D = 5.5 x 10-5 (T = 173° K)

A g -....- -.--

Au 0.0011 1.1 4.95x I0 22 8.0x 10- 15 1.3x 01  1

Be .- --...

Zn -- 1. 1 x 10-6 - .1x10 7 (1237K< T < 1573K) 1

Cd ...--.....

0 2.8-0.8 D = 10-8 (T = 1640 0K) 4

C r -- -- -- - ..

Fe 0.0062 0.87 1.7x 10- 17 9.9x 10-12 3.3x 10-9 1

Ni -- --

(a) -- indicates that the datum is not yet xvailable.

,- - --
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TABLE 3.7. DIFFUSION CONSTANTS OF IMPURITIES - GALLIUM ARSENIDE(a)

D, cm 2 !sec
Diffusant Do  -AH, ev 300*K 5000 K 700oK References

Zn 15 2.49 4.4x 10-42 1.0x 10- 2 4  l.8 x 10- 1 7  5

Cd 0.05 2.43 1.1 x 10-42 1.4x 10- 26 1.7x 10-19 7

S 4 x 103 4.04 1. 1 x 10- 63 5.2 x 10-38 3.6 x 10 - 26 5

Cr -- - -- --

Se 3 x 103  4.06 7.8 x 10- 6 6  Z.6 x 10- 3 9  3.6 x 10- 2 7  5

Al - - - --- - - -

Ga 1 x 107 5.60 2 . 0 x 10-85 2. 4 x 10-50 5.3 x 10- 3 4  5

in -- -- -------

As 4x 10 21  10.2 9.6x 0- 4 7  Z.8x 10"80 1. 9x 10- 5 1  5 wk

T a ... .- --

Si ......-- --

Sn 6x 10- 4  2.5 8.4x 10- 46 3.2 x 10 "z 9 6.6 x 10-2 Z  7

H ..... -- ......-

L i ... .. .. ..- -

Cu .-- 2.4 x 10 - 6 (T 1373-K) 7

Au "-Io - 3  1.0 ....... 6

Fe -- --- -- -

N i ......

(a) -- Indicates that the datum is nO yet availAble.
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3.4 Eutectic Melting Points

Table 3.8 contains eutectic points for various combinations of metals and semicon-
ductors that might normally come in contact during use. A eutectic point is the concen-
tration of one material in another at which the melting point of the composition is at a
minimum.

TABLE 3.8. EUTECTIC MELTING POINTS( 1)

Concentration, Conc entration,
Material A, Material B, Eutectic

Material A atomic per cent Matezial B atomic per cent Temp, °C

Si 99 Ta 1 1385

Si 11.3 Al 88.7 577

Si 31 Au 69 370

Si 56.2 Ni 43.8 966

Ge 27 Au 73 356

Ge 30.3 Al 69.7 424

Al 99.3 Au 0.7 642

REFERENCE, TABLE 3.8

(1) Hansen, M., Constitution of Binary Alloys, McGraw-Hill Book Company, Inc., New
York (1958).
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3.5 Vapor Pressure

Table 3.9 presents the vapor pressure at differenttemperature levels for numerous
elementa used in the construction of electronic devices.

TABLE 3.9. VAPOR PRESSURE( I )

Vapor Pressure, mm Hg, at
Indicated Temperature

Material 300oK 500"K 700'K

Ge <101 <10- <l011

Si <10 "  <10 -  <10 " 1

-11 -4-1Ga <10- <10 lo-

As <10 "  6 x 0 7
-10 -5

Cd -- 1.5 x 10 2.5 x 10

S 4 x 10- 6  5 450

Se 9 x 10 1 1  4 x 10 3  7

Al <10 "1 1  <10 "1 <I0"

Au <10 11 <1011 <10-11

In <10 11 <10 1 4 x

Pb <10-II <10- 10-6

REFERENCE, TABLE 3.9

(1) "Vapor Pressure Curves for the More Common Elements", prepared by R. E.
Honig, Radio Corporation of America, Copyright, 196Z.
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3.6 Intrinsic Carrier Concentration

Figure 3.1 presents plots of intrinsic carrier concentration as a function of abso-
lute temperature of silicon and germanium. The plots were made using the following
expression to calculate the intrinsic concentration, ni:

(27kT 3 1/2 E
S ,(me* m.h*) 3 / 4 ,xp2 = hZkT

where

h = Planck's constant, 6.624 x 10-34 joule/sec

k = Bioltzmann's constant, 1.38 x 10-23 joule/deg

Me* = effective mass of electrons

m* = effective mass cf holes

E g = energy gap.

In the plotted values, the temperature dependence of the energy gap has been ac-
counted for.

The intrinsic carrier concentration of a semiconductor is the number of electrons
per unit volume that have been excited from the valence band to the conduction band. An
equal number of holes is left inthe valence band by the excited electrons. The properties
of a semiconductor device are usually determined by the number of donor and acceptor
impuritier added during fabrication. At a temperature where the intrinsic concentration
exceeds the donor or acceptor concentration, the distinctive properties of the device can
be expected to disappear,
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3.7 Thermal Conductivity

Table 3.10 lists thermal conductivity of many materials used in construction of
electronic devices. Note that the units are watts/crn-deg.

TABLE 3. 10. THERMAL CONDUCTIVITY

.. Thermal Conductivity, w/cm-deg, at Indicated Temperature
Material 300"K 500"K 700"K

Si 1.422(0) 0.692(0) 0.483(1)

Ge 0. 521 ( 2 )  0. 298(2) 0. 209 (673"K)( 2 )

GaAs 0.44(3 ) 0.z5 ( 3 ) 0.14(3 )

CdS 0.159( 4 ) ....

SiO z  0. 0118 (fused
silica at 40°C)( 5 ) ....

A12 0 3  0. 2511(6) 0. 039 (522K)(6)(a) 0. 051 (657K)(6)(a)

Soda- lime
glass 0. 0092(8) --

Borosilicate
crown glass 0.011 (273*K)( 9 ) --

Aluminosilicate 0.013(10) 0.015 (573°K)( 1 0 )

Glazed alumina 0 . 3 5 2 (l)(a)

(a) Hest flow perpendicular to C-axis.
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(9) Morey, G. W., The Properties of Glass, Second Edition, Reinhold Publishing Cor-
poration, New York (1954), p 218.
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3.8 Ernissivities of Various Materials

Emissivitiee of various materials are given in Table 3.11. Although the available
data are aparce, it is felt that thi* information will be required to appropriately evaluate
infrared scan pictures of electronic equipment, since the energy radiated by a body is a
function of the emissivity of the body.

TABLE 3. 11. EMISSIVITY

Eniissivity, c, at lndica~led Temnpe rature~a')
Material 3000 K 500*K 7000K

Si ----

Ge 0.301)- -

GaAs---- -

CdS - ---

Au 0, 02-0. 03 0. 02-0. 03 0. 02-0. 03(2)

Al 0.,03 0. 04(2) -

Nichrorne
(oxidized) 0. 90 P,=---

0. 65 p.)( 3 )

Sio---- -

Sio 2  ---

(a) -- indicates that the datum Is not available.

REFERENCES, TABLE 3.11

(1) Abale.. B., Cody, G. D., and Beer*, D. S., "Apparatus for Measurement of Ther-
mal Diffusivity of Solids at High Temperatures", T. Appl. Phys., 31, 1585 (1960).

(2) American Institute of Phytics Handbook, Firr-t Edition, McGraw-Hill Book Com~-
pany, Inc., Now York (1957), pp 6-68,

(3) Ibid., pp 6-74.
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3,9 Thermal Coefficient of Linear Expansion

The thermal coefficient of linear expansion of a material is used to calculate the
change in length of a body that takes place upon heating oz cooling. It is defined as:

AL
LOA T

where

A L ie the change of length of the body

Lo is the initial length of the body

A T is the temperature difference over which the measurement was performed.

Thermal expansion coefficients are given for a number of materials in Table 3.12.
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TABLE 3. 12. THERMAL COEFFICIENT OF LINEAR EXPANSION

Thermal Coefficient
of Linear Expansion, Temperature,

Material Cc 10-6 .C-1 OK Reference

Metals

Al 23.8 293-373 1
Al 25.7 293-573 1
Al Vi. 7 293-873 1
Au 14.3 290-373 1
In 41.7 313 1
2Pb-lSn 25.08 273-373 1
Ni 12.79 313 1
Ni-Cr 13. 5 300 6
Pt 8.99 313 1
Ag 18.8 293 1
Ta 6.7 293-373 1

Glasses and Ceramics

0211 Microsheet(a) 7.2 273-573 2,3
Alkali ......
Borosilicate 3.25 273-573 2, 3
96% silicate (Vycor(a)) 0.8 273-573 3
Pyrex 3.6 294-744 1
Soda-lime glass 8.5-9.2 273-573 4
Quartz 7. 97 p(b) 273-353 1
Quartz 13.37 p(b) 273-353 1
94% alumirza 6.7 300 2
Sapphire (A120 3 ) 6. 7 p 323 5

5.0s ....
SnO 4.6 -- 6
MgO 13.8 293-1373 5
SiO 2
BeO (99.5%) 6.0 6

Semiconductors

Si 4.2 300 5
Ge 5.5-6.1 300 5
GaAs 5.7 -- 5
CdS 4.2 300-.343 5
CdTe 4.5 323 5

(a) Trademark, Corning Glass Worki, Corning, New York.

s indicates ve~asurement made perpendicular to C-axis.
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REFERENCES, TABLE 3.12
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Reliability and Microminiaturization, 1, 347 1196Z).
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(4) Shand, E. B., Glass Engineering Handbook, Corning Glass Works, Corning, New
York (1955), p 9.
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(December, 1964).
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3.10 Elastic Constants Vl

The most commonly referred to elastic properties of materials are Youngle mnodu-
lus, E; bulk modulus, k; shear modulus or modulus of rigidity, n; and Poisson's ratio, or.
More basic than these, however, are the constants of proportionality in a crystal obeying
Hooke's law between components of stress and components of strain, known an elastic-
stiffness constants. In cubic crystals, there are three such constants in termz of which
the three elastic moduli can-be calculated. These are designated C1 1 , C1 2 , and C44. The
expressions relating elastic moduli to stiffneis constants are(l)

C,(C11 + 2 C1 2 ) (C11 - C1 2 )
(C11 + C1 2 )

n C4 4 I

k.C 1 1 + C12
3

and for homotenous, isotropic bodies(Z),

a - -- land

3A - Zn
0 6k+ 2n

The values of C1 1 , C1 2, C4 4 , E, n, k, and cr for many electronic materials art given
in Table 3.13. The values of the moduli are not calculat.-d from stiffness coefficients.
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TABLE 3.13. ELASTIC COEPICIENTS

Bulk
C11, C12 , C44 ,  Young's Shear Modulus, k,

1012 dynes/ 1012 dynes/ 1012 dynea/ Modulus, E, Modulus, n, 1012 dvnes/
Material cm2  cm2  cm 2  1012 dynes/cm2  1012 dynes/cm 2  cm 2

Si 1. e7(3) O. 65( 3 ) 0.8 0( 3 ) .. 1.02(3) --

Ge 1. 29(4 ) 0.483(4) 0. 671(4) .... 0. 773(" --

GaAs 0. 188( 5) o. s94(5) 0..538( 5) .....

CdS o. s43( 6) 0. 521(6) 0. 149(6) .......

CdTe 0. 5351(7) 0.3681(7) 0. 1994(7 )

Au ...... 0.785(8) .....

Ni ...... 2.001-2. 1308) 0.706-0.755(8) ....

Cr ...... 2.40( 8 ) .....

Al, roled ...... 0.68-0.70( 8) .....

Ta"- -.... 1. s(e) .....

SIO .............

S 2  ...... 7.39(11) 0.312(11) 3.71(11)

A12 03
(sapphire) ..... 3.4(S) 1.48(9) 0.020 )

MgO 2. 90(10) 0. 87e(O) 1. 55(10) ...

Soda-lime
glass O.n 2512) O.310(1 2 ) 0 21(12)

Borogilicate
glass -- .. 0. 503(12) 0,214(12) O. 2(12)

g00 silica
(Vyco )) ..... 0.602(12) 0.200412) 0.1l(l2)

0211
(a)Tremea) oi Ga o or0.745(13) 0.302(13) --S, s2w1S)

(a) Trademiark, Cowning Glass Weeks, Cownzeg. New York.

Downloaded from http://www.everyspec.com



3-24

REFERENCES, SECTION 3.10 AND TABLE 3.13

(1) Ballard, S., McCarthy, K., and Wolfe, W., "IRIA, State-of-the-Art Report, Optical
Materials for Infrared Instrumentation", University of Michigan, Ann Arbor,
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3.11 Dielectric Properties

Three properties of materials usually referred to as dielectric properties are di-
electric constant, K; lose tangent, also known as dielectric dissipation factor; and di-
electrir strength. These properties are of importance in a material being considered for
use as a capacitor dielectric, a thin-film circuit substrate, a printed-circuit board, a
transistor or diode mount, or an incapsulant.

Dielectric constant is a dimensionless quantity, which, when multiplied by permit-
tivity of free space, c o , gives the permittivity E of the material.

Dielectric strength is the ability of a. material to withstand electric stresses that
cause either electronic or thermal breakdown. Electronic breakdown takes place when
the voltage gradient in a material exceeds some limit that is an intrinsic property of the
material. In such a case, electrons are accelerated to velocities that enable them to
ionize atoms upon collision, and current avalanching occurs. Thermal breakdown occurs
when electric losses in the material cause localized heating, which in turn causes the flow
of current to increase further. Dielectric strength is the field strength a material can
withstand before electronic breakdown takes place. To prevent excessive heating and the
resultant thermal breakdown, tls quantity must be measured while applying the electric
field for times of I second or less.(I)

The loss tangent of a material provides a measure of the amount of a-c energy im-
pressed on a dielectric material that is lost in absorption phenomena and conduction
losses. The magnitude of such losses, W, is given for sinusoidal voltages by(l)

0.555 c tan 6 fV 2 x 10-6
1 + tan2 5

where

W = watts lost per cm 3

= dielectric constant of the material

f = frequency in cps

V = voltage gradient in kv/cm, rms

6 = loss angle of the material.

The quantity tan 6 is called the dielectric dissipation factor, and, for small values
of 6, is equal to the dielectric power factor.(2 )

Table .. 14 lists dielectric constant, breakdown strength, ?n.d loss tangent of many
dielectrics and ,qemiconductors.
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TABLE 3.14. DIELECTRIC PROPERTIES

Dielectric Dielectric Loss
Material Constant Strength, V/cm Tangent

Si 13 (3 )(a) ....

G e 1 6 . 6 ( 4 ) ( b ) . .. .

GaAs 11.6 k0. 14( 5 )  ..

C dS (,,)7 .96(6)(c) ....

CdS (1)8.8z ....

SiO 6.8(7 ) 1-3 x 106(6) -

SiOZ, fused silica 3.78(8) ( )  -- 0. 00025 ( 1 )

A12 0 3  ( 11) 10 . 5 5 (8 )(e) 1.6-6.4 x 105 --

AlZ0 3  (J) 8 . 6 (d) ..

Soda-lime glass 6 . 9 (9 )(c) 52 x 1060)() 8.01( 9 ) ( c )  AV

wda-lime glas 9.3(9) ( f )  x 0 17(9 ) ( f )

0711 Microsheet( i ) 6 . 6 (9 )(c) 3.4 x 1 0 6 1)(g) 0. 0047(9)(c)

0211 Microsheet(i) 7.4(9 )(f) 104 (9 )(h) 0.032(9)(f)

96% silica (Vycor(i)) 3.9 ( 9 ) ( c )  3,5 x 100( ) (g )  0.0006(9) (c )

96% silica (Vycor(i)) 3. 9( 9 ) ( f )  7 x I03(9)(h) 0. 001(9)(f)

98.5% BeO 6. 9 (10 )(j ) -- 0. 0 0 6 8 (0 )(i)

(a) Measured at I010 cps.
(b) Measured at 9.4 x 109 cps.
(c) Mea.sur at 106 c .
(d) Measured from 10Oto 1010 cps.
(e) Measured from 102 to 108 cps.
(f) Measured at 106 cps, 473K.
(g) d0 cycle, rim; 30cK.
!h) 60 cycle, rms; 623*K. for 1 minute.
(1) Trademark. Corning Glas Works. Coming, New York.
(.i LesAtured it 4.45 to 4.04 x 109 CIM.
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(7) Degenhart, 11. J., and Pratt, I., "Preparation and Evaluation of Vacuum Deposited
Thin Film Capacitors", USAERDL, Fort Monmouth, N- w Jecsey, July, 1961.

(8) Ballard, et al., loc. cit., 13.
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3.12 Properties of Solder

Tablt 3.15 presents electrical, thermal, and mechanical characteristic s of numerous
low-melting alloys used as solders.

TABLE 3.15. PROPERTIES OF SOLDERS

Short-Time
Electrical Tensile Plastic Liquid

Conductivity, Strength, Temp, Temp, Refer-
Composition 105 (ohm-cm) - l 108 dynes/cm2  K K ence

100 Tin 0.85 1.24 505 505 1

100 Lead 0.45 1.23 600 600 1

95 Tin-5 Antimony 0.73 4.07 505 515 1

95 Tin-5 Silver 0.79 9.66 486 494 1

90. 5 Tin-9. 5 Bismuth 0.57 .... .. 1

70 Tin-30 Lead 0.68 4.24 456 459 1

63 Tin-37 Lead 0.62 4.32 456 456 1

60 Tin-40 Lead 0.6Z 4.34 456 461 1

97.5 Lead-l. 5 Silver 0.42 2.48 577 581 1
- I Tin

97. 5 Lead-Z. 5 Silver 0.46 2.48 577 580 1

100 Indium 1.36 .... 156.4 1

50 Indium-50 Tin 0.68 0. 354 -- 429 1

90 Indium-10 Silver 1. 24 1. 42 -- 503 1

50 Indium-50 Lead 0.34 2.11 -- 489 1

55. 5 Tin-3. 4 Antimony ...... 460 2
-41. 1 Lead

80 Gold-ZO Tin ...... 553 3

88 Gold-12 Gerroanum ...... 6Z9 3

94 Gold-6 Silicon ...... 643 3
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REFERENCES, TABLE 3.15

(1) Haufman, A., "Soft Solder Conductivity", Electronics, 119 (October 23, 1959).

(Z) McKeown, J., The Properties of Soft Solders and Soldered Joints, British Non-
Ferrous Metals Research Association, London (1948), p 15.

(3) Nixen, D., "Materials for Packaging Microelectronic Devices", Eltctronic Indus-
tries, 66 (January, 1965).
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3.13 Properties of Encapulants and Pottingt.;orfp.,-,S

The encapsulant of an electronic device provides elc-:trical insulatior aad prot-c
tion from water vapor and other contaminants, and helps tD protect the dvice from darn -
age caused by mechanical shocks and stresses. There ore, the electrical I r'.:erties i,

the encapsulating material - d-c resistance, tiilectriz: strength, arid dicelt tci,: cu ittlt
and loss tangent over a wide range of frequencies - sht)uld be known. Furthermore, tht
resistance of the material to penetration by water vapor is important, riot ounily becai,,e
water vapor damages many electronic devices but also becatuse it reduces the specific:
resistivity of many encapsulating materials.

Because the encapsulant of an electronic devic, will n.'ct-bsarily Le subjected to
the same thermal and mechanical stresses as the electronic icsii e itself, p-operties suc;
its thermal coefficient of expansion and ultimate te:nsil t firi, gtl. are of importatce.

Table 3.16, taken from Reference 1, lists the properttea ot many eracapsulants. rhc
physical meanings of most of the properties listed are assumed to be well known. Those
that may not be well known are defined as follows:

(1) Arc-Tracking Resistance. This is a measure of the ability of the ma-
terial to resist localized degradation when arcs and flashovers occur.
Arcs arid flashovers may cause a chemical reaction to take place in
t:ei-r paths, leaving z,..-ack of relativeiy iA'.-x sistarice carbonaceous
material cf lower dielectric st:en-gth.

(2) Safe-Use Temperature. This is a characteristic rather loosely defined
as the temperature a material will withstand for short periods of time
without obvious degradation, such as charring, blistering, or gross
distortion.

(3) Heat Distortion Temperature. This is the maximum temperature at which
flow or deformation of the material under specified conditions of load and
time will not exceed a specified value.

Table 3.17 presents solvents for unc'ired material and trade names and manufac-
tiz ers of many encapsulants at the time of publication of Reference 1.
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TABLE 3.17. SOLVENTS, TRADE NAMES, AND MANUFACTURERS
OF ENCAPSULATING MATERIALS

Solvents (a)
Polymer System Thinning Cleanup Trade Name and Manufacturer(b)

Thermosets

Asphalts and tars 1,2 2
Fluoro~carbon - Teflon (12); Kel- F (23)
Polyethylene 1 2 Alathon (12), (10), (22), (Z5) -.Stycaat (13)
Polystyrene ,22 Styron (10); Lustron (25); Dylene (ZZ);

Stycast (13)
Polyvinyl chloride -- 2 Geon (19); Tygon (35); Opalon (25), (4), (6)
Wax 1,2 2

The rmoplasticsa

Alkyd 7 -- Glyptal (18); Paraplex (30), (1), (3), (21)
Allyl eater - Lexan(lB); Merlon(24); Vibrin 135(Z8,1;

Laminac (1)
Butadlene- styrene 4 2 Buton(14); Butarey(l5), (29); Stycast

LOK (13)
Epoxidt- 1 2,5 Araldite(7); Epon(33), (21), (11);

ERLZ744 (2); Devion (5); Ecco and 4
Stycast (13) X

Phenolaldehyde -- Resinox (35)
Polyester 4,5 -- Vibrin(28); Plaskon(3); Paraplex(30);

Laminac (1); Dapon (16)
Silicone 4,8 1,2 (11), (18); Eccosil(13)

Elastomers

Buna-S rubber 1,3,4 2 (15), (20)
Chioro-rubber 2 2 Neoprene (23)
Natural rubber 1,4 2 (15), (20)
Silicone rubber 6 Z,5 (11), (18), (27); Cohrlastic (8), (3);

Eccosil (13)
Thioplast 2 -- Thiokol (34)
Urethane 1,4 -- Scotchcast XR5C 10 (23); LD1 67 (12), (24);

Ecco (13)

Ceramics

Cold- set cements 9 9 Sauereisen (32); Eccoceram (13);
Rostone (.31)

Glass-bonded mica - Mycalex (26), (18),

Fomtotes appear on following pge.

ICY
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References for Table 3. 17:

(a) List of Solvents

(1) Hydrocarbon.
(2) Chlorinated hydrocarbon perchloroethylene, methylene chloride.
(3) Diphenyl or terphenyl.
(4) Unsaturated hydrocarbon.
(5) Ketone.
(6) Fluid silicones.
(') Drying oils.
(8) Aromatic hydrocarbon.
(9) Water.

(b) List of Manufacturers

(1) American Cyanamid Co., 30 Rockefeller Plaza. New York 20. N. Y.
(2) Bakelite Co., Div. of Union Carbide and Carbon Corp., 30 East 42nd St., New York 17. N. Y.
(3) Barrett Div. of Allied Chemical Corp., 40 Rector St.. New York 6, N. Y.
(4) Borden Chemical Company, 350 Madison Avenue, New York 17. N. Y.
(5) Chemical Development Corp.. Endicott St, Danvers. Mass.
(6) Chemical Products Co., King Philip Road, E. Providence, R. I.
(7) Ciba Co., Inc., Kimberton, Pa.
(8) Connecticut Hard Rubber Co., New and East Sts., New Haven, Conn.
(9) Consolidated Electrodynamics, 300 N. Sierra Madre Villa, Pasadena, Caiif.

(10) Dow Chemical Company, -Midland, Mich.
(11) Dow Corning Corporation, Midland, Mich.
(12) E. I. du Pont de Nemours and Co., Wilmington 98, Del.
(13) Emerson and Cuming, Inc., Canton, Mass.
(14) EnJay-Humble Oil Co., 15 West 51st St., New Yo-, 0, N. Y.
(15) Firestone Plastics Co., Box 690. Pottstown, Pa.
(16) FMC Organic Chemicals Div. of Food Machinery and Chemical Corp., 161 East 42nd Street, New York 17, N. Y.
(17) General Aniline and Film Corp., 435 Hudson St., New York 14, N. Y.
(18) General Electric Co., -One Plastics Ave., Pittsfield. Mass.
(19) -Goodrich Chemical Co., Cleveland 15, Ohio.
(20) Goodyear Tire and Rubber Co.. 1144 East Market St., Akron 16, Ohio.
(21) Jones-Dabney Div. of Devoe Reynolds, 148 South 11th St.. Louisvi.le, Ky.
(22) Koppers Company, Pittsburgh 19. Pa.
(23) Minnesota Mining and Manufacturing Co., St. Paul, Minn.
(24) Mobay Products Company. Pittsburgh 5, Pa.
(25) Monsanto Chemical Company, Springfield 2, Masu.
(26) Mycalex Corporation of America, Clifton Blvd., Clifton, N. J.
(27) Narmco Resins and Coatings Co., 600 Victoria St., Costa Mesa, Calif.
(28) Naugatuck Chemical Div. of U. S. Rubber Co., 203 Elm St., Naugatuck, Conn.
(29) Phillips Chemical Co., Bartlesville, Okla.
(30) Rohm and Haas Co.. Washington Square, Philadelphia 5, Pa.
(31) Rostone Corporation, Lafayette. Ind.
(32) Sauereisen Company. Pittsburgh 15, Pa.
(33) Shell Chemical Corporation, 380 Madison Ave., New York 17. N. Y.
(34) Thlokol Chemical Corporation, Trenton 7, N. J.
(35) U. S. Stoneware Company, Tallmadge Ave., Akron 9, Ohio.

- *~-- -
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REFERENCE, TABLE 3.17

(1) Volk, M. C., Lefforge, 3. W., and Stetson, R., Electrical Encapsulation, Reinhold
Publishing Cor. ration, New York (1962), Chapters 3, 4, and 5.
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3.14 Resistivity and T'em perature Coefficient of

Resistance of Metals and Alloys

The resistivity and temperature coefficient of resist-nce of sonme metals and alloys
often used in electronic devices are given in Table 3.18. All values of each quantity were
measured at 20*C.

Temperature coefficient of resistance, a, is calculated from the formula:

RT =R 0 (I + aAT)

where

RT = resistance at temperature T

Ro= resistance at ZO'C

AT = T ('C) - 20-C.

TABLE 3. 18. RESISTIVITY AND TOR OF METALS
AND ALLOyS(a)-

Resistivity,
Materal j-6 ..r"~cr TCR (0C)-.l References

Gold 2.44 .0034 1

Platinum 10 . 003 1

Aluminum Z. 824 . 0039 1
Copper 1.771 .00382 1

Silver 1.59 .0038 1

Kovar 49(b) . 0 3 7 fb) 4

Nichrome 100 .0004 1
Manganin 44 .00001 1

Tantal,.m 15._5 .0031 1
Titanium 55 -. 0001 to 2, 3

(a) The values given in~ this table are for the materials In bulk form exoept where noted. The

same materials may exhibit somewhat differeuz values of thest properties when in thin-
film form.

(b) Measured at-25C.
(c) Mieasured-on thin films.
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4. Accelerated Testing

4.1 Introduction

The purpose of a component life test is to generate significant performance dat on
the basis of which reliability can be predicted for a component operating in a specified
environment. These data maybe simply time to failure, or they may involve measurement
of parameter degradation. In many applications of components, however, the parts are so
reliable under normal operating environments that years of testing are required to
generate significant performance data. Thus a paradox exists in that the greater a com-
ponent's reliability, the more difficult it is to dttermine its reliability.

A possible solution to this problem is to design accelerated life tests, In an ac-
celerated test, components are run at higher stress levels than encountered in normal
operation. Stress comprises factors such as ambient temperature, junction temperature,
power dissipation, bias voltage, etc. The problem in the analysis of component per-
formance data generated at high stress levels is how to predict the component's per-
formance at a normal stress level. This prediction is generally based on an extrapolation
to normal stress levels of performance data generated in several accelerated tests, each
run at a different level of increased stress. It is important to recognize that, in practice,
reliability prediction at norm,.i stress level is obtained through extrapolation. This
extrapolation leads to the most difficult and important problem associated with the analy-
sis of accelerated test data - namely, whether or not "true" acceleration is achieved. For
example, at increased stress levels, the mode of failure may change. If several aging

NI- processes are acting simultaneously in a component, the "dominant" process may change
with increasing stress, or with increasing time. Further, if s-veral stress parameters
are involved, such as temperature and voltage, interaction problems may arise between
the different stress parameters.( 1 ) Clearly, before valid extrapolations to normal stress
levels can be made, the functional relationships between the aging processes acting in a
component and the environmental stress parameters must be determined.(P)

Hence, the major weakness in accelerated testing is that the aging processes at high
stress levels may be different from those at normal stress levels. Ideally, the application
of high stress levels would accelerate aging irr such a way that a component degrades in the
same manner as at normal stress levels; thus, the only variable that would be accelerated
is time. That is, 1 hour of test time at high stress levels should produce identical com-
ponent performance as T test hours at normal stress levels. If this is the case, "true"
acceleration is ,aid to be achieved. In practice, it is not always possible to accelerate
only the time variable. Where this is the case, true acceleration cannot be achieved.

In summary, it is seen that accelerated testing consists of

(1) Designing stress tests that yield significant performance deg :adation dur-
ing a reasonable time period

(2) Determining, on the basis of component parameter measurements at in-
creasingly higher stresses whether true acceleration has been achieved, or
on a physiochemical analysis of the internal processes of a subsample of
test de ices
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(3) Validly extrapolating performance at higher stresses to normal stress
levels, given that true acceleration has been achieved

(4) Deriving formulas for the calculation of acceleration factors that relate
1 hour of test time at a specified high .5tress level to an equivalent num-
ber of test hours at a reference (normal) stress level.

These problems are treated in detail in the following sections. In Section 4.2, various
methods are described for generating accelerated test data. In Section 4.3, two mathe-
matical models characterizing rate processes are described in theory and in application
to the analysis of accelerated life-test data. Finally, in Section 4.4, the various acceler-
ated test procedures are compared.

4.2 Methods of Generating Accelerated Test Data

In this section, three test procedures for generating accelerated test data are
described. These are:

(1) Constant-stress testing

(2) Step-stress testing

(3) Progressive-stress testing.

For each method of testing, the steps inthe experimental procedure are described and the
assumptions contingent to the procedure are presented. Further, step-stress and pro-
gressive-stress testing are related to constant-stress testing. That is, the equivalent
number of hours of constant stress test time is determined for 1 hour of step-stress or
progressive-stress test time. Theoretical models for the analysis of the performance
data generated by these procedures are presented in Section 4.3.

4.Z.1 Constant-Stress Testing

In a constant-stres s accelerated test, a statistically significant number of components
are placed on life test in each of several levels of environmental stress, which are held
constant for the duration of the test. Measurements are taken periodically during the test
on those parameters descriptive of component performance over time. At the end of the
test, the data obtained are analyzed according to specified mathematical models under
appropriate assatiptions. The output of this analysis is designed to yield component
reliability as a function of the stress acting on the component. Moreover, the analysis
should determine the range of stress conditions over which valid reliability predictions
can be made.

4.2.1.1 Experimental Procedure

In designing a constant-stress experinent, several detailed questions must be re-
solved. These are:
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(1) What parameter or parameters should be measured as descriptors of
component performance (the dependent variable)?

(Z) What are the thermal and nonthermal stress parameters that make up
the stress environrnent (the independent variables)?

(3) What levels of each of the stress parameters should be combined to
make up the various stress environmenta., what stress ranges should the
stress parameters cover, and what should be the spacing between the
various levels of each stress parameter?

(4) What should be the sample size within each stress environment and how
should the samples be drawn such that statistically significant data are
generated?

(5) How long should the test run within each stress level?

It is apparent that these questions cannotbe considered independently. The answer to any
one question will depend on or partially determine the answers to the remaining questions.

The choice of parameter to be used to describe component performance is, perhaps,
the governing issue in designing the experiment. The performance parameter may be
(1) failures times or per cent failing as a function of time, (Z) time history of a measure
such as resistance for a resistor, or reverse leakage current for a diode, or (3) time
history of a fundamental aging process such as impurity diffusion or changing surface
morphology. The selection of the performance parameter to be used will generally de-
pend on the state of knowledge of the dynamic physical properties of the component type
and the nature of the results of other experiments run on the component. Further, in
addition to selecting a performance parameter, the question of the appropriate measure
of that parameter must be answered. For example, for a resistor, the most appropriate
measure may be per cent deviation of resistance from its initial value.

Parameter measures for resistors, capacitors, diodes, and transistors that are
generally useful for characterizing component aging under accelerated test conditions are
described in Section 5.6, "Physica] Methods of Screening". In that section, parameter
measures for each component type are tabulated andtheir utility as prZui sors of failure
described. It should be recognized that those parameters presented are described in a
screening context. As such, not all of the parameter measures are suitable for the general
accelerated test problem. Parameter measures such as resistance change due to short-
term voltage overload for resistors obviously fall into this category.

Specification of the stress parameters for the experiment should be determined from
the stress environments expected to be encountered in application of the component. That
is, the life-test conditionsi should simulate in terms of the stress parameters the actual
use environment. Acceleration then, is achieved by increasing the magnitude of the stress
parameters. For example, in the case of transistors, junction temperature may be an
appropriate stress parameter. Acceleration may be achieved in this case by increasing
the ambient temperature alone, increasing the applied voltage alone, or by increasing
both parameters in combination. It should be noted, however, that a given stress test

may aalerate a particular mechanim, or mechanis-mse, b01u1t not other i4nt o.tc
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objectives of reliability phynksi to determine the stress-aging mechanism toelationships,
thus permitting more exacting teat designs.

A further consideration in determining the test stress environment is the possible
need for pre-stressing the components prior to actual initiation of the life test. Sinica
accelerated testing is primarily concerned with failure mechanisms that are stress-time
dependent, it may be necessaryto submit the components to a pre-teat stress environment
to screen out early-failures. Suchapre-test may consist of temperature cycling, thermal
shock, vibration, etc.

It is axiomatic that the stress levels chosenfor an accelerated test should not be so
severe as to activate failure mechanisms that wouldnot be activated under normal condi-
tions. In addition to observing this precaution, it is necessary to consider reversible
changes that can take place in device properties at time zero when the device is strefied.
In particular, those reversible changes which can lead to irreversible changes and
immediate failure should be identified. (A reversible change is here meant to be one
which has a finite value when the stress is applied and is zero after the stress is re-
moved.) Some of the more common reversible changes are described briefly in the follow-
ing paragraphs. Most of these reversible changes are temperature induced since many
accelerated tests call for the use of elevated temperatures.

One of the most important factors to be considered in setting a stress temperature
level for all electronic devices is the melting point of solder used in fabricating the device.
Table 3.15 of this -Notebook lists the melting points of many types of solder. Other mate-
rials, such as insulation and encapsulation, used in fabrication of devices may softer.,
melt, or deform under elevated-temperature conditions.

The temperature- coefficient of resistance of a resistor and temperature coefficient
of capacitance of a capacitor will usually be known- and accounted for in designing kkn
accelerated test. The differences in thermal coefficients of expansion between, for ex-
ample, a resistive thin film and its substrate, or a dielectric film and its electrode,
should also lie considered since differences in expansion of contiguous materials may
result in film rupture. Table 3.12 lists thermal coefficients of linear expansion of many
materials used in construction of electronic devices.

The electric breakdown strength of both-capacitor dielectrics and encapsulants is
temperature dependent. Above a certain "critical temperature", which is different for
different materials, the dielectric strength, F, is often described by a function of the form
F = aexpb/T, where a and bare constants for a given material. Whitehead( 3 ) gives curves
of dielectric strength plotted against temperature ior a number of materials.

The leakage current, IL , of an electrolytic capacitor at a fixed voltage rises ex-
ponentially with temperatrre. The exact functional relationship between IL and T is dif-
ferent for different types of capacitors, but in general IL can be expected to rise sharply
as T is increased. The leakage resistance of mopt dielectrics decreases rapidly with
increasing temperature. Thus, if a capacitor is to be placed in a voltage-temperature
stress, care should be taken that the combined effects of these stresses do not result in
high leakage currents and subsequent excessive heating, which may be destructive.

7~
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Many of the basic properties of semiconductors are temperature sensitive, in cluding
energy gap, carrier concentration, electron and hole mobility, minority-carrier lifetime,
reverse current across a p-n junction, and p-njunction reverse breakdown voltage. These
variable properties may influence the choice of stress levels for an accelerated test.
The two properties whose temperature dependences are of most interest are reverse
leakage current and reverse breakdown voltage. Reverse leakage current is a steeply
varying exponential function of temperature, wheoreas reverse breakdown voltage in-
creases approximately linearly with temperature.

Once the stress parameters have been defined, the next step consists of determining
the particular levels of stress for the test. A desirable set of stress levels would include
the lowest stress level that is still sufficiently severe to yield parameter degradzion
during the test period, the highest stress level at which the same aging or failure mecha-
nismb are dominant, and a sufficient number of levels between these extremes to permit
valid extrapolations to use conditions. For the models for analyzing accelerated test
data presented in Section 4.3, it is desirable to have at leact five stress levels to deter-
mine the functional relation between degradation and str'tjss.*

Once the questions involving the physical factors of the accelerated test have been
resolved, the number of components that are to be tested within each stress level must
be determined. This is basically a statistical question of what constitutes a significant
sample size. The number of components within each cell should be sufficiently large
(1) to permit precise estimates of the parameter degradation rates and (2) to detect with
statistical significance differences between degradation ratet- at the various stress levels.
Sample sizes necessary to yield "precision" and "ettatistical significance" will depend on
the variance of parameter measurements within the various stress levels and on the
variance of estimates of the difference in degradation rites between stress levels,
respectively. In general, higher stress levels maybe expected to yield greater variations
in parameter measurement, and hence, require larger sample sizes.

The length of the teat is closely related to the problem of sample size. In this case,
the problem ia to run the test within each ttress level for a period of time that is suf-
ficiently long (1) to yield significant component degradation in terms of the measured
parameters and (Z) to evaluate the time depqndency of dominant aging mechanisms acting
in a component. In other words, the test should run long enough to discriminate between
"true" aging effects and random disturbances. These disturbances include (1) experi-
mental 1trror due to variations in the physical properties of nominally identi-al devices,
(2) error due to variations in control of the experimental stress levels, and (3) measure-
ment error due to instrumentation, or inaccurate recording.

4.2.1.2 Assumptions in Constant-Stress Accelerated Testing

The most critical assumption in constant-stress accelerated testing is that the
relative effects of the aging mechanisms or. component degradation are invariant with
respect to stress over the range of stress levels for which acceleration factors are to
be calculated. The assumption implies that new failure mechanisms are not induced in a

*At least five stress levels will be requiredin order to detect, in the presence of experi-
mental error, whether a shift in the dominant aging mechanism occurs at some stress
level, The -¢hoice of five is somewhat arbitrary. but does represent a reasonable
minimum.

QI
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component at high stress levels. A procedure for testing this assumption is pootulated in
Section 4.3, "Theoretical Models -or Analyzing Test Data". Basically, the postulate states
that if a new (or different) aging mechanism becomes "dominant" at some hicreased stress
level, the activation energies (estimated by the analysis) for the lower and higher stress
levels will be different.

In addition to the critical physical assumption, various statistical assumptions must
be made for a rigorous analysis of the test data. These assumptions involve (1) the
distribution of statistical variations of parameter measurements among the set of com-
ponents under test, (2) the distribution of errors due to instrumentation in regulating the
values of the stress parameters, and (3) the combination of various error distributions
in conetructing the estimates and hypothesis test of quantities such as degradation rates,
acceleration factors, and activation energies. To date, well-defined statistical pro-
cedures for analyzing these data using the Arrhenius and Eyring models art generally
nonexistent. However, a procedure for treating the statistical aspects of the data analyzed
according to the Arrhenius model is presented inSection 4.3.1. Further, several aspects
of this problem are treated in Reference (4).

4.2.1.3 Example of a Constant-Stress Accelerated Tet Design

To illustrate the experimental procedure described in Section 4.2.1.1, a transistor
accelerated test design is described in the following paragraphs. The purpose of this
test design is to relate transistor parameter degradation to stress, where the Arrhenius
reaction-rate equation is hypothesized as the appropriate analytical model. The experi-
mental design is illustrated in Figure 4.1.

The test design shown in Figure 4.1 is based on the premise that junction tempera-
ture is the appropriate stress, The design includes explicitly several stress parameters
on which junction temperature depends. These stress parameters in the design are seen
to be power dissipation, voltage-current ratio, and ambient temperature. The incremental
increases in ambient temperature are chosen such that AT x eAP, where e is the co-
efficient of thermal impedance for the transistor type under test. Thus, the test cells
along each of the five diagonals of the test layout are at constant junction temperatures.
It is seen that five different junction temperatures are achieved in this way, thus providing
a reasonable basis for extrapolation of acceleration factors to stress levels of lesser
magnitude.

This design has several desirable attributes in addition to simply providing test
data for relating junction temperature (stress environment) to transistor-parameter
degradation rates. These are:

(1) The use of collector voltage and collector current ratio permits the evalua-
tion of transistor degradation with respect to varying bias conditions.

(2) The effects of transistor degradation at constant junction temperature
with respect to varying combinations of power dissipation and ambient
temper'ttures can be evaluated.

(3) Two test cells at zero power dissipation permita test of whether different
aging mechanisms are dominant under powered and unpowered stress

- ----- =- -*'
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(4) A control test cell provides a basis for validating extrapolation of ac-
celeration factors to lower stress levels.

(5) Variations in degradation rates among product lots (or possibly production
processes) can be evaluated.

The description of the test design brings out the salient attributes of the design with
respect to physical properties of the problem. From a statistical point of view, the de-
sign consists of five 3 x 3 Latin squares plus three unpowered stress cells. Each Latin
square is nested within a constant junction temperature. The Latin-square layout is
shown in Figure 4.2. The same three voltage-current ratios and the same three lots
appear in each square. However, there are 15 levels of power-temperature combinations.

Voltage-Current Ratio

High Medium Low

(PL,TH) L 2  Ll L3

Power-Temperature
Combination (PM,TM) L 3  L? Ll
(To + SP= Tj)

(PH, TL) L L 3  L2

FIGURE 4.2. LATIN-SQUARE DiS. GN LAYOUT WITHIN EACH OF
THE FIVE JUNCTION TEMPERATURES

The analysis of variance model for the design (not including unpowered test cells)
is given by

Vijkl + (Tj)i + (V/I) (i)j + (PT) (i)k + L(i)l + eijkl (4.1)

where

Yijkl ' the observed transistor parameter

= overall mean

(Tj) i x ith junction temperature (a fixed factor)

(V/I) (i)J x the jth voltage-current ratio nested within the ith junction temper-
ature (a fixed factor)

(P,T) (i)k = the kth power-temperature combination nested within the ith junc-
tion temperature (a fixed factor)
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L = the ith lot nested within the ith junction temperature (a random
factor)

eijkl= the unexplained experimental error assumed to be normally and
independently distributed with mean zero and variance oz .

Analysis of the effects of the various factors in the model, of course, require com-
pliance with the statistical assumption associated with the analysis of variance. If, for
example, change in ICBO is the measured transistor parameter, the model may fail since
there is considerable evidence showing that these factors are multiplicative, and not
additive as used in the model. However, satisfactory compliance with the model may be
achieved by taking y = log A ICBO, thus obtaining the additive effect as required. If the
tests in the analysis show the effects of one or more of the factors (voltage-current ratio,
power-temperature combination, or production lot) to he not statistically significant, the
data within each junction tempera'arx may be "pooled", thus permitting a more precise
estimate of degradation rates as a function of junction temperature.

4.2.2 Step-Stress Accelerated Testing

One problem in constant-Ftress accelerated test programs is the excessivelf long
time periods that maybe required at the lower stress levels to yield significant parameter
degradation. An alternative approach, which resolves the problem, is step-stress testing.
Ina step-stress test, a set of components are tested for fixed time intervals at successively
higher stress levels until sufficient degradationdata (or component failures) are obtained.
That is, the components are initially placed on test for a time increment, At, at a low
stress ovel, Sl . After the At hours have elapsed, the stress level is increased to S2 . and
the test is run for At more hours. The step-stress sequence is repeated until a sufficient
quantity of parameter degradation data is generated. This procedure is repeated for
several different time increments, At I, ... Atp, and the stress step, Si-Si- I , is the same
for all tests.{5 ,6 , 7 )

Step-strs s testing in the above manner depends on the assumption that the probability
of accumulating some fixed amount of param.ete.: degradation (or probability of failure) at
a given point in the stress-time domain is independent of the particular combinations of
stress and time used to arrive at that point.( 8 ) Thus, in a sense the roles of stress and
time are interchanged in step-stress testing, in contrastto constant-stress testing. This
point is illustrated in Figure 4.3. This figure shows that if the stress level is fixed at
some level S,, as in constant-stress testing, a distribution, fSi (t), is obtained where t
denotes time to reach a specified degradation in some parameter (e.g., 100 per cent change
from the initial value of ICBO), or t may denote time to failure. Analogously, if time is
fixed at some period t i , as instep-stress testing, a distribution, gti (S), is obtained where
S is the stress level at which a specitied degradation was accumulated. In either case,
under the assumptions of the testing procedures, the same stress-time function relating
the time rate of parameter degradation to applied stress is obtained.

The weakness of step-stress testing as a method for obtaining "true" acceleration
is. essentially the same as in constant-stress testing. The relative effects of the aging
mechanisms acting in a component may change as the stress level is increased. There-
f, it Mut b-~ o 1

%t rneoatre levels the relative ef*te ef
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the aging mechanisms are invariant or, more deairably, the methods for analyzing step-
stress data must include a procedure for detecting such changes. Such a detection pro-
cedure is given for the analysis models described in Section 4.3.

9t, (S)

gtJ(S) / s I((t
U)

- -I-----------
I

I M e A 5106

FIGURE 4.3. STRESS-TIME CURVE RELATING TIME RATE OF PARAMETER
DEGRADATION TO APPLIED STRESS

Scales may be in some transformed units of stress and/or time
such as log time.

4.2.2.1 Experimental Procedure in Step-Stress Testing

The design of a step-stress -experiment requires that several detailed questions be
resolved that-are analogous to those in designing a constant-stress test. These are:

(1) What parameter or parameters should be measured as descriptors of
component performance (the dependent variable)?

(2) What are the thermal and nonthermal stress parameters (the independent
variables) ?

(3) At what stress level should the components be tested in-the first time
increm-ent? What size stress step should be used?
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(4) How many tests using different time increments should be run? How long
should the time increments be for each test?

(5) What should the Eample cize be for each of the step stress tests?

The answers to these questions will depend primarily on what is known, a priori, about
component performance in the stress-time domain. Where the a priori knowledge is
substantial, answers to the above questions can be determined that may result in a more
efficient test design in terms of factors such as sample size and number and spacing of
time inczements.

The question of v,,at parameters should be measured is the same for step-stress as
for constant-stress testing. Not only must those parameters that are most descriptive
of component performance be identified, but the appropriate numerical measures of those
parameters must also be determined. The type of measure may be dictated in part by
the mathematical model to be used in analyzing the data. For example, in application of
the Arrhenius model, log [Icp ,(at time t)/ICBO(initial)] has been shown to be an appro-
priate measure for degradation of some types of transistors. Similarly, identification of
the i - ctions between the thermal and nonthermal stress parameters is the same in
step-stress an in constant-stress testing.

In resolving the third question, specification of the sequence of stess steps, the
experimental procedure departs from that for constant-stress testing. In this case, it is
necessary to determine (1) what scale of measurement units should be used, (2) how the
sequence of stress steps should be spaced, and (3) how large should the stress step be.
The scale of me.asurement should correspond to the form in which the stress parameter
appears in the theoretical analysis model. For example, thermal stress appears in the
Arrhenius and Eyring models as I/T, where T is in degrees Kelvin. Therefore, the
appropriate scale for thermal stress should be reciprocal temperature, expressed in
degrees Kelvin. Secondly, it is desirable that stress steps be equally spaced in the mea-
surement scale previously defined. Thus, for the thermal-stress case above, the stress
steps would be spaced such that (I/Ti - I/Ti.I) = constant for i X 1, . . . n. inspection of

this relation reveals that equal spacing in units of reciprocal temperature yields suc-
cessively larger stress steps in units of temperature. For example, a reciprocal tem-
perature step of 0.1 x 10- 3 yields a step of 8 degrees at 25"C and a step of 18 degrees at
1500C. Thirdly, the magnitude of stress stepmust be determined. Here, a balance should
be achieved between specifying a stress step that is sufficiently large to permit dis-
crimination among the degradation rates through 3tatistic, 1 analysis of the test data, and,
on the other hand, that is sufficiently small to yield a statistically significant number of
data points over a range of stress levels in which a given failure mechanism is
dominant.

The governing considerations on the limits of the stress conditions for accelerated
tests on the various component types are essentially the same as those described in
Section 4.2.1.1 for constant-stress testing. The additional problem in this case is to select
the magnitude of the stress step such that significant parameter degradailon will result
before the stress limits are exceeded.

The fourth question, how many tests using different time increments should be run.
is completely analogous to the question of how many stress levels should be used in
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constant-stress testing. This stems from the fact that the role of stress and time) are
essentially reversed in step-stress testing. For analysis of the data on the basis of the
Arrhenius or Eyring models, it follows from the analogy that there should be at least
five time increments to permit an adequate test of the linearity requirement of the models.

Finally, the number of samples that should be tested in each step stress test is a
statistical question identical with that in constant-stress testing. The sample sizes should
be sufficiently large to permit reasonably precise estimates of component narameter
degradation within test conditions, and to permit discrimination of degradation effects
among the test conditions.

4.2.2.2 Assumptions Involved in Step-Stress Testing

Two major assumptions are critical to the analysis of step-stress test data. These
are:

(1) Component damage (time-dependent degradation mnasured in terms of one
or more parameters) is btrictlycumulative. That is, damage accumulated
in a given stress step is given by the expression ADi = R(Si) At, where
R(Si) is the degradation rate at the ith stress step and At is the increment
in the step. Thus, the total accumulated damage through the kth stress
step is given by

k k

DADi R(Si)&t *(4.2)

1=1 i=l

(2) Tht degradation rates, R(Si), are independent of each other. That is, the
rate at which damage accumulates in the klth stress step, R(Sk), dues not
depend on the accumulated damage through (k-I) preceding steps or on
the rates, R(Si), i = i, . . ., (k-l), in those steps.

These assumptions essentially state that the aging process acting in a device at a given
point in time depends only on the intrinsic physical properties of the device and the applied
stress at the given time, and is independent of its prior time history.

In addition, step-stress testing involves those assumptions associated with constant..
stress testing. Most important of these assumptions is that the relative effects of the: ag-
ing mechanisms on component degradation are invariant with iespect to stress over the
range of stress levels for which acceleration factors are tc be calculated. Further
assumptions are involved in the statistical a-aalysis of such data. These include (1) the
distribution of statistical variations of parameter measurements among the set of com-
ponents under test, (2) the distribution of errors due to instrumentation in regulating the
values of stress paramete:s, and (3) the combination of various error distributionis in
constructin; estimates and hypothesis tests.

tip,
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4.2.2.3 Relation of Time in Step-Stress Tests to Time
in Constant-S;ress Teats

If, in addition to the first two assumptions cited above, it is assumed that the state
f a device at a specified damage (degradation) level is izdependent of how that level was

obtained, operating time under step stress can be related to operating time under constant
stress. An equivalent statement of this assumption is that failure of homogeneous com-
ponents occurs when a specified damage is accumulated irrespective of the rate (or
rates) at which damage occurs. The required relationship is obtained by equating the
functions of cumulative damage for constant and step stress.( 5 ,6 )

For constant-stress testing at stress level S., the cumulative damage at time tc is
given by

D(t) = R(Sc)tc , (4.3)

where R (Sc) is the degradation rate at stress level S c . For step-stress testing, cumulative
damage is given by

N N

D(t) = Ats- R(Sn) =tss R(Sn) (4.4)

n= 1 n=

where R (Sn) is the degradation rate in the nth step and Atss is the operating time in each
step. The total operating time in the step-stress test is, therefore, seen to be tss =
NAtss. Equating (4.3) and (4.4) and solvin6 for tc as a functiorn of tss yields

N

R (Sc) tc = N- R (Sn) (4.5)
n=1

Ntss ' (4.6

tc=t*s7 **! 2 R (Sn) .(4.6)tc  RR (c RLS n

n=l

Note that tc is the constant-stress time and tss is the total step-stress time to obtain
equal component damage.

If the degradation rate for a particular T is given by the Arrhenius equation

A-B/T (4.7)R(T) = (47

where T is temperature (operating temperature in the case of resistors and junction tem-
perature for semiconductors), the required relation is seen to be

N

t .s e "B/Tn B/T (4.8)

n=t
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For dielectric materials, it is generally assumed that, for fixed temperature, stress
is given by the logarithm of applied voltage, V. If it is further assumed the degradation
rate follows an Eyring rate equation,

R (T,S) ATe B/kT S(C+D/kT) = S (4.9)
R(,S e = R e (9

when Ro is the degradation rate in the absence of nonthermal stress and e s represents
the adjustment of R(T,S) due to thermal stress, then the degradation rate for fixed tem-
perature is given by

FIT)S) = Re Rln V RoV . (4.10)

substituting (4.10) into (4.6) yields the relation of t c to tss:

N
= tss V V (4.11)

n 1

4.2.2.4 Example of a Step-Stress Test De. ign

To illustrate the experimental procedures described in Section4.2.2.1, a transistor
step-stress test design is outlined in the following paragraphs. The purpose of the test is
to generate acceleration factors based on the Arrhenius rate equation for a silicon mesa-
type transistor. The experimental design ts illustrated in Figures 4.4 and 4.5.

The test design is based on the premise that junction temperature is the appropriate
stress parameter and that collector reverse leakage current is an appropriate performance
parameter. Figure 4.4 shows that the designconsists of three separate step-stress tests,
each based on a different stress-step time increment, Atss. Stress is increased in equal
increments of reciprocal junction temperature, I/Tj, for all tests. Figure 4.5 describes
the design within each of the three time increments. It is seen that ambient temperature
is held constant throughout the test; thus, junction temperature is increased by step in-
creases in power dissipation, 6P. Further, three voltage-current ratios are used within
each stress step to permit a test of ICB O degradation with respect to current and/or
voltage as well as junction temperature. Thus, the total sample of components under
test is divided into 3 3 = 9 subsets, SI, S 1 ....... S9 .

Each of the three tests is terminated in accordance with a predetermined stopping
rule. For example, testing maybe terminated when at least 90 per cent of the components
in each subset have accumulated a specified amount of damage in terms of the performance
parameter ICBO , or when that stress step is reached in wbich at least 50 per cent of the
components have failed. In the second case, failure may be defined in terms of such
parameters as IGBO , BVcES, IEBO , and VCF, (sat.).

4.2.3 Progressive-Stress Testing

I progressive-stresu testing, a sample of components is placed on test at a stress
level that increases at a constant time rate, i.e., S = a+ t. To obtain the functional
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Stress,
1 IT j ,

tat

'rime --

FIGURE 4.4. ILLUSTRATIVE STEP-STRESS COMPONENT AGING SPECIFICATION

SS, SS 2  SS3 SS4 ... SSi ith stress step

rh - S E3 Si ith component set

Voltage- (h,m,I) (high, medium, low)
Current
Retio

IS2 -1... T To+ O(P0 +nAP)
(To= constant ambient

temperature)

I I , I
P0  Po+ A P Po+2AP Po+3 A P  A10A 51017

Power Dissipation

FIGURE 4.5. ILLUSTRATIVE EXPERIMENTAL LAYOUT FOR STEP STRESS
TEST AT ONE TIME INCREMENT, At.s

The design is replicated for each time increment in Figure 4.
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dependence of component degradation in the stress-time domain, the procedure is repeated
at several different time rates of change of stress, A,..., P* (9) These tests are termin-
ated according to the same stopping rulos used in constant- or step-stress testing. The
tests may be terminated when a specified amount of degradation (damage) is accumulated,
or when a specified per cent of the sample hap failed. This prccedure is illustrated
schematically in Figure 4.6. Thus, progressive-stress testing consists of taking step-
stress testing to the limit. That is, a step-stress test becomes a progressive test when
the time increment, Atss, is zero. Therefore, it follows that progressive stress depends
on the same assumption as step stress. That is, it is assumed that the probability of
accumulating some fixed amount of parameter degradation at a given point in the stress-
time domain is independent of how that point is arrived at. The implications of the
ass'unption are completely analogous to those described in introduction to Section 4.Z.2
and illustrated in Figure 4.3.

Moreover, the threat to progressive-stress testing as a method of generating valid
accelerated test data is the same as inconstant- and step-stress testing. That is, unless
it is known, a priori, over what range of stress the relative effects of the aging mechanisms
acting in a component are invariant, or a procedure is available for testing for invariance,
invalid acceleration functions may be obtained. Also, in progressive-stress testing
linear programming of temperature is not easy to achieve without the use of expensive
control equipment.

4.2.3.1 Experimental Procedure in Progressive-Stress Testing

The design of a progressive-stress test involves the consideration of several detailed
factors. These are:

(1) What parameter or parameters should be measured as descriptors of
component degradation (the dependent variables)?

(2) What are the thermal and nonthermal stress parameters (the independent
variables) ?

(3) How many different rates of applying stress should be used? At what
stress value should the test start? What spacing should be used among
the various stress rates?

(4) What should be the sample size for each progressive-stress test?

The question of what parameters should be measured involves the same considera-
tions for progressive-stress testing as for constant- and step-stress testing. The second
question, what thermal and nonthermal stress parameters should be used, involves prob-
lenm.s peculiar to progressive-stress testing. Continuously increasing operating temper-
ature at a constant rate is difficult to regulate precisely with standard test equipment.
Therefore, continuous stress increase may most easily be attained in terms of power
stresses with temperature held constantforagiventest. The effect of temperature stress
can be estimated by running several progressive-stress tests at different, but constant,
temperature levels and increasing the power stress at the tiame rate in all teats.
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IS -- 2t
Stress

0 T im e-
(a) Stress increased linearly from S z 0 at time t =0

S IS0 +j3t

Stress .......,....... ,S o+ 9

(b) Stress increased linearly from Sx So at time t z 0
A 51016

FIGURE 4.6. SCHEMATIC REPRE2SENTATION OF PROGRESSIVE STRESS TESTING
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The number of progressive-stres a tests (each test at a different atres a ra to) depends
oi. the number of factors to be investigated in the stress-time domain. In general, the
questioninthis case is how many points are needed in the stress-time curve (the Arrhenius
plot, for exkmple) to provide "valid" estimates of acceleration factors. If the problem is
to determine acceleration factors as t function of applied voltage for a fixed temperature
level (for example, for capacitor aging based on the Eyring model), then at least five
different rates of applying voltage should be used in order to obtain meaningful estimates
of the two parameters in the model associated with power stress. If, in addition, tempera-
ture is considered as a variable, then several tests at the same rate of applying voltage
must be run, each at a different temperature level.

Determination of the initial stress level at t = 0 reoqiires that the experimenter
decide whether the power stress should start at the same value for all tents, or whether
the comLined temperature-power stresses should have the same initial value. For ex-
ample, consider the progressive-stress test design for transiftors shown in Figure 4.7.
It is seen in Figure 4.7(a) that, if each test is to be started at the same level of power
dissipation, PO, then the initial level of junction temperature, Tj, will be different in each
case. Alternatively, Figure 4.7(b) shows- that, if Tj is the same for each test, then P o
will be different.

Finally, determination of.how far apart the stress rates should be spaced is analogous
to the stress-step and time-increment problem in step-stress testing. Specifically, the
rate of applying stress should be sufficiently high to produce significant parameter de-
gradation in short periods of time, sufficiently low so as not to stress the components
beyond that stress range over which the relative effects of the aging mechanisms acting
in a device are invariant, and spaced between these extremes to permit a desirable spread
of points on the stress-time curve in analyzing the test data.

The fourth question, what the sample size for each progressive stress test should
be, is a statistical question involving the same considerations as in constant- and step-
stress testing. The sample size should be sufficiently large to permit precise estimates
of parameter degradation measures for each rate of applied stress, and to permit accurate
discrimination of effects on degradation measures among the various rates of applied
stress.

4.2.3.2 Assumptions Involved in Progressive -Stress Testing

The assumptions on which progressive-stress testing depend are analogous to those
in step-stress testing. These are:

(1) Component damage (stress-time dependent degradation measured in terms
of one or more parameters) is strictly cumulative. That is, damage ac-
cumulated In an operating period, t, is given by

t t

D(t) = R(S) dt = R[S(t)' dt (4.12)

0 0

CA-

Downloaded from http://www.everyspec.com



4-19

Tj=junction temperature
T. T3 +8J-A(Po +p9 t T ith operating temperature

PO0 initial power dissipation
A=rate of change of P

8j-A,= coef ficient ofthermal
impedance

Stress, I/T Tj :T?+G .A(Oo +)92 t)

(T 3,P 0

(T2' P0)

Time --
(a) Various constant operating temperature levels and identical

initial values of power dissipation

Ti~T T= T(3A(+ 8J-A(P

(TTC) j a +8 J-A(PO( +9 10

Time -p

(b) Some initial value of junction temperature and various initial
values of power dissipation A 51019

FIGURE 4.7. PROGRESSIVE-STRESS TEST CURVES
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where R(s) denotes parameter degradation rate at stress level a. Since a
.s a linearly increasing function of time, Equation (4.12) can be written

t

D(t) R(S+A~t) ct (4.13)

0

where S o denotes the applied stress of t x 0, and denotes the time rate of
increase in stress.

(2) When components are tested to failure, failure occurs after a specified
amount of degradation accumulates irrespective of degradation rate, R,
and, therefore, is independent of the rate of stress increase.

(3) The relative effects of the aging mechanisms acting in a device are in-
variant over the range of stress conditions usedin testing. For progres-,
sive-stress testing, it is seen that this stress range will depend on the
product of rate of stress increase,A, and the test time.

In addition to these physical assumptions relating stress and degradation, there ar-
several statistical assumptions required for data analysis. These assumptions are con-
cerned with distinguishing true effects in the presence of random variations in the data,
and have been previously discussed in Sections 4.2.1.2 (constant stress) and 4.2.2.2 (Utep
stress).

4.2.3.3 Relation of Time in Constant-Stress Testing to
Time in Progressive-Stress Testing

For constant-stress testing at a stress level Sc, the cumulative damage at time tc

is given by

D(tc) = R (Sc) tc (4.14)

where R(S c ) is the rate of measured parameter degradation at stress levelSc. Alternatively,
for progressive-stress testing, cumulative damage at time tp is given by

t p

D(tp) = t R (S o + At ) dt  , (4.15)

where S. is the stress level at t = 0. Equating [4.14) and (4.15), constant-stress time,
tc, as a function of progressive-stress time is given by

t

tc = 3 R(So+At) dtR(Sc) (4.16)

01

Downloaded from http://www.everyspec.com



4-21

If the stress parameter is temperature, and the Arrhenius law applies, ther.

A-B/T
R(MT= e

In this case, Equation (4.16) takes the form

P tp,(o~t eA-B/Tc
0

= B /Tc P e BI(To+ pt) dt *(4.17)

0

Equation (4.17), however, does not have a closed form solution. Therefore, to obtain the
desired relation in a particular case, it is necessary to resort to approximate numerical
solutions of the integral.

Alternatively, if the Eyring equation is taken to represent degradation, and stress is
increased inunits of voltage for afixed temperature(5, 6 ), R(T,S) is given by Equations (4.9)
and (4.10) in Section~ 4.2.2.3. Substituting Equation (4.10) into (4.16) yields

Sc Y R0 VO d/tRoVc'O

C $ (V 0 +900 d>/V 0
J0

- (V +At) -A 0 (0+1) VC0~
(4.18)

If the voltage stresd is zero at t z o, (4.18) reduces to

tc U(At p )V (01)1

p P (1)V (4.19)

wheret VP p X ~ ist the progressive power stress.

4.2.3.4 Example of a Progressive -Stress Test Design

To illustrate the experimental procedures for progressive ,stress testing, a capacitor
life test design is described in the following paragraphs. The objective of the test is to
determine the applicability of the Evring rate equation in dascribine capacitor dearadAtion
processes.

Downloaded from http://www.everyspec.com



4-22

The test design involves two stress parameters: temperature and voltage. Voltage
is taken as the progressive-stress parameter, andthe various temperature levels are held
fixed for each test in the total design as shown in Figure 4.8. As shown in this figure,
the design consists of 5 different time rates of voltage increase, Ai, • .i - 1,2,. . .,5, and 4
temperature levels, Tk, k = 1,. . .,4. Each voltage rate, Ai, appears once with each tem-
perature level; thus, there are 20 different voltage rate-temperature combinations,
Finally, it is seen that voltage rate is increased proportionally. That is, the ith voltage
rate is given by

Vi = Pit = ( 2 i-l1) t (4.20)

In V i = (i- 1) In 2Al+Int = (i- l)c+lnt . (4.21)

Therefore, the experiment involves life testing a statisticaJl. significant number of
capacitors at each of 20 voltage rate-temperature combinations. Capacitor degradation
is measured in terms of performance parameters suchas capacitance, dissipation factor,
or leakage current. The various tests are terminated according to a predetermined
stopping rule. For example, each test may be terminated when 50 per cent of the capacitors
on test have failed.

1 fit thr rat of voltage increase:

yoltag.

FIGURE 4.8. PROGRESSIVE-STRESS (VOLTAGE) TEST DESIGN LAYOUT

The design is repeated for each of four temperature levels.

4.3 Theoretical Models for Analyzing Test Data

In the history of life testing, various procedures have been derived for calculating
acceleration factors. Most of these have been statistical in naturG, in that acceleration
factors were calculated by taking the ratios oiiaiiure rates, per cent surviving, cumulative
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or percentage drift in some parameters, etc., observed under "normal" and some high
stress level. All of these procedures have several apparent shortcomings. First, they
do not provide a basis for answering the question: Has "true" acceleration been achieved?
That is, are the relative effects of the failure mechanisms acting in a device invariant
over the range of stress levels involved? Second, they provide no basis for explaining
the observed component behavior in terms of the physical structure of the component and
its stress environment. The importance of these shortcomings is that purely predictive
statistical data are of limited value to design improvement.

In the following paragraphs, two theoretical models for analyzing accelerated test
data are described which show promise of alleviating the problems associated with the
statistical procedures cited above. The description in each case includes a physical
interpretation of the model includinq its advantages and limitations and specification of
the procedures involved in applying the model to the anaiysis of accelerated test data.

4.3.1 The Arrhenius Model as a Basis for Accelerated Tests

The Arrhenius equation relates the time rate of change of a process to the tempera-
ture at which the process is taking place. Originally, this function was empirically
derived by Arrhenius in the 1880's from data o-a reaction rates of chemical processes.
Mort recently, in reliability the applicability of the Arrhenius law in describing com-
ponent parameter degradation has been suggested by "rules of thumb" such as the
observation that component life is halved for every 10°C increase in temperature.
Further, for relatively simple devices such as resistors, degradation can be easily
envisioned as being due to a chemical change in the device. For more complex devices,
the physical nature of the degradation processes is not so obvious. However, the basic
atomic processes such as diffusion that lead to degradation in many devices generally
satisfy the conditions of the Arrhenius equation.

Attempts to derive the Arrhenius equation theoretically have not been generally
successful. This follows from the fact that modern developments in quantum theory lead
to a different (and more theo.-etically sound) description of reaction-rate kinetics. The
Eyring reaction rate model det cribed in Section 4.3.2 is a result of these developments.
However, over the range of stress conditions normally used in accelerated testing, the
Arrhenius model serves as an excellent first-order approximation to the Eyring model.
In fact, within this range of stress conditions, the estimation error due to random
variations in the test data will generally exceed the approximation error by a substantial
amount. Moreover, even though the Eyring model has significantly more value in ob-
taining a theoretical understanding of aging processes, the simplicity of the Arrhenius
model makes it highly useful in analyzing accelerated test data.

4.3.1.1 Mathematical Description of the Arrhenius Model ( 2 ' 1 0 )

Let Q denote a compon(.nt performance parameter such as reverse-leakage cur-
rent in a transistor, and let D = f(Q) denote a function of the performance parameter, Q.
such as per cent change in reverse-leakage current in terms of which degradation is to
be measured. Application of the Arrhenius model in calculating acceleration factors
requires two assumptions:
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(1) Degradation in the performance measure, D = f(Q) is a linear function of
time, L.he rate of degradation depending only on th- stress level.

(2) The logarithms of the degradation rates yield a linear function of re-
ciprocal absolute temperature.

In theory, the first assumption can always be saisfied. That is, for any given set of
experimental data, some transformation, D = f(Q)., of the performance parameter 0 can
be found that yielde linear degradation over time. The practical problem is to find a
transformation that will satisfy this assumption for all sets of experimental data on a
given component type. The second assumption that is characterized graphicAlly in the
Arrhenii3 plot is the crux of the analysis. If the Arrhenius plot is linear, a,;cpleratior.
is said to be "true"; otherwise, the observed acceleration is not "true". This postulate
follows from the expectation that changes in the relative effects of the failure mechanisms
acting in a device at some increased stress level will yield a nonlinear Arrhenius plot.
When this occurs, linear extrapolations to normal operating temperatures are not valid
and, therefore, acceleration factors cannot be unambiguously 'ssociated with various
temperature levels.

More specifically, the assumption of a linear degradation of performance aver time
can be written as follows:

f(Q) - R(T)t , (4.22)

where t denotes operative time under a specified temperature level T, and R(T) denotes
a constant degradation rate that depends on the temperature level, T. This equation shows
that R(T) is the slope of the degradation line obtained by plotting f(Q) versus t. A dif-
ferent slope R(T) is expected for each thermal-stress level, T, used in generating the
,.ccelerated test data.

The Arrhenius equation may be written as follows:

R(T) eA-B/T (4.Z3)

where A and B denote empirical constants. If the logarithm of R(T) is plotted against
(I/T) on an Arrhenius plot, then Constants A and B denote the "intercept" and "slope"
of the resulting straight line, as hown by the e-xpression

inR(T) = A-B(I/T) . (4.24)

Suppose that the Arrhenius plot is linear. Then least-squares analysis may be
used to fit Equation (4.24) to the data and obtain numerical estimates for Constants A
and B. From these estimates the relation between accelerated time and normal time
can be obtained as follows. The expression for R(T) given in Equation (4.23) is sub-
stituted into Equation (4.22) to yield

f(Q) = {eA-B/T} t (4.25)
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We now denote by primes those quantities associated with accelerated stress levels (the
quantities without primes refer to reference stress levels). Suppose the test times have
been such that the same degradation of quality has occurred at the two stress levels. This
means that f' (Q) = f(Q); from Equation (4.25), it follows that

(eA 'B i T')ti = (eA ' B ! T ) t (4.26)

This equation may be solved for t to obtain

-B(1/T'- I/T)tt (4.27)

On the other hand, the acceleration factor is defined by the relation

t = t' (4.28)

so that Equationa (4.27) and (4.28) yield

-B (I/T'- 1/T) (4.29)

This is the mathematical formula for the acceleration factor obtained from the Arrhenius
model. Thus, if a true accelerated test is run at an elevated thermal stress for t' hours,
then this is equivalent to t hours of operation at normal stress, where t =- t' andT is
given by Equation (4.29). It is of interest to note that the acceleration factor involves
only the constan~t B. This means that the acceleration factor depends only on the slope
of the Arrhenius plot and not on its "intercept".

4.3.1.2 Stepwise Procedures in Applying the Arrhenius Model

In the following paragraphs, step-by-step procedures are described for the analysis
of accelere.ted test data using the Arrhenius model. Procedures are described separately
for (1) constant-stress data, (2) step-stress data, and (3) progrt.asive-stress data.
Although separate procedures are described for step-stress and prog.'essive-stress data,
it should be recognized that these data canbe transforned into equivalent constant-stress
data according to the transiormation functions given inSections 4.2.2.3 and 4.2.3.3. Thus,
in theory, accelerated test data generated by any of the three methods described in
Section 4.2 can be analyzed according to the step-by-step procedures for constant-stress
data.

4.3.1.2.1 Stepwise Analysis Procedures for Constant-
Stress Data

Step 1. Obtain a Measure Yielding Linear Degradation Over Time.

A suitable measure, f(Q), may be known, a priori, from experi-
ence, or alternatively, may be determined from time-history plots
of the performance parameter, Q. Candidate transformation func-
tions, f(GI, include
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Transformation Function D = f(Q)

The performance parameter Q

Logarithms log Q

Ratios to some reference value Q/Q o

Incremental values aQ

Relative incremental values AQ/Qo

Further, a summary measure, f(Q), is made on the basis of which
degradation rate will be calculated. Here, the mean value, median
value, etc., of the performance measure may be used [Figure 4.9(a)).

Step 2. Estimate the Slope (Rate) of the Degradation Lines.

Estimate the slope, R(T.), for each of the degradation lines that
correspond to various temperature levels, Ti. The lines can be fitted
using least-squares analysis.

Step 3. Construct the Arrhenius Plot.

For each temperature stress level, Ti, plot the logarithm of
R(Ti) versus reciprocal absolute temperature, (I/Ti). [Figure 4.9(b)].

Step 4. Determine Whether "True" Acceleration Exists.

If the points plotted in Step 3 "line up" on the Arrhenius plot,
then it is concluded that "true" acceleration exists among these
stress levels. If only certain subsets of the points line up, then only
these subsets are associated with true accelerations. The remaining
points may be associated with changes in aging mechanisms, or other
difficulties that threaten the validity of acceleration factors. In
some instances it may be desirable to consider different transforma-
tions, f(Q), in order to obtain Arrhenius plots that are linear. Two
different linear segments on the Arrhenius plot may indicate the
simultaneous occurrence of two aging mechanisms. In those cases
which do not yield Arrhenius plots that are linear, it would generally
be concluded that true accelerations do not exist among thn selected
stress levels. It would then appear reasonable to suppose that the
range of stress covered in the accelerated tests is too large. If new
experimental programs are run with a sufficiently restricted range
of thermal stress, the range over which true acceleration could be
achieved would gradually be determined.

Step 5. Compute Acceleration Factors.

If the points line up on the Arrhenius plot, then a least-squares
fit will yield the slope of the best fitting line. The numerical value ofd
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f(Q) R(Ti)t Ts

T4 R (TS)
" R),(T4)
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Measure,

f (Q) In R(T)

T, In R(T) x A-B(I/T)

Time, t - Reciprocal Temperature, li/T

(a) Linear degradation time-history (b) Logarithmic degradation rate versus
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r exp {-B(- T-) f(Q)z R(Ti)rit'
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•2

T, I (normal stress)
Operating Temperature,T Time, t

(-) Acceleration factor curve as a (d) Overall regression plot of time-
function of operating temperature transformed data

A 51021

FIGURE 4.9. GRAPHICAL DESCRIPTION OF THE ATrALYSIS OF CONSTANT-STRESS
ACCELERATED TEST DATA USING THE J RRHENIUS MODEL
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this alope is equal to the constant B given in Equation (4.29). Thus,
for any thermal stress T' and any reference stress T, Equation (4.Z9)
permita the computation of the associated acceleration factor. In
particular, if T denotes the normal operating temperature and T'
denotes an increased level of temperature, then Equation (4.29) may
be used to extrapolate from the test conditionto the normal operation.
The acceleration factor obtained in this way supposes that the linear
Arrhenius plot remains linear when extrapolated to normal operating
temperatures. The validity of this extrapolation must be carefully
considered in each case. It must be noted that the extrapolation
cannot 1,e avoided except by testing component parts at normal stress
levels. This is precisely the test condition that it is hoped to avoid
by meana of the accelerated test.

Step 6. Make a Final Correlation Plot.

Suppose the Arrhenius plot is linear and the acceleration factors
have been computed for each of the stress conditions used in the
accelerated test. Let Ti denote the acceleration factor that corres-
ponds to temperature level T i . Then the linear degradations found
in Step 1 may be replotted using a transformed time scale. The new
time scale is obtained by multiplying the actual scale by 'r i . In this
way all of the data may be plotted using equivalent hours of operation.
If the Arrhenius model is valid, all of the data for all of the tempera-
ture levels will plot on a single straight line. This final correlation
plot often serves to give a view of the strengths, or weaknesses, of
the over-all analysis.

4.3.1.2.Z Stepwvise Procedures for Analysis of
Step-Stress Data

In Section 4.2.2, it was noted that, in step-stress testing, the roles of stress and
time are in a sense reversed. Thus, the basic data generated in step-stress testing gives
the stress level at which components fail (or at which some amount of damage is ac-
cumulated) for various stress-step time increments. Therefore, the step-by-step pro-
cedure in analyzing these data will differ from that for constant-stress data. Under the
assumpticons associated with step-stress testing and the Arrhenius model, the same
acceleration factor should be obtained as in a corresponding conftant-stress test.

Step 1. Obtain a Linear Damage Function Over Reciprocal Temperature

A measure of degradation, g(D), of the components within each
step-stress time increment must be determined such that the plot of
g(D) versus reciprocal temperature will be linear. For example,
g(D) might be taken as the logarithm of the median cumulative damage,
D, at the kth stress step. Alternatively, for failure data, g(D) would
take the form of cumulative per cent of the sample units failing at
the kth stress step measured on that probabilhty scale that yields the
required linear relationship.
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Step 2. Construct a plot of g(D) versus reciprocaltemperature, l/T, for each
set of data corresponding to a given time increment, Atss [Fig-
ure 4.10(a)].

Step 3. Determine Whether "True" Acceleration Exists

Calculate the slopes of each of the lines in the plot obtained in
Step 2. If the calculated values are equal in a statistical sense, "true"
acceleration is said to occur. This follows from the expectation that,
if the relative effects of the aging processes change at some in-
creased stress level, the slopes of the damage lines will change also.

Step 4. Plot Stress Versus Incremental 'rime

Plot the logarithm of the time interval of the stress step, Atss,
versus reciprocal temperature. This can be done for various values
of constant damage (e.g., I per cent, 10 per cent, 50 per cent failure).
These lines will be parallel (have a constant slope, B) if true ac-
celeration exists [Figure 4.10(b)].

Step 5. Calculate Acceleration Factors

If true acceleration exists, acceleration factors can be calculated
using Equation (4.29). The parameter B in Equation (4.29) is the
value of the common slope of the lines obtained in Step 4. The ex-
planation of the acceleration factors here is identical to that given
in Step 5 in Section 4.3.1.2.1, "Stepwise Analysis Procedures for
Data" [Figure 4.10(c)].

4.3.1.2.3 Stepwise Procedure for Analyzing Progressive-
Stress Data

In progressive-stress testing, the stress .level is a continuously increasing function
of time. Accelerated test data is generated by running tests at several different time
rates of stress increase. Thus, as in the case of step-stress testing, the step-by-step
procedures for calculating 'acceleration factors from progressive-stress test data will
differ from those for constant-stress data.

Step 1. Obtain Linear Degradation Over Time

Obtain a transformation of the damage function, g(D), that yields
a linear plot of g(D) versus time for each of the time rates. A, of
progressive stress. For example, if D denotes cumulative per cent
failing over time, g(D) will be that probability scale that yields a
linear time plot [Figure 4.11(a)]. Various standard probability papers
(Weibull, lognormal, etc.) can be used for this purpose.
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Step 2. Construct Plots of the Time-Stress Relationship

For several fixed values of the damage function, g(D).. g(Dn),
plot reciprocal absolute temperature, l/T = I!(T o +At), versus the
logarithm of time [Figure 4.11(b)].

Step 3. Determine Whether "True" Acceleration Exists

Calculate the slopes of each of the lines obtained in Step 2 above.
If the slopes of these line3 are equal in a statistical sense, true
acceleration is said to be achieved. However, if at some value of
the damage function, say g(Dk), the slopes of the lines :or g(D) > g(Dk)
change, it is concluded that the dominant aging mechanism has also
changed. An explanation of the effect of such an event on the ac-
celeration factor problem is analogous to that given in Step 4 for
constant-stress test data analysis.

Step 4. Calculate Acceleration Factors

If true acceleration exists, acceleration factors canbe calculated
using Equation (4.29). The constant B in Equation (4.29) is the value
of the common slope of the lines obtained in Step 3. Thus, for any
thermal stress, TO, and a reference stress, T (where T has the
form T o + pt), Equation (4.29) permits the calculation of the associated
acceleration factor. In particular, if T denotes t&e normal operating
temperature and TO denotes Pn increased level of temperature, then
Equation (4.29) may be used to extrapolate between the test condi.ion
and normal operation. The acceleration factor obtained in this way
supposes that the linear Arrhenius plot remains linear when extrap-
olated to normal operating temperatures. The validity of this
extrapolation must be carefully coneidered in each case. It must be
noted that the extrapolation cannot be avoided except by testi~ig com-
ponent parts at normal stress levels. Thia is precisely the test
condition which it is hoped to avoid by means of the accelerated test.

4.3.1.3 Extension of the Arrhenius Model to Include
Nonthermal Stress

In the preceding paragraphs, procedures were given for analyzing accelerated test
data where the only stress parameter was temperature. These analysis procedures were
based on the basic Arrhenius model given by

A-B/T
R(T) = e (4.30)

This model can be modified to include rionthermal stress by multiplying Equation (4.29) by
an exponential term including the nonthermal stress parameter. The resultant modified
Arrhenius model is given by

R (T.5 = eA-B/T _S (C + D/T) *43)
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where S denotes the nonthermal stress parimeter (e.g., voltage) and C and D denote con-
stants analogous to A and B to be determined from the analysis of accelerated test data.

Acceleration factors can be obtained from the modified Arrhenius model in the
same way as was shown in Section 4.3.1.1. If a performance measure, f(Q), can be found
such that

f(Q) = R(T,S) t (4.32)

(i.e., f(Q) is a linear function of time where the time rate of degradation depends on T and
S), then the acceleration resulting from testing at some stress level, T1 S1, is obtained by
equating

f'(Q) = R (T',S) t' (4.33)

and Equation (4.32), where f(Q) and f(Qt) denote an equal degradation level. Since the
acceleration is defined by the relation t W 'rt, from Equation (4.32) and (4.33), T is seen
to be

T = R(T',S')/R(T,S) . (4.34)

Substituting Equation (4.31) into (4.34) yields

Tr = exp { -L I + C(S'-S)+D } (4.35)T 1 eTp IT T

Equation (4.35) shows that the acceleration factor is a function of reciprocal temperature,
nonthermal stress, and an interaction between reciprocal temperature and nonthermal
stress.

Stepwise analysis procedures of accelerated test data in this case are analogous to
those given previously, although somewhat more complex. Moreover, the procedures in
this case are almost Identical to those associated with the Eyring model described in
Section 4.3.2 and, therefore, are not given in this section.

4.3.2 The Eyrihg Model as a Basis for Accelerated Testing

The fundamental problem in accelerated testing is that rates of aging under various
stresses must be understood in terms of basic material properties and physical processes.
Otherwise, extrapolations from accelerated stress conditions to ncrmal cperating condi-
tions cannot be completely validated. The value of the Arrhenius model described i.
Section 4.3.1 stems from the fact that it "worked" in practice in spite of its l.ck of
theoretical validity. Because of its empirical basis, reasons for the success cf the
Arrhenils model in correlating accelerated tests for electronic devices is alno not well
understood.

The Eyring reaction-rate equation, because of its theoretical basis, shows consider-
able promise in yielding the desired understanding cited above. This model is derived from
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the principles of quantum mechanics and has been successfully applied to a wide variety
of physical and chemical rate processes. A modified version of the Eyring model, which
includes nonthermal stress, is described in the following paragraphs.

4.3.2.1 Physical Concept of the Eyring Model

Consider the following simplified model of an electronic component. It is assumed
that the performance of the component can be characterized by a parameter J. For a
given range of , the component is considered "good"; for a different range of ,, the
component is considered "bad" or to have failed. It is further assumed that a potential
energy, V(e), exists which depends on the value of the parameter . Because in actual
operation, component performance generally goes from "good" to "bad", it is assumed
that the potential energy associated with a "good" component V (egood) is greater than
that associated with a "Lad" component V (ibad). This is shown in Figure 4.12.

Potential V(eactivated)
Energy, A v ( ° ° d)

V(, V(C o d)

Good Activated Bad
State of Electronic Component Port

A 51024

FIGURE 4.12. POTENTIAL-ENERGY DIAGRAM FOR THE AGING OF
AN ELECTRONIC COMPONENT PART

Because the transistion from good to bad usually requires an interval of time, it is
assumed that the good components are in a "metastable state". This means that the
potential energy curve has a "hump" between the good and bad states. The energy of this
"hump", Ahown in Figure 4,12, corresponds to the energy of the activated state. The
energy that must be supplied in order for the component to go from "good" to "bad" is
called the "activation energy", and is denoted by 6E in the sketch.

In a solid at temperature where kT< AEther1 al fluctuations may result in localized
values of kT > AE in small incremental volumes (k is Boltzmann's constant and T is the
absolute temperature). The probability that the activation energy is spontaneously sup-
plied by thermal fluctuations is proportional to exp (-AE/kT). Whenever this occurs, the
associated incremental volume may make the transition to "bad". After sufficient time,
the entire component will be composed of "bad" incremental volumes and will Itself be
"bad".

The Eyring reaction-rate theory shows that the time rate, R,. for the transition
from "good" to "bad" stated for the entire component is given by the expression

R, a(kT/h)e-b/T I( 4.6)
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in which h is Planck's constant, a depends on the partition functions of the "good" and
"activated" states, and b denotes the ratio of the activation energy to Boltzmann's con-
stant, b = AE/k. A theoretical evaluation of a and b is difficult. However, an empirical
determination can be made by taking the logarithm of the Eyring equation, to obtain

log(hRoikT) = log a-b(I/T) . (4.37)

It is seen that a plot of the logarithm of (hRo/kT) versus (I/T) will give a straight line
with "intercept" log a and scope b.

A detailed application of this theory presents many difficulties. First, a suitable
parameter has to be determined. *hen the potential energy levels V( ) have to be
determined, and the range of values for bad, activated, and good have to be defined.
The activation energy is required to evaluate the constant b, and a theoretical de.ermina-
tion of a presents many difficulties because of the partition functions involved. This
theoretical picture is further complicated by the fact that there may be several "paths"
by which the potential energy may degrade from a "good" state to a "bad" state. These
"paths" may be associated with various "modes of failure" for the component part.

Because of these difficulties, it appears necessary to determine by experimental
methods those physical processes involved in the aging of elJctronic-componen, parts.
These experiments may use constant-stress, step-stress, or progressive-stress ac-
celerated tests. However, constant-stress testing appears to be best suited to the task.
As the experiment proceeds over time, the task consists of detecting changes in measure-
ment parameters and subjecting these changes to graphical analysis using the Eyring
model. This procedure will yield estimates of activation energies and thereby aid in
identifying the physical mechanisms associated with the aging process.

4.3.2.2 Generalized Eyring Model to Include Nonthermal Stress-s(2 )

The theoretical basis of the Eyring model suggebts that nonthermal stresses may be
included in the modelas follows. LetR o denote the Eyring rate in the presence of thermal
stresses only, so that R o is given by

R o = ATe ./kT (4.38)

In the presence of a nonthermal stress S, this rate of degradation is multiplied by two
factors, fl and f2 , to give

R = Rof0f 2

for the modified rate equation. The factor fI is appiied to adjust the energy distributions
for the presence of nonthermal stress, and the i-,ctor f2 is applied to adjust the activation
energy for the presence of nonthermal stress. Mathematically, these factors are written
as

fl CSf= e
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and

DS/kT
f2= e

where C and D denotes constants. It now follows that

R(T,S) = [ATe- BA e (CD =-TS R e OS(4.'9)

where

R(, =R ATe 'D!! T (4,40)

and

= C+D/kf (4.41)

The analysis of accelerated test data using the Eyring model is similar to that for
the Arrhenius model. In particular, it is supposed that I inear d*-Cradations have been ob-
tained (by a transformnation, if necessary) of a measured parameter of interest. Let
primes dencte conditions at high stress and write

f(Q) = R(T,S)t

and

P'(Q) = R(T',S )t'

for the degradation measure, Q, under normal and accelerated test niin, respectively.
The "slope" R(TS) is shown to be a function of the operating temperature T and the non-
thermal stress S. Now suppose the stress times are such that the samre degradation exists
under the normal and accelerated test conditions. Then f(Q) = f11Q) and it follows that

R (T, S) t = K, _", S1) t

so that

tL= R(T',S1)/R(T,S)J t;

The acceder'ation factor 'r is defined by the relation t =Tt' so that

7' = R (T , S ) /R(T, S) *(4.42)

From Equatior (4.39), it follows that

f-B +~- +C(S,-)- ~ -1 (4.43)

This is the formula for the acceleration factor z-btained from the Eyring mod'il.
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Two special cases of acceleration can be obtained from Equation (4.43). First, if
acceleration is achieved by testing at some increased nonthermal stress level, S', and
normal operating temperature is used, i.e., T = T'. then Equation (4,43) reduces to

TS = exp C+ -L (S'- S) = eD(S ' ' S). (4,44)

Alternatively, if acceleration is achieved by testing at some increased temperature level,
T', and S' = S, Equation (4.43) reduces to

S= exp -(B-DS) DS) (4.45)

4.3.2.3 A Further Modification of the Eyring Model

in the preceding section, the Eyring model was modified to include a nonthermal
stresa parameter, S. In general, however, R may not be a simple exponential function
of the parameters. Therefore, it may be more appropriate to replace S with some func-
tion, f(S), of the nonthermal stress parameter. Thus, modifying the Eyring model given
by Equation (4.40) to include this generalization yields

R(T,S) = ATe B/kt ef(S)(C+D/kt) = R0 eD f (S )  (4.46)

For example, test results on dielectric materials and components indicate that
f(S) can be expressed as the logarithm of voltage at a constant temperature. Thus,
substituting f(S) = In V into Equation (4.46) yields

R(T,S) = Ro e DnV = RoV • (4.47)

The corresponding formulas for acceleration factors are identical to Equations (4.43) to
(4.45) with f(S) substituted for S. For example, acceleration due to increased voltage
alone is given by Equation (4.44):

T = • 4)(lnV'-inV) Z (V'/V)(  (4.48)

4.3.2.4 Stepwise Procedures for the Analysis of Accelerated
Test Data Usii.g the Modified Eyring Model

In the following sections, step-by-step procedures are given for analyzing acceler-
ated test data generated by constant-stress, step-stress, and progressive-stress testing.
The analysis procedures are based on the modified Eyring model given by Equation (4.39).
In those cases where some functions, f(S), of the nonthermal stress parameter is used,
the procedures are the same with f(S) substituted for S.
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4.3.2.4.1 Stepwise Procedures for the Analysis of
Constant-Stress Data

Step 1. Obtain Linear Degradations Over Time

This procedure is carried out in the same manner as iALicated
in Section 4.3.1.2.1 for constant-stress testing [Figure 4.13(a)].

Step 2. Determine Degradation Rate for Thermal Stresses

From Equation (4.39), it is seen that

lnR (T,S) = In R(T,O)+ OS ,(4.49)

so that a plot of In R(T,S) versus S yields a straight line with "inter-
cept function" In R(T,O) and "slope function" 0. More specifically,
for a given temperature, T, plot the logarithm of the observed de-
gradation rate as a fuz.ction of S. :fhis will yield a straight line with
intercept In R(T 1 ,O). Repeat this procedure for T Z, T 3 , etc., and
obtain the intercept function, in R(T,O), as a function of temperature
[Figure 4.13(b)]. The temperature used in this procedure may be
ambient temperature, junction temperature, or whatever tempera-
ture is associated with the physical processes of the electronic part.

Step 3. Determine the Constants A and B

With R(T,O) obtained in Step 2, plot In R(T,O)/T versus (I/T) to
get In R(T,O)/T = In A-(B/k) (I/T) as shown by Equation (4.40)
[Figure 4.14(a)]. From this plot, the intercept, In A, and slope, B/k,
can be numerically determined so that A and B can be evaluated.

Step 4. Determine the Constants C and D

In Step 2, the values of 0were determined for various values of T.
Equation (4.41) shows tliat a plot of 0 versus (I/T) will have intercept
C and slope D/k so that C and D can be numerically evaluated from
such a plot [Figure 4.14(b)]. This step completes the determination of
the four constants, A, B, C, and D, which occur in the Eyring model
given by Equation (4.39). The model then gives the rate of aging for
any temperature, T, and nonthermal stress, S, over the ranges of
stress with which a given aging mechanism is dominant.

Step 5. Compute Acceiera.tion Factors

Acceleration factors may be computed for those 3els of test
conditions that are found to be coilinear in Step 3. For a specified
accelerated test condition chavacterized by a temperature T1 and a
nonthermal stress S', and a reference condition characterized by T
and S, the acceieration factor relative to the reference condition is
given by Equation (4.43) [Figure 4.15(a)]. Because the acceleration

-fI
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Deg rodat ion RT 2Measure,
f (Q)
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(a) Obtain linear degjradation over time

Logarithm of T
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Nonthermal Stress, S

(b) Logarithm degradation rate as a function of nonthermall stress
for various temperature levels - the Eyring plot A 51025

FIGURE 4. 13. GRAPHICAL DESCRIPTIO1N OF THE ANALYSIS OF
CONSTANT-STRESS DATA USING THE EYRING
MODEL
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4actor is a function of both temperature and nonthermal stress, a
plot of T'(T,S) as a function of temperature for various levels of non-
thermal stress would yield a convenient set of curves for the ac-
celeration factor.

Step 6. A Final Correlation

The acceleration factors obtained in Step 5 maybe used to trans-
form actual operating times at accelerated conditions to equivalent
operating times at the reference condition. The linear degradations
obtained in Step 1 should then be plotted against equivalent time
LFigure 4.15(b)]. The scatter of the data about an extrapolated straight
line representing the reference conditions will yield an over-all mea-
sure of the success of the analysis.

4.3.2.4.2 Stepwise Procedures for Analyzing Step-Stress Data

Accelerated step-stress tests can be run using (1) temperature as the step-stress
parameter and repeating the test design for several fixed leve.3 of the nonthermal stress
parameter or (2) the nonchermal parameter may be stepped and the test design repeated
for several fixed temperature levels. The most appropriate method will depend on the
device under investigation. Therefore, step-by-step procedures are given for both of
these testing methods.

In the first case, where temperature is the step-stress palameter, graphical analy-
sis of the data does not yield estimates of the parameters A and B of the Eyring model.
This follows from the fact that the linear function

In t = a b/T (4.50)

is obtained corresponding to a line of constant damage, g(Do), across the basic data
plots of g(D) versus (I/T). For acceleration due to temperature defined by t =rt', and
for a fixed nonthermal stress level, Equation (4.50) yields

TT (4.51)

This result, however, lacks the pre-exponential term (Tt/T) given in Equation (4.45) for
appropriate acceleration factor due to temperature based on the Eyring model.

In the second case, where nonthermal stress is the step stress parameter and tem-
perature is fixed at a constant but different level for each test, estimates for all four
Eyring model parameters can be obtained. For fixed temperature, T, the acceleration
attained by increasing the applied stress to S' is obtained from Equation (4.43) as

T e (C+ D/kt) (S' - S) e e(S- S) (4.52)

- -- e -
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or equivalently 17

I = ¢(S'-S) (4.53)

Step ?. of the analysis procedure requires a plot of the logarithm of applied stress
versus the logarithm of step-stress time, yielding a linear equation

In t a - b S (4.54)

For the acceleration factor T defined by t = rt', Equation (4.53) yields

InT = In t-Intl = b(S'-S) (4.55)

Thus, the slope b of the In t versus S plot is equal to 0. Therefore, the plot yields the
acceleration due to the nonthermal stress parameter, S (for fixed temperature).

To determine the parameters A and B of the modified Eyring model, observe that,
in the absence of applied voltage, acceleration is obtained from Equation (4.45) as

- T =-exp"K[TTJ (4.56)

or equivalently

In T =In T " k- B (I_1(.7

The constant B in Equation (4.57) is obtained in the analysis of step-stress data by plotting
(a + In T) versus reciprocal temperature, ()/T), yielding an equation of the form

a+lnT = a+ AIT (4.58)

The parameter a ia the constant term in Equation (4.54) and will be different for each
temperature 1_.vel at which a nonthermal step-stress test is run. For S 0,

InT in t-Int' a-a' (4.59)

In - -T ;(4.60)

hence, 3 = B/k. Further, since

I -B/k -B /ktT = R(T'i0YR(T,0) = ATe /ATe (4.61)

it is seen that a = In A since Equation (4.54) also yields

a - A/kT'/ Te- /kt
T = t/tI = a/a' = ek T /e /e•Te (4.62)

Hence, the step-by-step analysis procedure generates a sequence of linear functions whose
slopes and intercepts determine the constants A, B, C, and D of the modified Eyring model. -.
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Step 1. Obtain a Linear Damage Function Over Nonthermal Stress

For a constant temperature, T1 , plot damage, D, versus non-
thermal stress, S, for each stress time increment, Atss. Find a
transformation, g(D), of the measure of damage that makes the plots
linear. For example, if D denotes cumulative per cent failing at
each successive stress step, g(D) is that probability scale yielding
a linear relationship against S. This procedure is repeated for
several constant temperature levels, T 1 . . ., Tm (Figure 4.16).

Step 2. Determine Relationship of Applied Stress to Step-Stress Time

For each of the constant temperature levels, rl . . Tm, and
for a specified value of g(D) (e.g., 50 per cent of test units failed),
plot applied stress, S, versus the logarithm of step-stress time,
Atss [Figure 4 .1 6 (a)]. The equation for these lines is of the form
In t = a - OS. Constants a and 0 of each line (each temperature level)
can be determined using least-squares analysir,.

Step 3. Determine the Constants C and D

Plot the values of 0 obtained in Step 2 versus reciprocal temper-
ature [Figure 4.17(b)]. The resultant equation is given by = C + D/kT.
Hence, C istheinterceptandD/kis the slope of the line. 7"nese values
can be determined using least-squares analysis.

Step 4. Determine the Constants A and B

Plcrt h(a,T) = a + In T versus reciprocal temperature IFig-
ure 4.18(a)]. The resultant line is given by

a + In T = In A + B/kT

Thus, the constant A is determined by the slope and the constant B
by the intercept of the line.

Step 5. Calculate Accel3rated Factors

Acceleration factors can be calculated over the range of tempera-
ture and voltage stress levels for which the relative effects of the
aging processes are invariant (Steps 1 and 2). Thus, for specified
stress levels T' and S' and apair of reference stress levels, T and S,
the acceleration factor relative to the reference condition is given by
Equation (4.43) [Figure 4.18(b)]. Plots of acceleration factors can be
constructed identical to those for constant stress data (Figure 4.19).

4.3.2.3.3 Stepwise Analysis Procedures for
Progressive-Stress Data

Procedures for calculating acceleration factors biased on progressive-stress ac-
celerated test data are similar to those for step-stress data, Further, if temperature is
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the progressive-otress parameter, acceleration fattors based on the Eyrug model carrAOL
be determined from the logarithm of time versus stress plot. Therefore, the procedure
given below assumes that nonthermal stress is the progressive-stre:is parameter and
that temperature is fixed for each progressive-stress test. The coefficients of the Eyring
model dependent on temperature can be determined by replication of the progressive-
stress test (using the same time rates Al, . . ., Ap) at several temperature levels.

Step 1. Obtain Linear Degradation Over Time

Obtain a transformation of the damage function, g(D), that yields
a linear plot of g(D) versus time for each of the time rates, /3 1. .. p,
of the nonthermal progressive-stress parameter. This step is
identical to Step 1 based on the Arrhenius model given in Sec-
tion 4.3.1.2.3 and illustrated in Figure 4.11(a). A set of the above
plots should be generated for each of the constant tei'niprature levels,
T 1 . .., Tm (Figure 4.19).

Step 2. Determine Relationship of Stress to Progressive-Stress Time

For each of the constant temperature levels, and for a specified
value of the damage function, g(Do), plot applied stress, S = t, versus
the logarithm of the time at which g(Do) occurred. The equations for
the m resulting plots are of the form In t = a - 'k(pt) [Figure 4.17(a)].
The constants a and 0 in each case can be determined using least-
squares analysis.

Step, 3. Determine the Constants C and D

Plot the values of '0 obtained in Step 2 versus reciprocal absolute
temperature [Figure 4.17(b)]. The resultant equation is given by

=C +(Dk) t. Hence, C Is the interceptandD/k ia the slope of the line.

Step 4. Determine the Constants A and B

Plot h(a,T) = a + In T versus reciprocal absolute temperature
[Figure 4.18(a)]. The equation of the resultant line is a + In T =

In A + (1) T. Thus, the constant A is determined by the slope and

the constant B by the intercept of the line.

Step 5. Calculate Acceleration Factors

Acceleration factors can be calculated fe.- the range of tempera-
ture and nonthermal stress levels over which the relative effects of
the aging processes are invariant. Thus, for given accelerate , stress
levels, T' and S', and for opecified ncrmal s.ress levels, T and S, the
acceleration, r. relative to normal operating conditions is given by
Equation (4.43) [Figure 4.18(b)].
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4.4 Comparison of Accelerated Testing Procedures

In Section 4.2, three experimental methods for generating accelerated test data are
described. The objective of each of these methods is to generate definitive performance
data on important device parameters as functions of time and stress. The attributes of
the various methods are compared in the following paragraphs. This comparison is made
in terms of (1) assumptions, (2) the test time required to generate definitive data, and
(3) the simplicity-of analysis.

Further, in Section 4.2, the Arrhenius and Eyring models as bases for analyzing
accelerated test data are compared. The comparison is made in terms of (1)-the assump-
tions associated with each model, (2) the theoretical basis for each model, and (3) the
ease of application of each model in analyzing accelerated test data.

4.4.1 Evaluation of Methods of Generating Accelerated Test Data

Constant stress, step stress, and progressive stress have the common (critical)
assumption that the dominant aging mechanism does not change over the range of stress
levels and the operating times involved in the tests. This assumption is most easily
checked in constant-stress testing. in this case, a change in the-dominant aging mecha-
nism at some stress level will be reflected by a change in the slope of the Arrhenius or
Eyring plot. However, for step-stress or progressive-stress testing, a change in the

dominant aging mechanism is reflected by a change in the slopes of the various constant-
damage lines at some- value of the damage function on the logarithm of time versus
stress plot. Since the lines of constant damage correspond to a discrete set of values
of the damage function (e.g., 1 per cent, 10 per cent, 50 per cent, 90 per cent cumulative
failures), additional plots will generally be required to determine the value-of the damage
function at which the slope of the lines changes.

Further, it is assumed that, in all three methods of testing, the rate of degradation
(rate of damage accumulation) in the time increment (t + At) depends only on the stress
levels at that point in time and is independent of the rate or rates of degradation at any
time prior to t or of the cumulative degradation up to time t. In other words, the de-
gradation rate in the time increment (t + At) is independent of the time history of the
component. This assumption is, in some sense, more severe in step-stress and progres-
sive-stress testing than in constant-stress testing. In step-stress testing, several dis-
crete stress levels (and, therefore, degradation rates) are involved; in progressive-
stress testing, stress (and, hence, degradation rate) is an increasing function of time.
The net effect of this situation is that, if a stress-time interaction exists, it will be diffi-
cult to extract the interaction effect from the test data.

The test tirne required to generate- definitive datais different for different accelerated
testing procedures. In constant-stress testing, relatively long -test periods are required
in order to obtain significant degradation at the various stress levels in terms of the
measured device parameters. On the other hand, step-stress and progressive-stress
testing require substantially shorter test periods to obtain an equivalent amount of de-
gradat'l,. Moreover, in the latter cases, the experimenter can control to a greater
degree the rateR at which degradation is accumulated. In step-stress testing, this can be
done by changing the size of the stress step. In progressive.-stress testing, the rate at
which degradation -accumulates can be regulated byappropriate selection of the time rates
of increases of the progressive-stress parameter.
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Also the relative simplicity of analysis of the data is different for the different
accelerated testing procedures. On this basis, constant-stress data are best suited to
analysis using the Arrhenius or Eyring models. This stems principally from the fact
that the step-by-step procedure for analyzing constant-stress test data follows directly
from the mathematical form of the analysis model. That is, for example, the Arrhenius
plot required.inStep 2 of the procedure is a straightforward empirical plot of the logarithm
of the Arrhenius reaction-rate model; thus, the constants A and A, of the model are ob-
tained directly from this plot. However, for step-stress and progressive-stress pro-
cedures, the relation of the steps in the graphical an..lysis -procedures are not so obviously
related to the functional form of the Arrhenius or Eyring models. Thus, a greater amount
of mathematical manipulation is required to determine the constants of the selected model.

4.4.2 Comparison of the Arrhenius and Eyring Models

In the introduction to Section 4.3.2, it was observed that the Eyring model, is superior
to the Arrhenius model in several respects: (1) the Eyring equation can be derived fron
fundamental physical principles of quantum mechanics in contrast to the empirical origins
of the Arrhenius equation; (2) the "slopes" and "intercepts" of the Arrhenius plots are
replaced in the Eyring model by the more definitive concepts of "activation energies" and
"partition functions" associated with the underlying physical mechanisms of aging; (3) the
theoretical basis of the Eyring model supports the validity of the graphical method of
analysis. In practice, the processing of acceleratedtest data can be analyzed graphically
by either model. If the temperature range is small, the Arrhenius equation is a good
approximation to the Eyring equation.

Because of the theoretical base of the Eyring model, it is expected that each aging
process in an electronic component part will be described by its own Eyring model. That
is, the constants A, B, C, and D will completely characterize each aging'inechanism.
Experimentally determined val.ues of these constants may prove useful in identifying,
the particular aging mechanisms that occur in an electronic part. The Eyring model also
appears to have sufficient flexibility to deal with various failure modes. Differing modes
of failure may be associated with a "potential. map" which permits differing "paths" from
a good state to a bad state. Alternatively, different modes of failure may be associated
with the simultaneoas occurrence of several aging mechanisms, each of which is char-
acterized by its own set of Eyring constants. The failure mode that occurs is that mode
which "dominates" the other possible modes of failure under the operating conditions of
the device. The simultaneous occurrence of several aging mechanisms may be expected
to occur in complex electronic components. It may be possible to treat aging processes
as occurring sequentially in "series" cr simultaneously in "parallel", and combine the
associated Eyring constants in a manner analogous to that of circuit analysis.

It should also be noted that, for simple electronic parts, it may be possible to
measure the Eyring constants directly by laboratory methods. If this were accomplished
for a specific device, then the aging behavior of that device for its lifetime would be com-
pletely characterized by the Eyring model with the Eyring constants peculiar to the
specific device. If possible, sach a procedure would eliminate much of the reliance on
statistical methods and mass testing, which are currently required to obtain reliability
data. The estimates obtained from such reliabiliy data do not apply to any particular
part, but only to the entire "population" of "nominally identical" parts. It would clearly
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be desirablb! to characterize the aging behavior of each part by its own set of Eyrin&
constants. Applications to problems of screening would be immediate. Applications
would also include the improvement in reliability obtained from better design and manu-
facturing techniques made possible by a better understanding of the physical mechanisms
of aging.

Further evidence of the basic role of the Eyring model has been shown in analyzing
capacitor data. It has be n shown that the empirically established "power law" for the
lifetimes of capacitors can be derived from the Eyring model.( 1 1 )

Since the Arrhenius model is an excellent appro7-%.ation to the Eyring model over
the range of stress levels normally encountered in accelerated testing, it has substantial
utility for analyzing accelerated test data. From a practical viewpoint, the significance
of this close approximation is that the Arrhenius model is easier to apply in calculating
acceleration factors. The quantitative nature of the Arrhenius approximation to the
Eyring model can be seen from the following:

Let T = 1/ T and write the Eyring model in the form

-b-R = a(k/h) (i/T) e (4.63}

Differentiation with respect to T yields

dR/dr -a(k/h) (llT2 ) e~bT + a(klh)(1IT)(-b)Cb-

- [a(k /h) (1IT) e -b] F(l /Tr)+b]

S-R [(l/T)+b]_ (4.64)

Rearranging (4.64) yields

dR/dr = -(RIT) [l +rbJ . j4.65)

It has been observed that for chemical processis, b has an order of magnitude of approxi-
mately 5 x 103 K and, in the cases where T is no, greater than t x 102 K,

rb Z b/T = 5 x 103/5 x 102 Z 10.

This shows that (7b) is large relative to 1. Therefore, if the factor [1 + TbJ ii, reilaced
by the approximation (Tb), Equation (4.65) becomes

dR/dr = - (RIT) (Tb) = Rb. (4.66)

Integration of (4.66) then yields

In (R/R o ) = -b(T-T o ) (4.67)

Subsituting lT for r then give-

R = Roe - b [(I/T)-(ITo). (4.68)
R $e( 

.8
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This equation is identical to the Arrhenius model.

Thus, it is seen from the above analysis that the Arrhenius model is a good approxi-
mation to the Eyring model wherever

Tb > > 1 .(4.69)

Since T = I/T and b = E/k, Equation (4.69) may be expressed as

E/(kT) > > I .

Thus, wbenever the activation energy E exceeds kT by a factor of 10 or more, the
Arrhenius model will be a good aproximation to the Eyring model.
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5. Reliability Screening Procedures

5.1 Introduction

The purpose of reliability screening is to selectfrom a set of devices those devices
having superior reliability or, alternatively, to reject those devices having inferior
reliability. Of particular interest is the screening out of component parts that are po-
tential early failures in some specified application. The screening procedures used
involve the classification of each device in the set on the basis of initial or early life
parameter measurements. Depending on device reliability requirements and the "power"
of the screening procedure, devices may be screened into two or more classifications.
For example, in screening sets of component parts, one may wish to (1) eliminate the
potential early failures, (2) select those parts exhibiting high reliability for application
in aerospace systems, and (3) seiect those parts of intermediate reliability for com-
mercial applications.

It should be noted that reliability screening differs from quality control in several
respects. First, it is not the purpose of reliability screening to detect devices which are
defective at the time of measurement. In fact, it is assumed all devices are initially
good, Second, unlike acceptance sampling, parts qualification, etc., reliability screening
is a 100 per cent inspection procedure. Third, classification by a screening procedure
is accorplished with respect to life-time requirements and operating conditions involved
in the intended application of the device. Thus, it is seen that the concept involved in
reliability screening, as opposed to qvality control, is not to reject a device strictly
because one or more initial paramete; measurements lie in some unacceptable region,
but to consider such measurementr as precursors of early failure (unreliabilityl.

Ideally, a screening procedure would never misclassify a device. That is, a high-
reliability device would never be classified as a potential early failure, and conversely,
an unreliable device would never be classified as having a potentially long life. In
practice, such ideal screening procedures do not exist. The objective of the various
procedures described in the following sections is to approach the ideal state as closely
as possible. In the case of one procedure, the analysis involves calculation of the
probabilities of misclassification, Thus, one can judge the utility of the proced'Ire on the
-basis of these probability measures. The remaining simpler procedures do not explicitly
involve evaluation of utility; however, theoretically the analyses could be extended to in-
clude such evaluation.

The screening procedures presented in the following sections are given in or?'er of
relative complexity, starting with the least complex. Thus, in order, the screening pro-
cedures are:

(1) Screening by truncation of distribution tails

(2) Interference between stress and strength distributions

(3) Burn-in screening

(4) Linear-discriminant screening.
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The descriptc-i of each procedure includes a discussion of applications, statement
of the assumptions involved, a step-by-step accounting of the procedure, and an illustrative
example. In subsequent sections the various procedures are compared, and their future
roles in reliability physics are discussed.

5.2 Methods of Screening

The four screening procedures listed above are paired into two groups: (1) screening
to obtain quality performance at t = 0 and (2) screening to obtain long life. The essential
difference between the two is that the first group involves screening on the basis of initial
measurements, whereas the second group involves, in addition to ir.itial measurements,
screening on the basis of early life measurements, These may take the form of A incre-
ments, rates of change in given parameters, etc. Procedures for the second type of screen-
ing generally are more powerful, but also are more costly.

5,2.1 Screening by Truncation of Distribution Tails

The primary purpose of screening by truncation is to attain device homogeneity in
terms of important device parameters with respect to a design specification, Thus, the
screening problem in this case consists in specifying those device parameters to be con-
trolled and in establishing tolerance limits defining the acceptable range of measured
values for each parameter. Screening is then accomplished by elim).at-ing those devices
from a set having values outside the given tolerance limits. In zoncept, if the initial
parameter values for a population of a givendevice are described by a probability distri- 4 .

bution function, it is seen that this procedure consists in setting tolerance limits on the It ,
distribution function such that the distribution tails are truncated (Figur- 5.1).

Screening

Q0-aQ 0  Qo Q0 aQ0 A 51031
Quality Parameter, Q

FIGURE 5.1. TRUNCATION OF THE TAILS OF DISTRIBUTION OF QUALITY-
PARAMETER VALUES FOR A POPULATIO%! OF DEVICES

As shown in Figure 5.1, the tolerance limits are charLCte,'isticaliy expressed in
terms of some acceptable per cent deviation from nominal value o; the quality parameter.
For example, the design specification for a given equipment may specify that all re-
sistors of a given type will have initial resistance measurements within 0.5 per cent of
nominal. Thus, the tolerance limits for a 10-K resistor would be TL = 10 K-(0.005) (10 K) =
9.95 Kand, correspondingly, TU -10.05K. For devices ha.ing several quality pprameters,
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this procedure can be repeated for each parameter, yielding a aet after screening that
consists of those devices in the original set having all initial parameter measurements
within their respective tolerance limits.

From the standpoint of reliability, the concept involved in this type of screening
is characteristic of the marginal tolerance limit problem. That is, it is tacitly assumed
that devices whose initial parameter measurements are within marginal tolerance limits
(TL, TU) are not likely to fail in a specified application. Failure in this case is said to
occur if a quality parameter exceeds failure tolerance limits (FL, FU). Figure 5.2 shows
the distribution of parameter values at t = 0. If those devices hdving parameter values
outside the marginal tolerance limits are eliminated, the resulting truncated distribution
will take on the form shown at time T, where the proportion of values inside the failure
tolerance limits represents device reliability attained due to the screening procedure.

FU

Distribution 
of

measured parameter
Quality values at time tParameter resulting from truncated

distribution at t=o.

L

0 t A51032
Time

FIGURE 5.2. DEVICE RELIABILITY AT TIME T RESULTING FROM
SCREENING OUT DEVICES OUTSIDE MARGINAL
TOLERANCE LIMITS AT TIME t = 0

It should be recognized that the device itself may not fail per se, but device output
values exceeding FL or F U may induce failure in some other component in the system.
The importance of this point is that device tolerance limits must be established with
respect to the input-output functions of the device in its intended application. Hence,
it is seen that appropriate tolerance limits should be established on the basis or' an
analysis of the dynamics of the system of which the devices being screened are a part.

5.2.1.1 Step-by-Step Procedure

FrOm the foregoina discussion it is seenthat screening by truncation of distribution
tails consists of four sequential steps:
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(1) Define the set of quality parameters or. the basis of which the set of devices
is to be screened

(2) Determine tolerance limits for each quality parameter, based on required
device input-output functions for system operation

(3) Obtain Initial parameter measurements for each device in the set

(4) Screen out those devices having one or more initial paran.ter values out-
side specified tolerance limits.

Thus, screening by truncation of distribution tails has advantages in that it is simple
to apply and depend3 only on parameter measurements at t = 0. On the other hand, the
procedure has disadvantages in that device reliability cannot be predicted as a direct re-
sult of the screening procedure, and appropriate parameter tolerance limits raquire an
analysis of the system dynamics, which in general may be very complex.

Example. Consider the problem of selecting reference diodes for application in
power-supply units. Circuit analysis shows that the output voltage of the power supply
(the system) is very sensitive to the stability of the reference diode.

Step (1) The diode parameters that must be controlled to attain stability are
reference voltage and zener impedance.

4..

Step (2) Tolerance limits for these parameters are determined ata specified
current level according to the functional relation of diode stability
and power-supply output. For reference voltage, a two-sided
tolerance limit is determined of the form vo *Av, and for zener
impedance a one-sided limit is determined of the form l,>Ro (zener
impedance essentially represents the slope of the i-v curve at the
referene-current level. The greater the slope, the less sensitive
refernice voltage is to fluctuations in current.

Step (3) Given these tolerance limits, initial measurements are generated
for diodes to be used in the power-supply unit.

Step (4) The diodes are then screened, based on the initial measurements
and parameter tolerance limits.

5.2.2 Interference Between Stress and Strength Distribution

The purpose of interference reliability screening is to eliminate devices having
strength measurements that may be expected to be exceeded by stL'eas levels in their
intended application. The essential difference between this procedure and that given
in the preceding section is that here, in addition to obtaining a distribution of device
capabilities, it is necessary to generate a distribution of environmental stresses.
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Reliability is then given by the probability of stress exceeding device strength. There-
fore, if those devices having initially low strength measurements are screened out,
reliability will presumably be increased,

There are two significant problems that arise in actual application of stress -strength
analysis:

(1) In general, the distribution of environmental stresses is difficult to obtain.

(2) The strength distribution will, in general, change as a function of time.

The environmental stresses generally will be combinations of many stress components
such as temperature, vibration, and pressure. Moreover, the effect of the stress com-
ponents on a device will not be additive, but will depend on a function of the interactions
of the stress components. Also, the strength distribution will chdnge with time. The
rate and type of change will be a function of the environmental stresses actually operating
on the device.( 1 )

The screening problem, in view of the above remarks, is, therefore, to determine
an initial value of device strength, s*, such that all devices having measured values less
than s* will be eliminated. The choice of the screening criterion value, s*, will depend
cn the expected environmental stresses in application and on the expected char'e of the
strength distribution as a function of stress.

5.2.2.1 Mathematical Development of the Screening Procedure

Consider the dist':ibution of environmental stress and device strength shown in
Fi,;t.re 5.3.(1) The probability that a device has strength, so, or greater is seen from
Figure 5.3b to be:

CO

P s). > s C (s) ds(5)
so

where C(s) = probability density function of component strength.

The probability of a stress value occurring in an infinitesimal interval, do, about
the point s o is given by

F{ so- _) s < So+)= E(s)ds , (5.2)

where E(s) = probability density function of environmental stress, Therefore, the condi-

tional reliability given a stress in the interval o :t is the product Of E quations (5.1)

and (5.2):

dR 0 C (s) ds] E (s)ds . (5.3)
Ldso J
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Stress - E (s) Strength-C(s

S -.--

(a) Interference of stress and strength distributions, E(s) and C(s)

Right tail of E(s)
Loft tail of C (s)

d s

El(s)

to

so

%b) Graphical description of the calculation of reliability as a function
of the interference of E(s) and C(s) A51030

FIGURE 5.3. SCHEMATIC ILLUSTRATING RELIABILITY AS A FUNCTION
OF INTERFERENCE BETWEEN STRESS AND STRENGTH
DISTRIBUTIONS

$f
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Component reliability is obtained from Equation (5.3) by integrating (5.3) over all possible
values of s,

S[S C(s) ds E(s) ds (4)

Equivalently, reliability can be determined by considering the probability of a stress less

than or equal to s o and a component strength in the interval So[s d2.I . This leads to the

equivalent equation

R CO[S E(s) d C (s) ds 
(5.5)

Analytic solution of the above equations for reliability is not generally possible. A
graphical procedure for evaluating R for arbitrary density functions C(s) and E(s) is given
by Kececioglu and Cormier( 2 ). If C(s) and E(s) are normal density functions, R can be
evaluated by considering the variable u = (s2 - sl), where s2 denotes component strength
and s I deiotes environmental stress. Clearly, no failure will occur if u = 82 - sl > 0.
Since s 2 and sl are normally distributed, u =s 2 - sl is also normally distributed with
mean

(u ) = Y(s2 ) - A( s I )  (5.6)

and variance

a 2 + Z (5.7)ou  S2 ° sI

Reliability is, therefore, given by(00
R = P u>o =2 exp - - i du (5.8)

01 (5.9)
- j_ exp[-/Jd ,

u

where z = (u-7i)/Cu. The integral of Equation (5.9) can be evaluated readily by use of the
t?.ble of the standard normal distribution. In Figure 5.4, reliability is plotted as a func -

tiorn u/O u , and the separation between the means of C(s) and E(s) is measured in ut,.ts
of the standard deviation, Ou. For example, if U/Io u = 1.25, component reliability is seen
to be R = 0,90. Alternatively, if an R = 0.99 is required, a separation of U/Ou Z.Z8
must-exist between the means of C(s) and E(s).

-J---
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FIGURE 5.4. COMPONENT RELIABILITY AS A FUNCTION OF THE DISTANCE, U/Gu,
BETWEEN THE MEAN VALUES OF THE STRFSS AND STRENGTH
DISTRIBUTIONS E(s) AND C(s)

5.2.2.2 The Screening Problem

It is clear from Figure 5.4, and the foregoing discussion, that reliability increases
as the area of the overlap region of C(s) and E(s) decreases. For given distribution
functions, C(s) and E(s), reliability can be increased by screening out those components
having strength measurements in some part of the overlap region. The screening problem
is, then, to choose a critical value of strength, s*, stch that all components having strength
measurements less than s* are eliminated. In this sense, the type of screening is
similar to that described in Section 5.2.1 in that the procedure consists of truncating
the left tail of t.' C(s).

For given C(s) and E(s), s* should be chosen such that reliability cue to acreening
will attain a specified requirement, R*. If we substitute the truncated distribution of
stre-ngth values, CT(S), for C(s) in Equation (5.4) we obtain

R* c( CT(x)dx) E(s) ds (5.10)

where ) 0

,- ( C(s / C(s) ds s > s*

L 0 , s < S (5.11)
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Since 5 C(s)ds for given s* is a constant with respect to the variable of integration,

Ecuation (5.10) can be written as

R* = 0 E (s) ds + K(s*) __ C(x) dx E(s) ds , (5.12)

where

K (s*) = (s) dsL~S~ j(5.13)
Equation (5.12) cannot be solved analytically for the value of s* that will yield a

specified reliability, R*; hence, numerical approximation methods must be used. How-
ever, if s* is sufficiently far out in the left tail of C(s), a close approximation to (5.12) is

R= K (s*) 0 0 Wax)E (s) ds] (5.14)

The quantity inside the brackets in Equation (5.14) is seen to be identical to R [Equa-
tion (5.4)]. Thus, we obtain

R* = K (s*) R . (5.15)

That is, the reliability obtained by screening based on a given s* is equal to the reliability
before screening multiplied by a constant. This approximation will yield a reasonably
smail overestimate of reliability for values of s*in the lower 5 per cent tail of the distri-
bution of C(s).

Based on the above, a suitable procedure for determining e* such that a specified
reliability after screening, R*, is obtained is:

(1) Calculate the required s*, using the approximate function (Equation (5.15)].

(2) Determine whether the s* calculated in Step (1) is sufficiently far out in
the left tail of C(s); say 9* _ sCL, where s. is the lower a. per cent point of
C(s).

(3) If s < so t it can be used as the required critical value for screening. If
s*>s0 , then a new value of s* must be determined numerically that
satisfies the exact function [Equation (5.12)].

For example, suppose that C(s) and E(s) are normal distributions and that a relia !-
ity after screening ci R* = 0.95 is required. From Equation (5.15) it is seen that K(s*) =
R*/R, where R depends on U/au as shown in Equation (5.9) and Figure 5.4. Values of s*
satisfylig the requirencnt R* =, .05 are given in T-able 5.1 z, various values of R.

-0*;
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Table 5.1 shows as expected that, as the distance between the stress and strength distri-
butions increases, the size of the tail of the strength distribution that is truncated de-
creases for a given R*. With respect to the acceptability of the approx.itnate values of s*
in Table 5.1, it is seen that for R = 0.90 and 0.95 that s* is in the lower 5 per cent tail
of C(s) and, therefore, will yield a reasonably good approximation. On the other hand,
the s* values for R < 0.90 will yield a sig .ficant overestimate of R*. Thus, for the
latter cases it is necessary to resort to numerical determination of s* satisfying
Equation (5.12).

To make clear the conceptual problem of choosing s*, consider Figure 5.5. As s*
is made continuously greater [i.e., s* moves further out in the left tail of C(s)], the area
of the overlap region of CT(S) and E(s) will decrease, and therefore reliability will in-
crease. However, the rate of change of R with increasing s* will decrease. Moreover,
as s* increases, the number of components eliminated by screening will increase at an
increasing rate. If we assign some cost to each component that is screened out, it is
reasonable to assume that at some point the marginal increase in reliability is not worth
the cost incurred in attaining it. The important point is that s* should be chosen with
respect to both reliability requirements and the cost of attaining the required reliability.

5.2.2.3 Step-by-Step Screening Procedure

(1) Determine the distribution of strength measu.-ments, C(s), for the set of
components to be screened

4 .

(2) Define the environmental stress variables acting on a component in its
intended application

(3) Determine an equation for the combining of stress variables into a single
measure, s

(4) Determine the distribution of the environmental stress measure, E(s)

(5) Determine the critical value s* on the basis of a specified reliability re-
quirement, R*, from Equations (5.12) or (5.14), depending on whether
the exact or approximate solution is used

(6) Eliminate those components having strength measurements less than s*.

5.2.3 Burn-In Screening

The purpose of burn-in screening is to eliminate components ha-ing inferior reliabil-
ity on the basis of a short-term environmental test, The environmental test may be run
under high stress conditions or under normal stress conditi..ns with respect to sor..
intended application. The components that are eliminated as a resut of the test may
actually fail during the test or may exhibit performance characteristics that are indicative
of early failure in actual application. This type of screening can be use" to sort out a
subiet of "substandard" components from a set (population) of standard (reliable) com-
ponents or, alternatively, to reduce the average hazard rate of the remainin.g population
ifter screening in those cases where devices have decreasing hazard rates with time.

- . . -- - -#l r - '
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TABLE 5. 1. VALUES OF THE CRITICAL VALUE, s*, SUCH THAT
R= 0. 95 FOR VARIOUS VALUES OF R

s* is given in units of the standard deviation, as, of
strength distribution, C (s)

R 5/au K(s*) =R*/R 1 /K (s*) 5*

0.A6 1.05 1.10 0.906 -1.32

0.88 1.15 1.08 0. 9Z7 -1.45

0.90 1.26 1.05 0.948 -1.63

0.92 1. 37 1.03 0.969 -1.88

E (s)Overlap region

(AR)2

Reliability L

S* A 51034

FIGURE 5.5. INCREMENTAL GAINS 1N RELIABILITY FOR A GIVEN
INCREMENTAL INCREASE IN 8* AS A FUNCTION OF 9*
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The development of a burn-in screening procedure in a particular case involves
consideration of (1) the assumptions associated with the procedure, (2) the test design,
and (3) the screening criterion. The essential aspects of these factors are discussed in
the following paragraphs.

5.2.3.1 Assumptions in Burn-In Screening

The underlying assumption in burn-in screening is that a set of components before
screening consists of two subsets: (1) a subset of superior components represented by a
distribution of strength measurements with a high mean strength and small variance and
(2) a subset of inferior components representedbya distribution of relatively low strength
measurements.

In terms of failure rate, this assumption, illustrated in Figure 5.6, implies a failure-
rate curve of the familiar form shown in Figure 5.7. It is seen that the inferior com-
ponents fail early, yielding an initially high failure rate. After this initial period (infant
mortality), the failure-rate curve levels off until the superior component strengths de-
grade to the point of wear-out.

Distribution of Distribution of
inferior compone~nt superior component
strengths- strengths

Strength

FIGURE 5.6. ASSUMED DISTRIBUTION OF COMPONENT STRENGTHS
BEFORE SCREENING

Failure
Rate

Time A 51035

FIGURE 5.7. SCHEMATIC REPRESENTATION OF ASSUMED STRENGTH
DISTRIBUTIONS IN TERMS OF FAILURE RATE
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A second assumption concerns the functional relation of parameters on which screen-
ing is based to the failure mechanisms acting in a component. if every failure mechanism
and its physical properties for a given component were known, it would be possible to
determine what parameter measurements act .s precursors of component failure. How-
ever, all the failure mechanisms are not generally known or completely describable.
Therefore, we must assume (to some degree) which parameters should be measured as
precursors of failure.

A third assumption, closely related to the one above, concerns what characteristics
of parameter variation are indicative of earlyfailure. These characteristics may include
parameter instability, parameter drift in some time increment, ur rate of parameter
drift. The degree of assumption in this case will depend on the knowledge of the de-
gradation processes acting in a giv'en component type.

It should be noted that the first assumption is statistical in nature, whereas the
second and third assumptions are physical innature. The significant point in this respect
is that as our knowledge of the physics of electronic devices increases, the degree of
uncertainty in the physical assumptions decreases. This implies that, if we gain complete
knowledge of the physical degradation processes acting in a component, it will be pos-
sible to predict early failures with near certainty on the basis of short-term burn-in
tests.

5.2.3.2 The Environmental Test

The test design for burn-in screening requires specification of

(1) The parameters to be measured

(2) The stress levels for each of the stress factors

(3) The time duration of the-test.

The parameter 0 to be measured in a particular instance depend on the degradation
processes acting in the component and how these processes relate to the total set of
measurable parameters. It wilf usually be the case that the pa ,arneters will be specified
on the basis of subjective experience as discussed in the preceding section on assump-
tions. Once the parameters have been specified, the next step is to determine what
measure of the parameter should be used as a basis for screening. As discussed prev-
iously, these may include some measures as instability, incremental change over some
time period, and rate of change.

The second factor to be specified in the test design is the stres, levels under which
the test should be run. The governing principle here is to operate the components under
a stress environment for a specified time such that the inferior components will fail or
exhibit undesirable parameter variation while the superior parts will not prematurely
age. Thus, the problem is to select stress levels that are sufficiently severe to yield
significant parameter degradation in the inferior components without introducing failure
mechanisms not existing under normal stress conditions. This problem is discussed in
detail in Section 5.4.
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The third factor in the test design is the time duration of the test. Ideally, the test
time should be that time required to yield statistically significant parameter degradation
at the highest possible stress levels giving "true" acceleration. In practice, however, the
appropriate trade-off between test duration and stress level must be determined largely
from experience of previous test analyses. Again, as knowledge of the reliability
physics increases, greater precision can be introduced into the screening- t est design.
Table 5.2 lists stress levels and testtimes characteristically used for various component
types in burn-in tests. It should be noted that the stress conditions given in this table
are intended to be illustrative of stresses that may actually be applied. Alternative stress
schemes may be applicable, such as increasing stress testing, short-term overstress, etc.

TABLE 5.2. STRESS LEVELS AND TEST TIMES COMMONLY USED
IN BURN-IN TEST DESIGN

Test Time,
Component hours Stress Levels

Transistors 1Z5-250 Near rated power dissipation
Temperature approxirmately 90%

of maximum operating temperature

Diodes 500 Near rated load
Temperature approximately at maxi-

mum operating temperature

Resistors 750 Electrical stress approximately 30%
of rated load

Temperatures in excess of rated
temperature

Capacitors Electrical stress at rated voltage
Temperature at rated value

5.2.3.3 The Screening Criteria

The final step in developing a burn-in screening program is to determine screening
criteria. These criteria generally are in the form of tolerance limits on the measured
parameters. The concept in determining these limits is the same as that used in Sec-
tion 5.2.1, "Screening by Truncat'on of Distribution Tails". That is, the limits can be
considered as marginal tolerance limits in that, if a component parameter is outside of
marginal tolerance limits after the burn-in test, the probability is high the parameter will
be outside of failure-tolerance limits at some earlytime of actual operation. These rela-
tions can be estimated from long-term component life tests. In Section 5.4, those param-
eters that have been successfully used in component screening are identified in conjunction
with the type of tolerance limits employed and the test conditions.
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5.2.3.4 Step-by-Step Procedure for Burn-In Screening

(1) Identify the failure mechanisms for the component type to be screened

(2) Determine the measurable parameters that are indicative of the failure
mechanisms

(3) Specify the environmental stress levels and time duration for the burn-in
test

(4) Specify the d-sired measure uf the indicative parameters, environmental
change, rate of change, etc.

(5) Establish the screening criteria: tolerance limits on the measured
parameters

(6) Run the test and screen out those components having parameter measures
outside of tolerance limits.

5.2.4 Linear Discriminant as a Basis for Screening

Linear discriminant as a basis for screening components may be considered as a
logical extension of the techniques of the screening procedures given in the preceding
sections. Its objective is to predict early failures on the basis of a weighted average of
initial and/or early life parameter measurements. This weighted average is called a
linear discriminant. The problems in constructing a linear discriminant are to determine
which parameters are significant in predicting failure, to determine the "weight" that
should be assigned to these parameters, and to detdrmine what limits on the value of
the linear discriminant should be used in order to reject the inferior (or select the
superior) components.

In order to construct the linear discriminant, it is necessary to conduct a load-life
test on a statistically significant number of the components that are to be screened. The
results of this life test are used to define failure (if this has not been previously dictated
by the application), to select the parameters that will be used in the linear discriminant,
and to evaluate the probability of success of the discriminant in screening subsequent lo's
of the component parts. Thus, in contrast to the piocedures previously discussed, it is
seen here that the parameters on which screening is based and the piedictive "power" of
the screening function are determined as explicit steps in the analysis.

The screening is carried out by measuring a set of p different parameters selected
in the discriminant analysis for each component. These measured values, xl, . . .Xp

are then substituted into an equation of the form z = X 1xl + . . . + Xp, where the X's
denote optimal numerical "weights" associated with the measured values. This equation
is called a linear discriminant. If the weighted average, or z value, is less than a critical
value of z, then the component is judged to be a potential early failure. Otherwise, the
component is judged to be a potential late failure, or in other words, to have a long life.
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An ideal screening criterion would never misclassify a component. That is, a
superior component would nt.ver be classified as inferior, and conversely an inferior com-
ponent would never be classified as superior. In practice, such ideal screening criteria
do not exist. However, the use of linear-discriminant analysis permits the construction
of screening criteria for which the probability of misclassification can be computed when
certain assumptions are made. Consequently, if the probabilities of correct classification
are sufficiently high, the associated screening criterion has practical significance. On
the other hand, if the probabilities of correct classification are small, then the bcreening
criterion is of little practical significance, even though the criterion may show statistical
significance.

The principal advantage of using the method of linear-discriminant analysis to
construct the screening criterion is that no other linear combination of parameter mea-
surements will yield a screening criterionwith smaller probabilities of misclassification.
Thus, if the linear-discriminant method fails to produce a screening criterion of practical
significance, the search for a linear screening criterion may be abandoned. This con-
clusion must be qualified to the extent thaut certain assumptions must be made and that
various transformations of the datamayalsobe required. If these fail, still other modifi-
cations can be attempted in an effort to improve the screening classification.

5.2.4.1 Development of a Linear Discriminant

The development of a linear-discriminant screening criterion requires several
steps:

(I) A load-life test must be performed on, statistically significant number of
components. The components selected for the testmust be representative
of the population of components for which the screening criterion is being
derived. The length of the test is that time for which reliability prediction
is desired.

(2) The linear-discriminant screening criterion is then to be derived from
initial, early-I,'-. and end-of-test parameter measurements of the com-
ponents on test.

(3) The resultant screening criterion ahould be empirically verified prior
to screening components of unknown reliability.

These steps are described in detail in the following paragraphs along with assumptions
associated with this screening procedure.

5.2.4.2 Assumptions Involved in Linear -Discriminant Analysis

Linear-disc riminant analysis is essentially a form of linear regression analysis.
As such, it involves tb: same assumptions that are pertinent to statistical regression
analysis. In particular, linear-discririnant analysis requires that
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(1) The parameter values used in the linear -disc riminant function be normally
distributed.

(2) The within-sets variances be homogeneous. That is, tle variance of the
parameter measurements of the superior components mustbethe same as
that for the inferior components.

Where these assumptions are found not to hold, variou.i transformations may be tried in
order to satisfy the assumptions. For example, it is frequently the case that several of
the measured parameters are decidedly nonnormally distributed. It has been noted in
many of these instances that a logarithmic transformation of the parameter measure-
ments yields satisfactory agreement with the normality assumption.

5.2.4.3 The Experimental Procedure

The first step in deriving a linear-discriminant screening criterion consists of a
load-life test on a sample of components drawnfrom the population of the component type
of interest. This experiment consists of the following steps:

(1) Define component failure. Failure may be defined either in attribute
form (operative or inoperative) or in terms of tolerance limits on one
or more parameters.

(2) Select the time period, t, for which reliability prediction is to be made.
Thus, t represents the desired life of the component in its intended
application.

(3) Select a sample of components representative of the population for which
the screening criterion is being derived. Appropriate statistical randomi-
zation procedures should be used in selecting the sample.

(4) Determine the parameters to be used as potential predictors of failure.
These may be determined from engineering judgment and/or prior test
data.

(5) Obtain initial parameter measurements. If parameter change over a short
time period, 6t, is considered as a potential predictor, then parameter
measurements must be obtained after the operating interval At.

(6) Run the life test for a time period, i, under actual or simulated operating
conditions to be encountered in the int-.nded application of the component.

(7) At the end of the test, obtain the parameter measurements in terms of
which failure is defined for each component.

(8) Separate the components into two sets: Sl , consisting of those components
that did nor fail during the test, and SZ, consisting of those components
that failed.

-"t
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As an example of a criterion of failure, in a twofold classification, each compone,.t
may be judged to have failed or not to have failed at the end of the test. The criterion
of failure may be based on an attribute definition. For example, those components may be
called failures whic - are not operative at the end of the test. All others are judged not to
have failed. Alternatively, it may be that all of the components are operative at the end
of test, those component parts being called failures which exhibit a drift in excess of some
specified value of some measured parameter. The importance of the failure definition
stems from the fact that the screening criterion determined by the linear-discriminant
analysis attempts to reproduce from initial or early life meaburements the same classifi-
cation assigned at the end of the test. The prediction classification may be based on initial
measurements taken at t = 0 or on early-life measurements taken, for example, at
t = 0 and t = 100 hours.

5.2.4.4 The Linear-Discriminant Analysis

For each set of measured parameters, there exists a linear-discriminant screening
criterion. For example, if three parameters are measured, it would be possible to con-
struct seven different linear discriminants. Three of these would involve each parameter
singly; three would involve a combination of two parameters; and one would involve all
three parameters. By examination of the probabilities of misclassification associated
with each of these screening criteria, it is possible (1) to determine the minimum number
of parameters required for practical screening, (2) to determine the gain in reliability
obtained by screening on the basis of two parameters rather than one, three rather than
two, etc., and (3) to determine those parameters that may be interchanged for measure-
ment or cost reasons without changing the effectiveness of the screening procedure. In
cases where many different parameter measurements are available, it is not feasible to
examine all possible subse~s and their associated linear discriminants.* In these cases,
various methods may be used to select those parameters that appear to be the most
suitable for inclusion in a linear d'scriminant.

The steps below describe the computations required for obtaining a linear-discrimi-
nant screening criterion, given the parameters to be used as predictors.( 3 ,4 )

The construction of the reliability screening criterion based on a specified set of
parameters consists of seeking a quantitative measure of the difference between the
superior and inferior components. This measure should be based on initial and early-
life measurements and serve to predict the qualities of the component during late life.
Let S 1 denote the set of initial and early-life meastrements associated with the superior
components and S2 those measurements associated with thf inferior components. We
want to define a "discrimninati ,g" function of the measurements in Sl which assumes
values that are distinctly different from the values assumed by the function for the
measurements in SZ. An ideal discriminating function would be one that yields 1 for
all measurements associated with superior components and yields 0 for measurements
associated with inferior components. In practice, ideal discriminating functions do not
exist. Instead, an attractive approximation to such a function is given by a linear com-
bination of the measured parameters:

z = XlXl + ... + Xpxp , (5.16)

*The problem in this case is that each discriminant derivation requires the inversion of a
matrix, which is an "expensive- process. Obviously, if a sufficiently large computer is
available, greater numbers of parameter combinations can be tried.
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where xi, i = 1, .... p, denotes a measured value of the ith parameter, and the X's are
numerical "weights,". When the optimal Xs are determined as described below, the
linear combination of measured values is called a "linear die, riminant". The optimal
X's are those values of the Xi that maximize the quantity (Y2 - El) / s . That is, the optimal
2's maximize the distance between the means of the distributions of superior and inferior
components, 11 E.nd '2, respectively, expressed in units of the standard deviation, s.
The statistical properties of linear discriminants were firstdeveloped by R. A. Fisher.( 5 )
Mathematical details of such analyses are givenin several statistical texts. In the follow-
ing, the essential computational steps in deriving a linear discriminarnt are described.

(1) Partition the initial and/or early-life measurements of parameters
x I .. ., Xp into two sets: (a) those associated with components in S 1 and
(b) those associated with components in S2 .

(2) Compute the sums of squares and products, within the set of superior
components, Sl Repeat for the inferior components, S 2 . These are
given by pq pqI (x

pq = Z i j i p Xjp q) (5.17)

where x = the value of parameter p of the ith component in Sl and -l =" p P
the average value of parameter p in S I . S2 is obtained in the same way.

pq

(3) Obtain the sum

c 5 + 52Spq = pq pq (5.18)

(4) Form the matrix equation

SX =d (5.19)

where

S= ,,- d=

PP X -

(5) Solve Equation (5.19) for X, which gives the X-weights for the linear-
discriminant [Equation (5.16)].

(6) Compute the quantity

6 = 2 = (n1 + nz - p-I) Xidi (5.20)

6 i-l
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where ni is the number of components in S1 and n2 the :aumber in 52.
Tht quantity 6 denotes the distance between the mean values for superior
and inferior components in units of the standard derivation, s. 6 con-
stitutes a measure )( the power of the screening criterion in that the
greater 6, the smaller the probabilities of misclassification.

(7) Compute the probabilities of classification as shown in Table 5.3.

TABLE 5.3. EXPECTED CONDITIONAL PROBABILITIES OF
CLASSIFICATION

Given z*= (Y2 + fl)/2

Assigned Conditional Probability of Classification
Classification Superior Inferior

Superior 0 (6/2)( a ) 1 0(6/2)

Inferior 1 - 4) (6/2) 4 (6/2)

(a) (P (y) = the area to the left of yunder the standard normal distribution
curve.

For example, the probability of misclassifying a "truly" inferior com-
ponent as superior is seen to be I - 4P (5/2).

(8) Repeat Steps (1) - (7) for each combination of parameters of interest and
compare th e respective "powers" (6) and resultant probabilities of
classification. Acceptance of a given discriminant function will depend
on its relative power balanced against the "costs" of applying it.

Because of the assumptions that must be made in the course of developing the
criterion and because these assumptions are often incapable of direct verification, it
is desirable to make an indirect checkonthe validity of the linear-discriminant screening
procedure. This is accomplished by applying the linear-discriminant screening criterion
to screen those components used to generate the test data. That is, the initial and early-
life measurements are substituted into the discriminant, and each component part iu
classified by comparing its z value with the critical value of z, It should be noted that
this is principally an 'nternal consistency check and, as such, does not validate the
general applicability of the linear discriminant. Ideally the linear discriminant will
produce the same classification assigned to the component parts at the end of the test.
The extent to wh'ch the linear discriminant achieves the end-of-test classification ie
an indication of the practical effectiveness of the discriminant screening criterion, If the
end-of-test classification is not closely approximated by toe discriminant screening based
on early-life measurements, then it is judged that the screening criterion is of little
practical significance. This result may indicate that none of the measured parameters
are relevant to predicting the corroct classification. Alternatively, it may indicate that
some assumption is incorrect and that transformations of che data should be considered
as a method to improve the classification.
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If the linear discriminant yields good agreement with the classification at the end
of the test, then it may be applied to other sets of component parts of krno~xn quality which
were not used in its construction. If the discriminant passes all verification checks
successfully, then it may be used to screen component parts of unknown quali'y having
similar statistical properties. The more thorough the verification, the more assurance
one has that the screening procedure will perform properly.

5.2.4.5 Application of the Liziear-Discriminant Screening Criterion

Once a linear discriminant has been developed, sets of component parts of unknown
reliability can be screened. This is accomplished by

(1) Determining a critical value, z*

(2) Obtaining a z value for each component to be screened

(3) Classifying as superior those components for which z < z* and classify-
ing ai. i. rior those components ior which z > z* (this assumes that
T2 > Y1 ) .

The expressions for tne classification probabilities given in Table 5.3 assume that
z* is midway between and i2. In general, however, z* may be chosen to satisfy some
specified criterion function. Such criteria may include (1) minimization of cost of mis-
classification or (2) specification of some accept.bly small probability of misclassifying
an inferior component as superior. Thus if we define the critical value by

z*=a , + (1 -a) i, 0O<a< , (5.2l)

then the expected conditional probabilities of classification are as given in Table 5.4. Thus,
in general the critical value, z *, will not be located midway between 'E, and W2 as illustrated
in Figure 5.8.

TABLE 5.4. EXPECTED CONDITIONAL PROBABILITIES OF CLASSIFICATION

Given z* z ai 1 + (l-a) z2

Assigred Conditional Probability of Classification
Classific: tion Superior Inferior

Superior D [(1 -a) 6 j(a) I - 1[(I - a) 6)

Inferior 1 -P (a 6 ) (P (a 6)

(a) 0(y) denotes the area to the left of y under the standard normal distribution curve
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FIGURE 5,8. SCHEMATIC REPRESENTATION OF THE THEORETICAL
DISTRIBUTION OF z-VALUES FOR THE SUPERIOR AND
INFERIOR COMPONENTS

5.2.4.6 Relation of Linear-Discriminant Analysis and
Physical Degradation Laws

The parameters characteristically used in a linear -discriminant screening criterion
are operational parameters. That is, they are generally those parameters in terms of
which component performance is measured. For e3:ample, a criterion for screening
transistors may be based on initial or early-life parameter measurements such as col-
lector cutoff current, emitter cutoff current, collector breakdown voltage, etc. How well
this class of variables serves as predictors of component reliability is determined from
statistical analysis of test data rather than theoretical considerations. The net effect of
reliability prediction based on this clase of variables is that their potential "power" is
bounded by the degree of statistical variation in the operational parameters serving as
measures of the fundamental aging process acting in a component.

If, however, progress in reliability physics can uncover those fundamental param-
eters characterizing aging processes such as activation energies, frequencyfactors, and
diffusion coefficients, then significantly more powerful screening criteria ca, potentially
be developed. Moreover, the screening zriteria based on this more fundamental class
of parameters may take on or be closely related to the form of the physical laws govern-
ing aging processes.

For example, suppose activation energy and the frequency factor were taken as the
parameters for a linear-discriminant screening criterion. The analysis may show that
the linear discriminant

z = XXI  XzX (5.Z2)

should take on the form

z = In (frequenzy factor) - -I (activation energy)
kt

= In A- _ , (5.23)
kt
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where X, = 1, the coefficient of the p-.e-exponential term, andX 2 = -1/kt.

From Equation (5.23), it is seen that the rate of aging, R, is related to the discriminant
z-value by

R = e z = Ae "A E / k t  (5.24)

Thus, in terms of linear -discriminant screening, this example states that the optimal
discriminant is dependent on the logarithmic aging rate of a component. In other words,
the discriminant that maximizes the distance be;tween the distributions of z-¢ralues for
superior and inferior components depends only on a single parameter - the aging rate.

An important result of deriving linear discriminants from more fundamental param-
eters directly related to aging processes acting in components is that several significant
problems in executing a linear-discriminant analysis may be alleviated. These include:

(1) Physical theory may preclude the necessity of testing many parameter
combinations to find that which is optimal. Only a small number of tests
may be required, each involving a small number of parameters. Thus,
the computational problem will be greatly reduced.

(2) Physical theory may indicate the type of parameter transformation that
should be made, thus yielding the best agreement between expected and
observed screening results,

(3) Physical theory may provide a basis for verification of the X-weights in
the linear discriminant.

(4) Physical theory may permit the derivation of linear discriminants under
accelerated test conditions that can be used to screen components having
intended application in various other stress environments.

In general, the potential advantage to component screening of development in
reliability physics is that screening criteria based on a more fundamental class of
variables can be derived more cheaply, be validated more easily, and may be significantly
more powerful. It should be recognized, however, that these inferences are desired
objectives and, as such, remain to be demonstrated.

5.3 Comparison Among Screening Procedures

In Section 5.2, four procedures for screening components were described whose
purpose is to eliminate potentially unreliable components prior to their use in a specified
application. These procedures were arranged in order of increasing complexity to
develop and/or apply. The selection of which procedure is most appropriate in a given
instance depends on the properties of the component type, the screening power required,
and the allowable "costs" in developing the screening criterion. In the following para-
graphs, this selection problem is treated in terms of a comparison of the attributes of
constructing and applying the four screening procedures.
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5.3.1 Comparison of the Screening Procedures in
Constructing a Screening Criterion

To construct a screening procedure, it is required to (1) select those component
parameters on the basis of which screening will be accomplished, (2) develop the screen-
ing function, and (3) determine the performance criteria for component classification.
For screening by truncation of distribution tails, stress-strength screening, and burn-in
screening, component-parameter selection procedures are not explicitly given as part of the
analysis. In these methods, the parameters on which screening is based are determined
from component tests not formally a part of the screening procedure, prior tests on the
same or similar components, or engineering judgment. In contrast, for linear-discriminant
screening the parameters yielding the best discriminant function are determined explicitly
by the formal analysis in the derivation procedure. Moreover, in linear-discriminant
analysis, screening is based on a single dependent variable, which is a linear combination
of the relevant component parameters, whereas screening by the other three methods is
based on one or more component parameters treated independently.

Development of a screening function (the second general step in deriving a screening
procedure) for screening by truncation of distribution tails and burn-in screening follows
directly as a product of Steps (1) and (3). That is, no direct experimentation or analysis
is conducted relating initial parameter measurements to potential early failures. For
these methods, construction of the screening procedure is completed by setting tolerance
limits on those performance parameters in terms of which failure is defined. For stress-
strength testing, it is necessary to determine a distribution function characterizing
the stress environment to which the components will be subjected. The screening pro-
cedure is then completed by setting a lower tolerance limit on the distribution of part
strengths that will act to eliminate those components that are potential failures in the
overlap region of the stress-strength distributions. In the case of linear -discriminant
screening, the construction of a screening function requires that a load-life test be
conducted on a sample of components for the time period on the basis )f which subsequent
component lots will be screened. Alinear-discriminant screening function is then derived
from the life-test data. The construction of this procedure is then completed by deter-
mining a critical value yielding acceptable probabilities of misclassification.

An additional factor that should be recognized in the construction of a screening
procedure is the assumptions associated with the process. These assumptions may be
either explicitly involved, in the derivation of a screening criterion or implicit in the
application of the screening criterion. In all four of the screening procedures presented
in this section, explicit assumptions must be made as to the distribution form of the
screening parameters. In screening by truncation of distribution tails, stress-strength
screening, and burn-in screening, tolerance limits are determined in part with respect
to this assumption. Moreover, in stress-strength screening an explicit assumption must
be made as to the distribution of stresses. In linear-discriminant screening, the proba-
bilities of misclassification are calculated on the basis of this assumption in addition to
the assumption that the variances of the z-values for the superior and inferior components
are equal.

In addition to these explicit assumptions, screening by truncation of distribution
tails', stress-strength screening, and burn-in screening carry implied assumptions with
respect to changes in component performance parameters over time. For screening by
truncation of distribution tails and stress-i rt gth, the assumption of a degradation rate
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may be considered as a strong assumption since screening is accomplished based on
initial parameter .-neasure-nents. In the case of burn-in screening, the assumptiQn is
somewhat weaker since ac:ual parameter changes can be observed for a short period of
time before screening is actually accomplished. It is this assumption that leads to the
marginal tolerance limit concept for the three screening procedures. Linear-discriminant
screening, on the other hand, does not involve this assumption since the screening function
is not derived from an extrapolation of expected component performance over time.

5.3.2 Comparison of the Screening Procedures in Application

The application of a screening procedure requires that (1) the aprropriate parameter
measurements be obtained a..d (2) these measurements be compared against the screening
criterion to classify the components. The important questions to be answered with respect
to choosing among the four screening procedures are:

(1) What effort, in terms of time and cost, is required for a given procedure?

(2) What is the screening power attained by the respective procedures?

Screening by truncation of distribution tails and stress-strength screening are the
easiest of che four procedures to apply, since screening is accomplished at time t = 0
based on initial parameter measurements. Linear-discrim.nant screening may possibly
be based on a linear combination of initial measuremenms although in practice this is not
generally the case. In most instances, more powerful linear-discriminaL screening
criteria result when some incremental parameter change measurements are included
in the discriminant. Burn-in screening, as implied by its name, requires that screening
be accomplished on the basis of parameter measurements after some short period of
operation. Moreover, a burn-in test is charace.tristically run at stress levels at or near
rated operating conditions of the component. Thus linear-discriminant screening and
burn-in screening are generally more expensive to apply since a test period and equip-
ment for conducting the test are required in addition to the instrumentation needed in all
cases to obtain the required parameter measurements.

The screening "power" attainable in applying the various procedures parallels the
"costs" of application described in the preceding paragraph. The increase in lot relia-
bility attained in screening by truncation of distribution tails and stress-strength screen-
ing is characteristically weaker than that attained in burn-in and linear-discriminant
screening. An important consideration in this respect is that the "power" in screening
by truncation of distribution tails and burn-in screening is not directly measurable.
In order to achieve such measures in these two cases, it is necessary to conduct external
life tests and to correlate performance parameter changes to the setting of the marginal
tolerance limits for the screening procedure. In stress-strength screening, power, in
terms of increase in reliability, can be measured in theory; however, in practice, the
actual calculations are extremely difficult and must usually be determined by approxi-
mating methods. In linear-discriminant screening, on the other hand, power, in terms
of probabilities of misclassification is explicitly measurable as a part of the discriminant
analysis. Moreover, it is a straightforward procedure to determine the trade-off in
power against the number of parameters in the discriminant, exclusion of certain param-
eters for "cost" reasons, and variation of the critical value.
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In summary, it is seen that in choosing among the four screeni.ng proceduree,
(1) screening by truncation of distribution tails, (2) stress-strength screening, (3) burn-in
screening, and (4) linear discriminant screening, each succeeding procedure takes into
account more information at some cost either in the constiuction or application of the
procedure, or both. These comparative properties of the screening procedures are
lurther summarized in Tables 5.5, 5.6, and 5.7.

TABLE 5.5. COMPARISON OF ADDITIONAL INFORMATION INCLUDED IN
SUCCESSIVELY MORE COMPLEX SCREENING PROCEDURES

Factors Included in the
Screening Procedure Screening Function

Truncation of distribution tails Marginal tolerance limits on initial param-
eter measurements

Stress-strength Marginal tolerance limits on initial compo-
nent strength

Specification of distribution of stresses

Burn-in Marginal tolerance limits on parameter
measurements or drift after short
operating period

Testing under specified stress environments

Linear discriminant Parameters selected by analysis to maxi-
mize screening power

Screening power directly computed in
analysis for specified life time and stress
environment
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TABLE 5.6, SUMMARY COMPARISON OF ATTRIBUTES IN THE CONSTRUCTION
AND APPLICATION OF THE VARIOUS SCREENING PROCEDURES

Truncation of Stress- Linear-
Distribution Strength Burn-In Discriminant

Attribute Tails Screening Screening Screening

Construction

Screening parameters de- X
termined by analysis

Screening function based X X X
on individual parameters

Screening function based o- X
combination of parameters

Stress explicitly recognized X X
in screening procedure

Application

Procedure based on initial X X
measurements

Procedure based on param- X X
eter change measurements
(short-term test required)

Screening power directly X X
mearurable

Relatively "inexpensive" X X
to apply

Relatively "high" in power X X
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5.4 Survey of Precursors and Failure -Sensitive Device Parameters

The search for those component parameters that act successfully in the various
screening procedures appears to be a never-ending procedure. A parameter that is a
good predictor of earl) failures for metal film resistors may not work at all for wire-
wound resistors. Mornver, the parameter selection problem is highly interacting with
the type of the applied stresses (temperature, voltage, etc.) in a screening test, the
method of applying the stress (step voltage input, temperature cycling, etc.), the applica-
tion for which the component is designed, and the measured characteristics of the param-
eter (incremental change, stability, dynamic response, etc.).

It is the objective of this section to identify those component parameters that have
bee.i successfully used in various screening applications. The following types of elec-
tronic components are considered:

(1) Resistors

(2) Capacitors

(3) Diodes

(4) Transistors.

5.4.1 Screening Parameters for Resistors

Table 5.8 lists measurement parameters thathave beenused in developing screening
criteria for each of three types of resistors.

TABLE 5.8. SCREENING PARAMETERS FOR RESISTORS

Resistor Type

Carbon Carbon Metal
Screening Parameter Composition Film Film

Resistance X X X

Temperature coefficient of resistance X X

Voltage coefficient of resistance X

Short-time voltage overload X X X

Short-time humidity exposure X

Thermal noise X

1/f noise X X
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5.4.1.1 Carbon-Composition Resistors

The resistance values of carbon-composition resistors is decreased by the em-
brittlement and carbonization of the epoxy-resin binder due to thermal aging. Also,
resistance values may be increased by vapor penetration into the porous 2poxide-carbon
pellets under operation at mild stress levels. Thus, depending on the intended applica-
tion, the measurement of resistance change in high-thermal or high-humidity environment
is used as a screening parameter for carbon-composition resistors. Also, bondage
imperfections between the epoxidle and carbon particles may be identified by measurements
of temperature coefficient of resistance, voltage coefficient of resistance, 1/f noise, or
thermal noise( 3 ).

Potential early failures may slso be identified bythe change in resistance resulting
from short-time voltage overload. Permissible overloads depend on whether the re-
s.stance values of the resistors are aL-ve or below their critical resistance values.
The critical resistance is defined for a class of resistors with a given value of rated
wattage and rated voltage, e.g., 1/2-watt, 500-volt resistors, as the ratio of the square
of the rated voltage to the rated wattage,

V2 (rated) (5.25)

c W (rated)

In the case of 1/2-watt, 500-volt resistors, the critical resistance is 500 K ohms. Thus,
if the resistance of a specific 1/2-watt, 500-volt resistor is less than 500 K ohms, it will
be wattage limited, whereas if it is greater than 500 K ohms, it will be voltage limited.
This suggests that the failure mechanisms operative in a given resistor type may depend
on whether the resistance value is greater or less than the critical resistance. Generally,
resistors with R < Rc may withstand higher voltage overloads but shorter application
times than those with R > R c .

5.4.1.2 Carbon-Film Resistors

The resistance values of carbon-film resistors are affected by thermal aging of the
acrylic or resin coatings covering the fiimn. These resistors are generally characterized
by a decrease in resistance during earlylife, followed by an increase in resistance. Thus,
resistors with deteriorated film coatings may be identified by a decrease in resistance
from burn-in procedures.

A_ is the case with carbon-composition resistors, short-time voltage overload is
an appropriate screening parameter for carbon film resistors. Also, short-time humidity
exposure is used for screening carbon-film resistors thatare to be used in high-humidity
environments.

5.4.1.3 Metal-Film Resistors

3 ecause of their high-temperature characteristics, metal-film resistors whose re-
sistance- are less than the critical resistance canbe screened by the application of three
timeq the 'oltage required for rated power dissipation for a period of 10 seconds. For re-
sistors with resistance values greater than the critical value, the over-voltages should be
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limited to two times the voltage required for rated povxer dissipation but may be applied for
longer periods of time. The wattage dissipation associated with excessive over-voltage
tends to damage the resin coating of the resistor, increasing its conductivity and thus
providing a parallel conduction path that would tend to lead to thermal runaway.

Excessive 1/fnoise, measured in tin oxide film resistors, has been used successfully
to identify resistors demonstrating changes in resistance and in temperature coefficient
of resistance during subsequent load-life tests(6 ).

5.4.2 Screening Parameters for Capacitors

At the present time, most reliability screening techniques for thin-film capacitors
are more nearly process quality-control measures than reliability screening measures.
There are several reasons for this. First, a thin-film capacitor is usually part of a
network of thin-film passive devices deposited on an insulating substrate. It is more
reasonable and sometimes necessary to screen the circuit as a whole rather than an
individual component of the circuit, since the individual components are not replaceable.
Second, the technology of thin-film circuitry is new. Emphasis thus far has been placed
on achieving desired levels of parametric performance in thin films rather than on de-
vising reliability screening techniques. Third, the technology of thin-film circuitry is
changing. New techniques and materials are being tried frequently. Since the properties
and characteristics of thin-film circuitry are highly sensitive to processing methods,
screening techniques of long-term validity will probably not be found while methods of
manufacture are undergoing frequent change. On the other hand, it is considered appro-
priate to discuss mechanisms that have been observed in thin-film capacitors which could
possibly lead to device failure and to indicate also the modes of failure which these
mechanisms are likely to precipitate. It should be pointed out that these observations
have been made by investigators in the course of device fabrication research, and the
mechanisms described have not been used as the bases for screening techniques.

There- are several ways in which a capacitor can fail: capacitance may drift out of
tolerance, dissipation factor may increase out of tolerance, leakage current may become
excessi-'e, or the dielectric may break down, either causing the capacitor plates to short
circuit or causing other undesirable changes in the capacitor characteristics. These
failures may be caused by electrochemical reactions, impurities in the dielectric,
porousness, pinholes or cracks in the dielectric, diffusion of atoms from the metal
capacitor plate into the dielectric, or irregularities in the dielectric thickness.

Ion migration is believed to have caused apattern of dielectric breakdown observed
byBest, etai.( 7 ), in a potash-lead-silicon glass capacitor as a result of voltage step-stress
testing. Capacitors subjected to short-time (30 minute) periods at each voltage in the
stress program failed byditAectric breakdown occurring at the capacitor edges. Capacitors
subjected to long-time periods (several hours) at each voltage failed by (,ielectric break-
down at the center of the caipacitor. Capacitors in the latter category broke down at
higher voltages than those in the former. The reason hypothesized for this behavior is
that, under prolonged appiication of voltage, sodium ions migrate toward the negative
electrode, causing a space-charge layer to form. The space-charge layer caused the
electric field in the region of the plate to be uniform. Since normally the electric field
in a cap..tor is imnich higher at the diehcric edges L tha atM thLetr bekoni
more likely to occur at the edges. Accumulation of a space-charge layer in the
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capacitors observed by Best tended to equalize the electric field and reduce the effect of
fringing at the foil edges. In this instance, judging from the available information, the
aging stress tended to improve the capacitors. However, it seems likely that over the
long run such a phenomenon would have a deleterious effect on capacitor performance.

A phenomenon believed to be migration has been observed in silicon monoxide used
to overcoat a Nichrome film resistor.( 8 ) Alkaliions presumably contributed by the glass
substrate caused discoloration and cracking of theSiOfilm. The effect occurred only when
elevated temperature, an electric field, and water vapor were present. Although this effect
has not been related to capacitor failure, the widespread use of SiO as a thin-film capacitor
warrants consideration of the effect as a possible failure mechanism.

Klein has studied nonshorting diele,:tric breakdown in silicon monoxide thin-film
capacitors.( 9 ) Nonshorting breakdown did not destroy the capacitor blit left a small hole
in the di -lectric. The consequence of these holes was to reduce capacitance owing to
decrease of effective area. The effect was more pronounced in the presence of water
vapor. It was believed that the effect was due to pores in the dielectric. When water vapor
adsorbed on the pore wall, a conducting path was provided. The electric field in the di-
electric between the bottom of the pore and the second electrode was thus higher than
that between the two elentrodes, and premature breakdown occurred.

Diffusion of tantalum atoms into the Ta 2 O 5 dielectric has been observed in tantalum
thin-film capacitors.(I0) Such diffusion is greater in the presence of elevated tempera-
tures and applied electric field. The observed diffusion could be used to explain capacitance
versus frequency characteristics of this kind of capacitor. It is possible that diffusion of
metal atoms into the dielectric could cause increased capacitance, increased current
leakage, and decreased breakdown voltage.

In a continuation of the work described in Reference (10), the diffusion of gold,
silver, chromium, nickel, and cobalt into boro-alumina silicate and thermally grown
SiO 2 dielectrics is being studied.( 1 7 ) As yet, metal diffusion has not been established as
a mechanism of failure in tantalum oxide capacitors.

The above-mentioned effects are not used for screening and have not been related
to thin-film capacitor failure. They are included here because it is felt that, when they
are better understood and more readily recognized, they will be suitable bases for
reliability screening teits.

Two test methods are known which could be used to inspect capacitors for flaws in
the dielectric or other defects that could cause failure. These are infrared scanning(121 4 )
and observation of anion reactions( 1 5 ). infrared scanning would show hot spots on the
electrode, which would be indicators of high current density and high electric field. Anion
reactions would indicate visually the presence of pinholes or voids in the dielectric. It
is not likely that these tests could be performed on an encapsulated device, however,
since they are both forms of visual inspection.

A promising screening technique now tinder development for use with solid tantalum
electrolytic capacitors may be useful in screening thin-film tantalum capacitors. ( 16 ) In
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this test, capacitors are put inan oven at 125 0 C, and a voltage of 120 per cent of the rating
voltage Ls applied. After 1/2 hour and at the end of 5 days, leakage current is measured.
High leakage currents or a large change between the initial ald final values indicate a
device prone to failure. Screening efficiencies as high as 10* havi been achieved.

To summarize, techniques have not been devised for reliability screening of thin-
film capacitors. Several inspection techniques may be applicable to unfinished devices
but not to completed, encapsulated units. It is very possible, since thin-film capacitors
will usually be mounted on a substrate inseparable from other circuit elements, that
screening techniques as such will not be devised for thin-film capacitors but will be de-
vised for integrated circuits instead. Even in that case, however, it will be desirable
to ha.ve knowledge of mechanisms by which thin-film capacitors can fail, and to that end
several such mechanisms have been included here.

5.4,3 Screening Parameters for Diodes

Table 5.9 lists parameters that have been used in developing screening criteria
for diodes.

Screening by the first six parameters in Table 5.9 is done by the truncation of the
distribution tails of operating parameters on the assumption that marginally acceptable
parameters will tend to drift out of tolerance.

Thermal storage at greater-than-maximum operating temperature may be used to
accelerate adsorption, desorption, or chemical reaction of cos'taminants that may exist
on or be transported to a sensitive surface.

*Screening efficiency is defined as the fraction of bad' devices removed from the population di,'ded by the fraction of the
population judged as potentially bad' by the screening criterion(l?). This is illustrated b the following three examples.

Ratio of No. Ratio of No.
No. of No. of of Failures of Devices
Devices Total Failures in Removed to Removed to

Lot Removed No. of Removed Total No. Total No.
Example Size From Lot Failures Group of Fzilures of Devices Efficiency

(1) Referenced
screening
procedure 1,000 90 10 9 0.9 0.09 10

(2) Random
selection 1,000 100 10 1 0.1 0.1 1

(3) Perfect
selection 1,000 10 10 10 1 0.01 100

10,000 10 10 10 1 0.001 1,000

It will be noted from Example (3) above that the screening efficiency is not independent of the fcaction of bad devices ii the lot.
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TABLE 5.9. SCREENING PARAMETERS FOR DIODES

(1) Reverse current at specified voltage

(2) Reverse breakdown voltage - voltage at specified current
ltvel

(3) Resistance at specified forward voltage

(4) Open-circuit volt-.ge decay time

(5) Reverse recovery time

(6) Power operation at near-rated maximum tempeiature

(7) Thermal storage

(8) Thermal cycling

(9) Slope of the forward current-voltage characteristic, as

A log IF

AV

(10) Slope of the reverse current-reciprocal temperature curve,
A log IR

as 1I
AT

(l 1) Avalanche noise

Thermal cycling is used to accelerate the effects of physical defects such as non-
hermetic seals and the tendency to fracture of adjacent materials with different thermal
coefficients of expansion. The effects of the physical defects are detected by the measure-
rnent of one or more operational parameters.

Excessive surface channel current may be identified by the parameter numbered (9)
in the table. The diode-equation for forward current may be written as IF = I exp (qV/nkT),1
where - is proportional to the slope of log IF versus V curve. Sah ( i 8 ) has shown the value

n
of n is always less than 2 for minority-carrier diffusion current and for bulk or surface
generation -recombination current, but 2 < n < 4 for surface channel current. Determina-
tion of the value of n, therefore, may be used to screen against devices with predominant
surface channel current.

In cases where surface channel current may be abnormally high, and yet may not be
predominant, the Parameter (10) (Table 5.9) may be used to identify the surface channel
component of the reverse current(19, 2 0 ). In this technique, cooling the diode to appro-
priately low temperatures "freezes out" r'- ,-on to the currcnt fron generating
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mechanisms with higher activation energies, i.e., minority-carrier diffusion and generation-
recombination current, revealing the magnitude of current components with low activation
energies, e.g., surface channel current.

The measurement of the noise current associated with the onset of avalanche con-
duction through localized regions of a reverse biased diode may be used to screen those
units with localized breakdown within operating voltage. Although the magnitude of the
reverse current from conduction through a single microplasma may not be sufficient in
some cases to disqualify a diode for service, continuous operation of the diode with
localized avalanching would be expected to result in localized heating and contribute to
early degradation or failure.

5.4.4 Screening Parameters for Transistors

Table 5.10 lists measurement parameters that have been used in developing screen-
ing criteria for transistors.

TABLE 5. 10. SCREENING PARAMETERS FOR
TRANSISTORS

ICBO' Collector-base reverse leakage current

hFE, Direct-current gain

BVCBO, Collector-base breakdown voltage

IEBO' Emitter-base reverse leakage current

PCE' Collector-emitter power dissipation
2

Ee, Excess noise (1/f noise)

N, Current-noise voltage

Depending on the type of screening procedure to be applied, the problem is what char-
acteristic of these parameters should be measured, and under what test specifications
the measurements should be made.

Collector-base revei se leakage current, ICBOP has been the most widely used
screening parameter. Bu-n-in screening, linear-discriminant screening, and an initial
measurement procedure have been successfully applied using ICBO . In burn-in testing
of a silicon mesa transistor, change in leakage current, AICRo, measured at a constant
collector voltage over a 350-hour test period successfully elininated 85 per cent of the
early failures.(Z1 ) Environmental stresses for this test consist of operating the transistor
at maximum rated power dissipation and at near-rated operating temperature. In linear-
discriminant screening, a discriminant function oi the form

z = XI l ICrB O( + X2 In AI- R (5.261
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where ICB O was measured at VC =+50 volts, yielded high probabilities of correct classifi-
cation that were statistically significant. A third procedure involved measuring the time
response of ICBO to a voltage step input.( 22 ) The time-response characteristics of ICBO
are given in Figure 5.9. The figure shows that ICB O rises quickly to a sharp peak and
decays exponentially to a fixed leakage current value for potentially reliable transistors.
For potential early failures, however, the IGBO time response is seen to go through a
relatively long oscillation before stabilizing. Screening on the basis of this time-
response characteristic to predict degradation failure was shown to be highly efficient
on a PNP, germanium, high-power alloy transistor.

Considerable evidence also exists indicating that I/f noise measured at either the
emitter base or collector base is a good predictor of catastrophic failure. In this case,
measurement of 1/f noise under reverse bias at near-rated power dissipation but below
onset of avalanche was indicated as most effective.( 2 2 )

Response of potential
ear!y failure

1C80

Response of good transistor

0 5 10 15 20 25
Time, seconds ,51037

FIGURE 5.9. TIME RESPONSE OF COLLECTOR-BASE REVERSE
LEAKAGE CURRENT

5.4.5 Summary

Examination of the type of parameters illustrated above used for screening shows
that, at the present state of the art, screening is accomplished at the operational level.
That is, this class of component parameters predict at best potential early failure occur-
ring in observable failure modes. For example, excessive collector leakage current,

ICBQ, during early life may be a precursor of transistor early failure due to the drift
of BVCBO or ICB O outside of operational tolerance limits, or I/f noise nay act as a
precursor of early failure due to open or shorted contacts.

JL
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It is hoped that :r,-- zesearchinreliabilityphysics theoretical physical models will
ultimately be derived that relate the observable electrical characteristics of a component
to basic failure mechanisms. Thus, effectively, a failure mechanism serves as a theoreti-
cal model at the atomic or molecular level which explains observed failure modes( 2 3 ).
Sections 2 and 3 of this Notebook are directed toward collecting ahd organizing research
efforts in the area of aging and failure mechanisms. As the state of the art in this area
is advanced, it is reasonable to expect that screening criteria will be developed based
on a much more fundamental class of parameter measurements. This topic is further
probed in Section 5.5.

5.5 Future Role of Screening in Reliability Physics

Application of the screening procedures described in the preceding section are
essentially statistical in nature at the present state of the art in reliability. That is,
in burn-in screening, tolerance limits are set on the screening parameters on the basis
of expected parameter degradation as determined from the statistical analysis of life-test
data. Similarly, in linear -di scriminant screening, expected probabilities of misclassifica-
tion are predicted in screening lots of unknown reliability based on statistical correlation
between the new components and the component data from which the discriminant was
derived.

Developments in reliability physics, however, suggest that future screening pro-
cedures will be based on models that (1) include fundamental physics parameters char-
acterizing a component, as opposed to operating parameters and (2) derive their func-
tional form from theoretical analysis of the aging processes acting in a component in
contrast to statistical hypothesis of a function. The impact of these developments oil
compontnt screening may be expected to yield procedures that are significantly more
powerful and screening models that are applicable to a wide range of operating conditions.

5.5.1 Trends in Measured Parameters

Empirical investigations of failure mechanisms and their relation to the stresses
acting on electronic components, and the development of mathematical models char-
acterizing degradation processes, continually add to our understanding of how components
fail. This fact, in conjunction with developments in instrumentation and allied test equip-
ment, suggests that future application of the screening procedures described in Sec-
tion 5.2 will be based on fundamental physical parameters as opposed to operational
performance parameters chaacteristically used now.

To illustrate this trend, consider the case of a diode type whose failure mode is an
increase in surface channel current after an appreciably long time, t, of stable operation
under a given environmental stress. It must be concluded that the physical processes
responsible for the increased surface channel current have been in operation from t = 0,
Such a process could be oxidation of a surface, decreasing its resistance. During early
life, the surface component of reverse current would have been negligible with respect
to junction current and therefore would not have been identifiable ft mn the measurement
of operating parameters. However, by cooling the diode to an appropriately low Cempera-
ture, the junction current, characterized by a higher activation energy than the surface
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channel current, could be "frozen out", and the surface channel component of the reverse
current separately identified. Ideally, it would be possible by burn-in screening to
measure the rate of increase of channel current during early life. Since the magnitude
of the surface channel current in this ideal case is proportional to the oxide thickness,
the rate of increase of the channel current would be proportional to the oxidation rate.
A knowledge of the rate law of the oxidation process, based on an understanding of the
physical and chemical properties of the diode, would permit a prediction of the continued
rate of increase of surface channel current, as depicted in Figure 5.10. 1T represents
the total reverse current under operating conditions. IS represents the surface channel
current that has been determined by operation of the diode during the burn-in period,
to to t 1 , to obey the rate law f(t). Substitution of the critical value, IF , of the reverse
current for IS in the expression IS  f(t), yields tF, the time to failure.

Failure

IR ITIl

I I
- I.0e

- I
_ ils 5 :f(t)

to tI  t F

Time, t

FIGURE 5.10. RATE OF CHANGE IN EARLY LIFE OF SURFACE CHANNEL
CURRENT AS A PREDICTOR OF FAILURE

Assuming it can be measured by "freezing out" junction
current.

It should be noted that this example represents an ideal case. In practice, such
cases will be partially masked by "noise" and other complicating factors. However, it is
the task of the screening models to sort out the "true" effects. Of prime importance here
is that the example does illustrate specifically the kind of measurements that may ulti-
mately be expected to yield powerful screening criteria.

5.5.. Relation of Screening to Accelerated Testing

A basic problem in the development of screening procedures is to determine the set
of stress conditions for which a given screening criterion is applicable. For evample, a
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linear-discriminant screening criterion is applicable only for screening com,3onents whose
intended application is for a period of time in a stress environment that is the Dame as that
for the component life-test data from which the discriminant was derived. Thus, if one
wishes to use the component t~p; in another application, it is necessary to derive a new
screening criterion.

Clearly, if models can be developed that relate component operating time and stress
environment, it would b possible to obtain a screening criterion, derived under one set
of conditions, that would be applicable over awide range of conditions. This, however, is
exactly the accelerated testing problem described inSection4. In that section, theoretical
models were presented that exhibit great potential in describing aging rates under various
stresses in terms of basic materials properties and environmental interactions. Thus,
when research in reliability physics can demonstrate the acceptability of these models,
they can be directly applied il the development of screening models. Specifically, based
on these results:

(1) Accelerated testing theory can serve as a basis for adapting screening
functions derived for one operating environment to other environments.

(2) Accelerated testing theory can serve to identify the parameters to be in-
cluded in a screening function that will yield maximum screening power.

Thus, it is seen that potential future developments in reliability physics tend to tie
closely together the theory that underlies both screening and accelerated testing. The
fundamental characteristic of these developments is that, in both instances, the trernd is
from purely statist:.cal treatment of the problems to a more theoretically oriented con-
sideration based on the physics of rate processes.

S.6 Physical Methods of Screening

The purpose of this subsection is to describe and characterize the particular types
of tests that have been used to provide data inputs for the reliability screening analyses
described earlier in this section. Information will be presented as to the actual device
characteristics that are measured in the screening tests, how the measured characteristics
are analyzed for failure-prediction purposes, the range of applicability of the tests, and
the results obtained by workers who have used the tests. The information will be pre-
sented for resistors, capacitors, diodes, and transistors. Unusual equipment requirements
of the tests will also be noted where appropriate.

It should be pointed out that many of these tests are applicable to only one device
and that the efficiency of many of the tests has not been demonstrated. In some cases,
there may be a physical basis for expecting a test to be useful for screening, but there
are no statistical data available to support the expectation. This kind of information is
provided where necessary.
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5.6.1 Resistors

5.6.1I Current or 1/f Noise

Curtis{6 ) has established a definite relationship between current noise in tin oxide
film resistors and defects - b1 mishes, scratches, and bridges - in the resistor film.
He also observed in performance te-sts that all resistors exhibiting abnormal TC or
excessive change of resistance during 1000-hour load-life test were also relatively noisy.
However, not all noisy resistors exhibited abnormal TC or excessive change of resistance.

Current noise is expressed quantitatively in terms of the noise index. It is measured
using a circuit like that shown in Figure 5.11. Noise index is defined by Conrad as fol-
lows( 2 4 ):

Vrms d nadcd,(.7
Noise Index = 20 log db in a decade, (5.27)

V

where

vrms = number of microvolts of open-circuit rrns current noise in a frequency
decade

V = number of volts dc applied to the resistor,

I. , Isolatio l,Power supply resistor r_/3

30-400 vdc -c T Me ter

Test
resistor

Calibration Ac
source bond-pass
1000 ' I A P amplifier Tehermocouple-

type meter
A 51038

FIGURE 5.11. CIRCUIT 7OR MEASURING RESISTOR NOISE

Determination of the noise index requires measurement of system noise, total noise, and
d-c voltage. Noise index may then be celculated using the following formula:

Noise Index = D-f(T-S)-T , (5.28)

where

D = 20 log applied d-c voltage

T = total noise in db after voltage is applied

f(T-S) = -10 log (I - 10- '(T 'S ) / ) is the correction factor for system noise.

- - - -
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The paper by Conrad referred to above should be used as a guide in making this
measurement. It develops the theoretical background of the measurement, gives preferred
voltage levels for different size resistors, tabulates f(T-S), and presents details of equip-
ment requirements.

5,6.1.2 Broadband Noise

Noise of an erratic nature that does not show any characteristic frequency depen-
dence is known as "broadband noise". It has been associated with poor electrical contacts
and with chemical processes occurring in a device. Because its occurrence is random,
. difficulty arises in describing it quantitatively so that a numerical rejection criterion
based on it may be stipulated.

Card and Mavretic( 2 5) have described a system for detecting and recording this kind
of noise. Although they were not able to correlate their results with device parameter
drift, it is conceivable that correlation can be established with certain types of devices.

5.6.1.3 Parameter Drift

A method of resistor screening calling for determination of parameter drift may be
desired. Resistor parameters that can be used for chis type of screening are resistance,
temperature coefficient of resistance, and voltage cpefficient of resistance. The tech-
niques used for performing these measurements are well known( 2 6 ) and are very nearly
the same for the different kinds of resistors.

In testing for parameter drift, it is usually necessary for the resistors to be under
load and under environmental stress - hightemperature or high humidity or both. The
particular conditions desirable for a particular resistor must be determined for each
resistor type.

5.6.1.4 Infrared Emission

Because the reliability of electronic parts is strongly affected by temperature, with
high temperatures being detrimental, to reliability, the prsence of abnormally hot spots
in a component can be an indication of early failure. All bodies emit electromagnetic
radiation of intensity W according to the Stefan-Boltzmann law,

W = oAET 4  (5.29)

where

o = Stefan-Boltzmann constant, 5.67 x 10 - 12 watt2 4
cm deg

A = area of the emitting surface

(_ = emissivity of the emitting surface

T = Kelvin temperature.
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The wavelength distribution of radiant energy is given by Planck's law:

W = 2 rc 2 h X 5 exp - 1  , (5.30)

where

WX s radiant flux per unit area per unit increment of wavelength

c =velocity of light, 2.99 x 108 m/see

h = Planck's constant, 6.63 x I0- 3 4 watt sec 2

k = Boltzmann constant, 1.38 x 10-23 joule/deg

X = wavelength of radiation.

The value of X for which WX is maximum, Xm, is given by Wien's Displacement Law,

w (5.31)

where w = Wien's displacement constant, 2898 micron degrees.

Substitution into these equations of the temperatures at which electronic components
operate will demonstrate that the radiation emitted by electronic components has maximum *
intensity in the range of 5 to 10 microns.

Since the intensity of this radiation varies as T4 , measurement of this radiation
emitted by an electronic part is a very sensitive means of determining its temperature
at closely spaced points over its entire surface. Such temperature data, when syst-'mati-
cally analyzed, has shown promise of being an effective indicator of early failure or drift
of electronic parts. Vanzetti has used an infrared scanning technique to detect differences
in power dissipation of several hundredths of awatt in resistors.( 1 3 ) Walker and Roschen
have used infrared scanning to obtain temperature profiles of sputtered tantalum thin-
film resistors on glass substrates and have correlated maximum resistor temperature
with per cent change of resistance of four resistors.(12 ) Feduccia has used infrared
scanning in tests performed on deposited Nichrome films. After obtaining infrared pro-
files on these resistors, he put them on life test. The majority of resistors that failed,
64 per cent, were characterized by a low intensity of IR emission. This number accounted
for 17 per cent of all the resistors tested.(14 )

It is evident that infrared emission data can be used to screen resistors. Standards
of temperature profile need to be established for each type and configuration of resistor
to be screened.

The apparatus required for infrared scanning consists of a radiation detector; an
optical system for focusing the emission from a small point on the sample to the detector;
a rotating slotted disk to periodically interrupt the radiation beam, thereby converting the
des'red signal fron dc to ac; a bcanning system; and a low-noise, narrow-band-pass
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amplifying and indicating system. The indication of signal may be film exposed in an in-
frared camera or a voltage. Vanzetti has found that the film i'idication is somewhat less
sensitive to small changes in power dissipation of the part than is a voltage indication.
Using the voltage method, Walker found that he could resolve temperature differences
as low as 0.5°C(lZ). He could also spacially resolve different components separated by
as little as 0.0014 inch.

The references cited above gire more complete details as to equipment and experi-
mental techniques required for using infrared scanning for screening resistors.

5.6.2 Capacitors

5.6.2.1 Anodic and Ionic Reactions

Corl( 1 5 ) h,±s described a technique which purports to be useful for inspecting thin-
film capacitors deposited on semiconductor substrates. The technique involves observa-
tion of irregularities in electrolytic reactions occurring atmetal surfaces in contact with
n- or p-type regions of semiconductor. One of its uses is the detection of flaws in the
oxide dielectric of a metal -oxide -semiconductor capacitor.

The technique, basically, is as follows: A circuit containing the capacitor is im-
mersed in an electrolyte which causes an anodic or cathodic reaction to take place at
metal surfaces, depending on whether the metal is connected to an n-region or to a p-
region of semiconductor. Corl used an acdic chromate electrolyte solution, and the
metal surfaces were aluminum. The surface of the aluminum connected to the p-region
turned brown, while the surface of the aluminum connected to the n-region remained
bright. Thus, if the bottom plate of a capacitor was actually p-type silicon and the top
electrode was connected to a region of n-type silicon, the top electrode should remain
bright when the circuit was immersed. However, if a hole in the oxide permitted the top
electrode to contact the p-type silicon underneath, the surface of the top electrode over
the hole would indicate a p-type reaction. Such occurrences were demonstrated by Cor.
The principal :'equirement for the electrolyte is that it react at connections to either but
not bcth n- or p-type regions of semiconductor.

5.6.2.2 Hot D-C Leakage

A screening technique currently under consideration for use with solid tantalum
electrolytic capacitors has been describcd by Howard( 1 6 ). The r..ethod is said to have
exhibited a screening efficiency of 10.

In this rmethod, the capacitors to be tested are placed in an oven at 125*C, and a
voltage with a magnitude of 120 per cent of the rated voltage is applied. After 1/2 hour
at this voltage and temperature, leakage current is measured. The voltage is removed,
but the c.apacitors are left charged and remain in the oven for 5 days, after which leakage
current is again m .asured. A device exhibiting a large change in lea4age current between
initial and final measurements is regarded as a potential early failure.

This orocedure has not been used on other types of r.apacitors but may be applicable
to thin-film tantalum capacitors.
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5.6.2.3 Parameter Drift

Parameters that may be measured in parameter-drift screening tests of capacitors
are capacitance, dissipation factor, and, for electrolytic capacitors, leakage current.
The testor must establish parameter criteria that are suitable for the device he is testing.
It is likely that the efficiency of the tests will be enhanced if they call for the capacitors
to be subjected to elevated temperature and high humidity.

Capacitance and dissipation factor are both measured with a-c bridges. There are
many types of such bridges. The theories and operating characteristics of some of them
are described by Michels( 2 7 ). Null-type bridges which must be manually balanced and
automatic bridges with digital readout are commercially available. Accuracies of the
order of 0.1 per cent are common for such instruments.

The techniques for measuring capacitance and dissipation factor will depend upon the
types of instruments used. It is considered appropriate to note here that, in measuring
capacitance, one must insure that distributed capacities in cables and connections are held
to a minirrum and are taken into account in the calculations. Distributed capacitance can
be hundreds of picofarads. In a parameter-drift measurement, uncertainties of this
magnitude may obscure significant changes.

Reverse leakage current of electrolytic capacitors may also be u., d for parameter-
drift screening. Measurement of this parameter calls for a constant-voltage power supply
capable of supplying the rated voltage of the capacitor and an ammeter capable of resolving
at least 10- 7 ampere. Since the leakage current of an electrolytic capacitor decreases for V

some time after voltage is applied, the time after application of voltage when the measure-
ment is. taken must be carefully controlled. Temperature at which this measurement is
taken is very critical and must also be controlled.

5.6.3 Diodes

5.6.3.) Reverse Current at Specified Voltage

Measurement of diode reverse current requires a constant-voltage power supply and
an ammeter capable of measuring 0- 0 ampere. Voltage should be increased slowly to the
specified amount.

5.6.3.2 Reverse Breakdown Voltage

Reverse breakdown voltage can be determined on a transistor curve tracer oscil-
loscope or by making point-by-point measurements of the reverse curre.it-voltage char-
acteristics of the diode. Care should be taken that voltage and cur-ent levels used do not
exceed rated values for the device.

If the breakdown characteristic is not sharp, i.e., shows a ".oft kne", there may be
difficulty in specifying the exact breakdown voltage. One solution to this problem is to
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choose a current above which the diode is not to operate and designate the reverse voltage
at which that current is reached as the breakdown voltage.

The ammeter used in this measurement should have at least three decade ranges.

5.6.3.3 Open,..ircuit Voltage Decay Time

Measurement of open-circuit voltage decay time affords a measure of the semi-
conductor minority-c-rrier lifetime in the diode. The essence of the measurement is
to have a periodically interrupt."d forward current in the diode. Voltage across the diode
is displayed on an oscilloscope. The voltage trace has three stages. The first stage is
a horizontal trace corresponding to the part of the cycle when a steady current flows in
the diode. The second stage is a vertical trace occurring at the instant the current supply
is interrupted. This corresponds to 'he instantaneous drop in voltage across the ohmic
component of the diode resistance. The third stage is an exponentially decreasing curve
terminating at V = 0. This part of the curve is a result of the residue of minority carriers
injected into the diode base by a forward current across the p-n junction.

The point on the time scale at ,v:,ich the curve crosses the V = 0 line is the param-
eter of interest in this measurement. Changes in this parameter are meaningful only if
the forward current level is kept the same each time the measurement is made.

5.6.3.4 Reverse Pulse Recovery Time

When a properly contacted p-n junction is forward biased, charge carriers cross
the junction and cause a higher than equilibrium carrier concentration to exist in the
semiconductor material. If the forward bias is removed, the carrier concentration
decays at a rate inversely proportional to the minority-carrier lifetime of the carriers -
holes or electrons - in this particular material. If a reverse pulse of sufficient amplitude
is superimposed on the forward bias, there will be a high reverse current which decays
exponentially to the reverse saturation current. This high reverse current is the mani-
festation of the flow of the large, nonequilibrium, concentration of charge carriers in the
diode under the influence of the reveise pulse. As these carriers recombine, this re-
verse current decays proportionately. The time required from application of reverse
pulse until current begins to decay, ti, is an indicator of charge carrier lifetime, T, in
the material. The value of the charge-carrier lifetime may be obtained from the delay
time, tf, and the ratio o' forward to reverse steady-state currents from the following
expression( 2 7 ):

erf(tf T) 1 + 3 ( )
I + (if/IR) "(. 2

This technique can be used to measure lifetimes as low a. !o-8 second. A pulse generator
and oscilloscope witha fast rise time (10-9 second) are required for making this measure-
ment. For the purpose of screening, however, it may not be necessary to calculate the
carrier lifetime, T. A measurement of the time lapse, tf, before the reverse current
begins to decay may be sufficient.
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5.6.3.5 Slope of Log Reverse Current Versus Reciprocal
Temperature Curve

The slope of a plot of log reverse current versus reciprocal temperature is linear
for the temperature range over which a given electron activation process predominates.
Such a plot can be used to calculate the activation energy of the charge carriers that
contribute to reverse current over this temperature range. If the plot is made over a
sufficiently wide temperature range, more than one linear portion of the curve may be
seen, indicating the presencc of additional charge-carrier energy staLes. Both surface
and bulk energy states may be detected by this technique. In diodes where the space-
charge regicn at the surface is less than a diffusion length, surface currents are usually
ohmic and the associated a, tivation energies are in the range of 0.01 to 0.1 electron-
volt. Where the space-charge region is much wider than a diffusion length, surface cur-
rents are of the generation-recombination type, and activation energies are approximately
the same as for bulk states, i.e., 0.1 to 0.5 electron-volt. Changes in these states over a
period of time can be caused by any one of several deleterious mechanisms in the material.

The measurement is made byapplying 1 volt reverse bias to the diode and monitoring
the current over the rated temperature range. A thermocouple may be used to measure
diode temperature, but care must be taken to assure adequate thermal contact to reduce
errors in temperature readings due to thermal lag across high thermal resistances.
Temperature and current readings may be taken at 1 to 2-degree temperature intervals.
In silicon junction devices made from high-resistance material, the current ranve may be
as much as 10 orders of magnitude over a temperature interval from -65°C to 200°C.

It should be pointed out that, if the rated temperature range is exceeded, the per-
formance of this measurement may impose thermal stresses on the diode that may in
themselves have deleterious effects on diode properties.

5.6.3.6 Avalanche Noise

A diode biased in the region of the reverse characteristic where direct current is
beginning to increase sharply will exhibit a pulsating dc, called avalanche noise. This
,oise signal will rise, reach a peak, and decrease to the ambient noise level as the d-c
bias is increased. The entire noise envelope may be traversed as the d-c voltage is
changed by as little as 1 volt. As the dc is increased fu,,!er, additional noise envelopes
may be detected.

The sources of these noise signals are commonly known as microplasmas. They are
actually current pulses of constant amplitude which turn off and un with very high frequency.
In the initial part ofagiven envelope, the ratio of on-to-off time of the pulses is much less
than one. As d-c bias is increased, the ratio of on-to-off time increases toward infinity
as the microplasma becomes continuously conducting. The a-c signal detected on an
electrodynamic a-c meter is a maximum when the ratio of on-to-off time is unity. As
on-time begins to exceed off-time, the detected a-c signal decreases, becoming zero
as the microplasma current becomes continuous. As d-c bias is increased further, new
microplasmas may be formed, and the process described above is repeated.

The microplasnia or avalanche noise current may be measured by connecting an a-c
voltmeter across a precision resistor in series with the diode. The peak noise currents
are of the order of 5 x 10- 5 ampere, so the size of series resistor will be determined by
the range of the i-c detection equipment.
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The voltage atwhichthe noise envelope occurs may be used as a screening criterion.
The appearance of a noise envelope at a voltage lower than the rated voltage would indicate
the existence of avalanche conduction, which is normally accompanied by excessive joule
heating.

5.6.3.7 Electron-Beam b.an

Two techniques for performing extremely detailed inspections of microcircuits
by means of a scanning electron beam have been described by Everhart, et al(2 9 ). In the
first, a low-energy beam impinges on the surface of material being inspected. As a re-
sult, secondary electrons are emitted by the surface and collected by a collector. The
collector current is used to modulate the intensity of a CRT display, which is scanning
in synchronization. The number of electrons reaching the collector, and hence brightness
of the CRT display, depends on the potential of the -mitting surface. An area 01 micron
in diameter may be inspected this way. Thus, variations in potential are observed visually
in minute detail. A second method is useful for examining p-n junctions that are buried
in the crystal or obscured' by thick metallic overlays. In this method, a photovoltage
generated in the p-n junction by the electron beam is measured and observed on an
oscilloscope. P-n junctions can be delineated in this way.

The electron-beam scan has been used to detect conditions on a microcircuit that
may indicate poor reli ibility. Such conditions are lateral diffusion of impurities, dif-
fusion flaws, uneven thickness or breaks in conductive layers, undercutting of oxide layers
by etchants following photomasking, and induced inversion layers.( 3 0 )

The scanning electron beam makes possible a visual examination of the electrical
performance of a circuit in fine detail without seriously perturbing the circuit. On the
other hand, the equipment required is quite elaborate, and the sample being inspected must
be placed in a high vacuum.

A scanning electron beam is also used in electron-probe microanalysis. In this
technique, electrons accelerated through a potential of 25 to 35 kv impinge on the target,
exciting X-rays characteristic of the target material. The chemical species and surface
concentrations of the target materiai are determined from the wavelengths and intensities
of the emitted X-ray spectrum. The area analyzed by the beam is typically 2.5 to 4.5
microns in diameter. Spatial resolution depends on surface roughness and focusing of
the beam. Typically, interfacos between different elements can be delineated within several
microns.

5.6.3.8 Infrared

Observation of infrared emission intensity, discussed previously, should be applicable
as a screening technique for diodes. The exact manner in which infrared could be used
would have to be determined by experience with the part to be screened.

Downloaded from http://www.everyspec.com



5-48

5.6.4 Transistors

5.6.4.1 Collector-Base Leakage Current, ICBO

Collector-base leakage current is measured by reverse biasing the collector-base
junction and leaving the emitter terminal open. In a PNP transistor, the base lead should
be positive and the collector lead negative. In an NPN transistor, the base should be
negative and the collector positive.

Voltage across the collector-base junction should be measured witha voltmeter whose
impedance is high compared with that of a reverse biased p-n junction. Currents are
typically of the order of 10 - 9 ampere, and current-measuring equiment should therefore
be capable of resolving 10-11 ampere.

The voltage at which the value of ICBO is taken should, of course, be specified.

5.6.4.2 Collector-Base Breakdown Voltage, BVCBO

This measurement is also made with the transistor treated as a diode, i.e., the
emit er terminal is open. The measurement is made as it is for a diode; see Section 5.6.3.2.

5.6.4.3 Direct-Current Gain, hFE

Direct current gain, hFE, is defined as the ratio of collector current, IC, to base
current, IB' in a transistor connected in the common emitter configuration with no a-c
signal applied. (It should not be confusedwith small signal gain, hfe, or B.) A specifica-
tion of hFE is meaningful only if collector-current and collector-emitter voltage, VCE, are
also specified. A high collector leakage current will render the determined value of hFE
meaningless.

Determination of hFE involves measurement of IC, IB, and VCE. These measure-

ments may be made by connecting meters at appropriate points in the circuit. The General
Electric Transistor Manual( 3 2 ) describes a circuit that provides for direct measurement
of hFE by potentiometric determination of the ratio of IC to IB .

5.6.4.4 Collector -Emitter Saturation Voltage, VCE(sat)

Collector-emitter saturation voltage is the voltage from cullector to emitter when
the collector is in saturation. It is usually less thzn a volt and should be measured on a
high-impedance voltmeter capable of resulving millivolts. In order for the specified
value of VCE(zat ) tobe meaningful, the appropria.te values of IC and 1B should be specified.

CE(~at)
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5.6.4.5 Transistor Noise Measurement

Transistor noise is a complex subject that will not be discussed here. There are
three significant noise parameters that can be measured:

[ (Signal powers

(1) Noise figure, NF = 10 log I Noise power in
(Noise power)out

(2) Equivalent noise voltage, (en )

-- T 1/2
(3) Equivalent noise current, (in )

Techniques for measuring these quantities are described in References (29), (30),
and (31).

5.6.4.6 Infrared Scanning

The measurement of infrared emission intensity was usedby Vanzetti( 1 3 ) to screen
transistors. For a description of the technicue, see Section 5.6.1.4.

5.6.4.7 Electron-Beam Scanning

The electron-beam scan is pote.ntially useful for inspecting traasistors, particularly
for discovery of diffusion flaws and inperfections in the passivating oxide layer. Fo. a
description of this technique, see Section 5.6.3.7.
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6. The Use of Statistical Methods in
Reliability Physics Experiments

6o1 Introduction

The objective of this section is to list and describe classical statistical techniques
useful to the reliability physicist in analyzing data generated from experiments. The
emphasis is on the research questions that can be anewered by judicious application of
such techniques, the information these techniques provide, and the practical application
for such techniques. Thus, this .ection is almost exclusively output oriented - how to
apply the various techniques is not covered.

No fortnal statistical trainmg is ae sumed on the part of the reader. Therefore, only
those statistical terms, concepts, and defir.itions are given that are required to understand
the information provided by the various techniques. inasmuch as possible, such concepts
and definitions are given in nontechnical language.

The emphasia is on analysis of data generated from experiments, rather than on
questions concerned with designing, pianning, and conducting experiments. The type of
data considered for analysis is almost exclusively the change and the rates of change of
continuous parameter values, as functions of time and environmental stress conditions,
rather than failure-ratc data. Further, emphasis is on analysis of the functional relation
between one independent and one dependent variable. Extensions and application of tech-
niques and concepts to the case of several independent variables is shown in less detail.

jLiberal uae ia made of examples, and hypothetical (but realistic) data are used.

With the above orientation, it is believed that the reliability physicist will be in a
better position to judge the validity of the use of statistical methodology as a tool for pro-
viding information on relevant research issues; he will also be in a better position to work
and communicate effectively with the statistician in analyzing problems of a statistical
nature.

All the statistical techniques described here deal with averages. The over-all
organization and content of this section is as follows. First, a critical discussion on the
use of averages is given. This is followed by a definition and discussion of the general
problem of statistical infer.enre in a reliability physics context. Next, various kitatistical
inference techniques for analyzing the functional relation between two variables a.re given,
including va-ious techniques for testing statistical significance, curve fitting, aad related
topics. In the part dealing with curve fitting, special attention is given to th e Arrhenius
equation because of its importance in reliacility physics and because, by using it as an
example, several concepts and techniques of curve fitting can be illustrated. The next
major part deals with multivariant analysis, including analysis of variance and the topic
of surface fitting. Finally, a brief discuision of error reduction and associated experi-
mental designs is given.

6.- Use (and Misuse) of Averages

4Averages, of one sort or another, are frequently found useful in summarizing and
describing a large body of data. However, they are irequently used indiscriminantly.
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leading to erroneous conclusions. The usefulness of statistical techniques involving
averages can be no -greater than the validity of the averages concerned.

Consequently, some attention is given below to the topic of "averaging". Since the
main problems of data averaging in reliability physics are associated with time-dependent
data, the case is treated inwhich the investigator wishes to uee averages to generally sum-
marize and des:ribe how the behavior ofindividual components changes over time.

Consider Figure 6.1, which presents some hypothetical-data. Four time nistories for
each of four individual transistors are shown. The parameter of conce-'n, ICES at .10 v, is
measured at the indicated operating times. The mean time history is also shown, i.e., the
mean parameter value* for each operating time that measurements were made.

0--o Mean time history

0---. Time histories for each of four,idividuoM traniistor.
100

Operoting Tims.t, iousond, of hour,

40 31040

0~ ~ 2 4 a O

FIGURE 6.1. TIME HISTORIES FOR ICES AT 10 VOLTS

It can be seen that the shape of the mean curve does not represent very well -the
-shape of any individual curve - the top group of two curves have a -decreasing slope and-the
bottom group of two curves exhibit an increasing slope, whereas the mean curve gives the
impression of a roughly linear trend. In this sense, the mean curve is misleadingz(as
would also be a median- or any other average curve). Further, if the investigator were not.
to examine each individual curve, he would-not discover these two groups of components,
which could reflect two separate aging mechanisms. In short, examination, analysis, and
interpretation of -only a mean curve for all che data may not only -be misleading, but may
also result in -loss of -important information contained in the data. In this example, the in-
vestig@Lt6r might well plot two average curves, one for each group of components, and per-
form separate analyses for each group.

*The arithmetic mean of a set of measurements is defined as the sum of these rr.eAsure-
ments divided by the number of measurements involved.

Downloaded from http://www.everyspec.com



F , ,--- .

6-3

In general, where components show large individual differences- in their aging be-
havior (not uncommon in reliability studies), and where-these differences cannot be largely
attributable to errors in measuring devices and various uncontrolled environmental dis-
turbances, the investigator can legitimately question the-use of any over-all average param-
eter curve. In any event, there can be no substitute for examining each individual time
historyto see whether an average curve can generally represent all of the individual curves
and, if it cannot, to see the possible "groupings" of individual- curves. In this connection,
where there is a great deal of data, such as several individual time histories for each of
several environmental stress conditions, computer techniques can be used to advantage. A
digital computer can be used- to plot individual component time histories and-to compute
and plot average curves for different homogeneous groups of time-histories.

The problem of averaging parameter values becomes more difficult when some of
.. e components in an aging study are dropped from test after- differing amounts of operating
time. The problems that arise in this situation are illustrated- in Table 6.1, which shows,
for three operating times (tl, t2 , and t 3 ), the measured values of some parameter for each
of seven components. At t?, Components 1, Z, and 3 were dropped from test, and thus no
parameter values for these components exist for t2 and t 3 . At t 3 , Component 4 was dropped
from test.

TABLE 6.1. USE OF AVERAGES WHEN COMPONENTS ARE
DROPPED FROM TEST

Component t tg t3

1 15 ...

2 12---

3 10 ....

4 6 8 -- Parameter values
for each5 4 55
component

6 3 4 4

7 2 4 4

7.4 5.2 4.3 -Mean parameter
values

In this situation, in order to describe "average" parameter- variation over time,
one might simply average using the available data. The-mean parameter values, com-
puted by using the available data for each component, are shown. Such averages can be
highly misleading. From tj to t Z, the mean parameter values show a decrease, whereas
in reality, each single component remaining on test has shown an increase in the param-

.. . Lz  L, L A.glr " - ,,.
eter value. Froml- tZ to - 3 , no singlc cornponcnt -ha shownadcc-aeithpaamtc
value, yet the mean indicates that, "on the average", the parameter decreases. The
reason for this distortion is because the components- dropped from test manifested

Downloaded from http://www.everyspec.com



6-4

relatively high parameter values for the previous measuremert. In any case, when com-
ponents are dropped irom test, the use of any over-all average parameter curve can lead
to grossly false conclusions. One solution, apart from using a "percentage survival"
measure for the-entire groupas a function of time, is to analyze each grou-p-of componento
separately - the group from which no components are dropped from test and the group
from which components are dropped-from test. For the former group, a mean parameter
curve can be-computed, but for the latter group only a percentage survival measure would
be meaningful.

6.2.1 Conclusions

Ave.-ages of any sort, and especially averages dealing with aging behavior, can be
misleading, and preoccupation with such averages may not only lead to erroneous conclu-
sions, but also result in loss of information as well. The investigator should-carefully
examine the averages he computes in summarizing and describing his data, and he should
carefully consider just what it is that is being averaged together. The problem is not so
much whether one should use averages, but more a-question of how one should average, and
especially what data should and what data should not be averaged together in order to pro-
vide results that are meaningful and usefhl from an engineering-physics -point of view.

The techniqus of grouping components that exhibit "similar" aging behavior can
probably be ubed to advantage in analysis of aging-behavior data from many reliability
physics experiments. Averages can then be validly utilized for each of the groups thus
formed. Conputer techniques can he advantageously used in formulation of groups and
associated calculations.

The techniques presented here are used to draw conclusions and make-inferences
about averages, and such techniques are valid and useful only to the -extent that the
averages themselves are valid-and useful.

6.3 The Problem of Statistical Inference

Statistical inference is the problem of inferring -characteristics of a-population
from information contained in a sample of elements from that populaticn. Sample results
are -usually considered to be of limited generality, meaning, and usefulness, and the in-
terest is usually in what is true in-the larger population. Thus, for exanple, the problem
of opinion polling is a problem in- statistical inference-. The pollster attempts- to-achieve
a sample of individuals that yield opinions representative -of -the opinions of -the public at
large (the population). Sometimes- -serious errors are made, but most-often sample
statistics, e.g., per cent of people in the sample for or against a given issue, correspond
quite closely to population values of the statistics.

In experimental research in reliability physics, the problem of statistical inference
is much more complex. For example, the sample size may be quite small because of
cost and other Practical considerationa, components may differ widely with respect to
the measures of- interest; instruments designed to measure parameters of interest-may be
o. limited accuracy, introducing variable measurement error into t, data; and -different
variable and -uncontrolled environmental stress disturbances may serve to-distort the
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sample results. As a result of all these factors, sample averages (e.g., mean-time

histories or average degradation rates) based on a limited number of sample observations
may deviate considerably from the corresponding averages that would be achieved in a
much larger population of components. The problem, then, is to make inferences about

such population averzges, or "true" values as they sometimes are called, from informa-
tion contained-in limited and fallible sample data. Such population results are of greater
generality and, as comparedwith sample results, are relatively free of variable- error that
results from limited measuring devices and uncontrolled environmental disturbances,
since such error tends to "average out" over a large population of observations. Popula-
tion values are analogous to the "signal" and sample values represent "signal" plus
"noise"; the problem is to -separate the two.

The oroblem ia illustrated in Figure 6.Z, which shows the type of experimental data
that will be of major concern in this section. Mean time histories are shown for three

S $tress Level 3

Parameter 4 -__

Value-

0 I 2 3 4 5 6 AA o1041
Orwating Te, thousands of hours

FIGURE 6.Z. MEAN TIME HISTORIES-IFOR THREE
ENVIRONMENTAL STRESS LEVELS-

levels of some environmental-strcss, e.g., ambient temperature, for some parameter of

concern. The data are for a group of 15 components, 5 components under each stress

level. Each group of 5-components represents a sample* from a very much larger group

(or population) of components-of the same type made by the same manufacturing process.

The problem is to make inferences about the-aging behavior of the larger population of

components, with knowledge only-of the sample results. That is, if the entire population

of components could be observed under each stress condition, instead of only 5 com-

ponents, what would the mean time histories look like? What conclusiona can be drawn

*It is assumed that each group of components is a random sample. The concept of random

sampling is discussed subsequenty.
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-about the way they would change as a function of operating time? For example, is it
reasonable to believe that the "true" (population) means are actually linear over time and
that the only reason the observed means do not-fall on & straight line is -because of error,
i.e., that the observed- nonlinearity is a result only of the characteristics of the particular
group- of components -that happen to be in the sample (sampling error) and/or other vari-
able error? If it is not reasonable to believe that the relatioul;!!,ip in-the population is
linear,_ might the relationship conform to some smooth exponential function, the observed
irregularities in the data simply.being a function of one or-more sources of error-? For
Stress Level 1, can the investigator confidently conclude that there is- any relation-at all
in the population, or might the observed "trend" in the means be only-a function of- error,
the "true" means not differing at all among themselves? Finally, if it can be concluded
that there is a real relationship, can this relationship be assumed to be an increasiig one
and any reversals only a function of error?

The problem increases in complexity when hot only aging effects under a-given
stress condition are being considered, but when the effects of various-stress levels on
aging behavior are also of concern, e.g., the effect of stress on rate of change of the
parameter. In the case when a different sample of components is used-under each-stress
condition, the observed effects of -stress may be considerably in error, simply because
the small sample of components under one stress condition "happens" to be different
than the sample of -components in another stress condition - i.e., the-effects of -stress
may be confused -with individual differences -between components. However, if a very
large number- (population) of components were to be, observed- under -each stress condi-
tion, such-a contaminating effect would be equalized from one stress condition to another.
So, the general queotion is still the same: If the entire population of components could
be observed -under each stress condition, what would be the-effects of stress on-aging
behavior? What can be concluded about such conceptual--population (true) results with
only knowledge of the failable sample data?

There is a wide variety of-statistical inference techniques designed-to answer ques-
-tions such as those given above, some of which are described in the remaining parts of
this section. They all have -the same-general -objective - to Infer-something about popula-
tion (tra.e) results from sample data which is -only partly true and partly error (sampling
error, plus measurement error and other error). Since such error is "noisy" (random-
like), its magnitude varying from sample to sample and its exact amount never known in
any- given experiment, these techniques necessarily make inferences of aprobabilistic
nature by taking into account the "likely" amount or range of error that can be expected
in a gi/en situation -and- for-a given- experiment.

6.4 Statistical Techniques for Analyzing the-Functional
Relation Between Two Variables

By the functional relation between two variables, x and- y, one variable x considered
independent and the other variable y considered-dependent, is meant the relation between
x and some average value of y - for exampie, the mean or median alue of y. The in-
vestigator is interested in-the nature of this relation. For example, the Investigator may
be interested in how (if at all) the mean value of ICBO at -10-volts for a-particular tran-
sistor type changes as a function- of time, -or he may be intereat.d how (if at all)" the
median time to failure changes as a function of junction temperature.
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The techniques given below are used to make inferences about the "true" functional.
relation - that is, the functional relation that obtains in the population by taking into
account -inormation contained in the sample data. Two major classos of techniquws for
making -such inferences are of most use to the reliability physicist: (1) techniques of
testing for significant differences and (2) techniques of curve fitting.

For the techniques of testing for sigrificant differences, the first concern is whether
or not there is anyrelation at allin the population between two variables - I.e., whether or
not the investiqator can confidently conclude that the true average value of some dependent
variable changes- at -all as a- function of some independent variable. If the decision is that
there is a rel relation, then this class of tuchniques can also be used to provide informa-
tion of where the function increases or decreases. Thus, this class of techniques is
maximally useful when the investigator cannot confidently assume that there is any relation
between the two variables, or when he cannot confidently judge the trend of the data over
the range of the independent variable being studied. Thus, this first class of technitues
ias maximally useful where little is known about a particular relation and where the study
and analysis of the relationship is in the beginning stages. This class of techniques in-
cludes analysis of variance methods and associated techniques, such as the t model, and
also incl'des various tests dealing with medians and proportions.

It is important to note that, by use of this first class of techniques, -no information
is provided on-how, or how much, the average value of a dependent variable changes as a
function of some independent variable, apart from inferences about whether there is any
relation at all in the population and apart from possible -ordinal information obtained. -If

,O -the investigator is interested in making more specific inferences about the nature of the
(Jr functional relation, then the -second class of techniques (techniques of curve fitting) is to

be employed. More spezifically, -curve -fitting, as used in this section, concerns itself
with-the mathematical form of -the functional relation between two variables. The concern
is with the form of the equation(s) that might be used to describe the way in which an
average value of some dependent variable in the population changes as a functionoof some
independent variable and also the estimation of the values of constants in any such equa-
tion. The values of these constants may have either theoretical meaning, or may only be
used empirically in an equation to provide a prediction of the ' true" (population) average
for any given value of the independent variable and thus provide an estirnte of how -(and
how much) the true value of the dependent variable changes as a function of the independent
variable. In any case, for curve fitting, it is assumed that the two variables i question
are truly related, this assumption being supported by applying a test of significance to the
data, or by- previous studies and engineering knowledge, or both.

In the part dealing with curve-fitting methods, least-squares techniques are pre-
-sented for fitting to a body of data-both -linear and nonlinear funcions. Techniques for test-
ing "goodness of fit' of a fitted function are also discussed, including analysis-of-
variance techniques. For nonlinear functions, the fitting and testing goodness of fit of
the Arrhenius equation is used as an example. Finally, the topic of accuracy of constants
in a fitted- equation is briefly discussed.
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6.4.1- Techniques for Testing for Significant Differences

-6.4.1.1 Analysis of Variance

Analysis of variance and associated techniques, such as the t model, are the major
techniques-used in testing for significant differences. To-illustrate the use ofthe analysis
of variance, consider the data shown in Figure 6.3*. This figure -shows the mean value
of 1CBO at 10 -volta for five operating times of -0, 1000 hours, 5000 hours, 10,000 hours,
and 1Z,000 e- .rs. The data are for a sample of, say, eight transistors, aged-at some
given environmental stress z ondition.

1.60 f ___-

1.50

Parameter 1.40
Value

1.20

0 2 4 6 a 10 12
Oprating Time, thousands of hours

FIGURE 6.3. MEAN TIME HISTORY FOR ICBO AT 10 VOLTS (y AMPERES)

The first question is: In the population, can- one confidently conclude that there is
any-change at all of the mean parameter value as a function of time? There are observed
differences between the means (an observed relationship), but such differences might be
entirely a combination of sampling error and other sources of error, and there may be no
difference at all between the true means. By techniques of analysis of variance, it is
possible to calculate the -probability -that the observed differences are in fact due to
error by taking into account such factors- as sample -size and differences in aging be-
havior between components.- Then, if the probability-is- quite low that the observed dif-
ferences are due only to error, sayless than- 0.05**, which is a i;raditionally used signifi-
cance level, it is- concluded with a high- degree of confidence that th-.re is a real relation-
ship between operating time and parameter level. That is, -since it is so-unlikely :hat the

-*See Winer" ) , Chapter 4, "Repeated Measures Designs", for specific procedures -and-
computational formulas in analyzing data of this nature.

**The other frequently used significance level is the- 0.01 level. What-level to use de-
pends on a variety of considerations, but whatever -level is used should be specified
beforbe any data are collected.
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observed differences are due only to error, it is- concluded with confidence that there is
in fact a real- relationship - that there must be som-o differences (some relationship)
between the true means, In this case, the differences L etween the sample means are
said to be atatistically significant. On the other hand, if it is sufficiently likely that the
observed differences could be explained on the basis of error (the probability value is
greater than 0.05), then the investigator cannot conclude, with confidence, that there are
any differences between the true means, i.e., the observed differences are too easily
explained by the operation of various -error sources to conclude that they represent
anything but error variations. In this case, the differences between the observed means
are said to be not statistically significant.

It is important to note that nonsignificant differences in no senre prove that there
is no true relationship between two variables. It only means that the observed differences
are too easily explained on the basis- of error to confidently conclude, with the available
data, that there is a true relationship. Mc're concretely, nonsignificant differences mean
that the investigator cannot (with the level of-coafidence implied by the level of significance)
order the different means from high- to low. Thus, he cannot conclude, from the available
data, whether the means increase or decrease with time or have any idea at the given level
of significanice-where the mean value may increase or decrease.

in any case, nonsignificant differences zend a- statistical tnquiry of this sort. But,
what if, in Figure 6.3, the differences between the five means were to be statistically
significant? This means only that there is- some relationship between ICBO and time,
that is, that one or more means in the population differ from one or more other means
in the population. In order to obtain more specific information on which population
means differ from other population means, significance tests can be made between
separate pairs of means. For example, the data-in Figure 6.3 indicate an increase in
mean performance from 10,000 hours operating time to- 12,000 hours. However, this
increase observed in the sample may be-due-to error, and in truth the mean parameter
value for 12,000 hours may be equal to, or even less than, the mean parameter value for
10,000 hours. The investigator might like to know if he can safely conclude that there
is a true increase since, if there is, this could be Interpreted as the effect oi an aging
mechanism operating from 10,000 to 12,000hours that s- different from the aging mecha-
nism accounting for parameter change preceding 10,000 hours.

In order to determine whether or not there is a true increase, a test can be
performed to see whether these two means differ significantly. Such a test would be
exactly analogous to the previously described over-all test to determine whether there
were significant differences among any of the means. If the difference between the two
observed means is statistically significant- (at a given-level of significance), then the in-
vestigator can be highly confident that there is a-true increase in the mean parameter
value. If the difference between the two observed means is- not statistically significant,
then it cannot be concluded with confidence that there is a true increase; the two popula-
tion means may be equal, or the population means may be in a direct opposite to that
indicated by the sample means.

Several other pairs of means could-also-be tested for significance. For example, if
thq mean parameter value for 1000 hours were to be significantly lower than the mean
parameter value initially, and assuming the previously ditcussed contrast yielded a
significant increase in the mean from 10,000 to 12,000 hours, then the investigator would
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have corroboration for the "bathtub" hypothesis - that is, a decrease and then an in-
crease in the mean paramtter -value over time.

6.4.1.2 Techniques Dealing With Medians and Proportions

There are several other specific techniques, apart from analysis af variance as
illustrated above, used to test for significant differences among averages of one tort
or another. They all provide essentially the same information about-the relation between
two variables, i.e., they all provide a meant for deciding whether there is any relation-
-ship between two-variables and, if so, provide information as to where the function-might
increase or decrease. Which particular- technique to use- depends, in large part, upon the
particular "average" that is computed for -the data. Analysis of variance is generally
used in connection with arithmetic means, as illustrated- in the previous example. How-
ever, in several instances where 1he functional relation between two-variables is being
studied, it is more appropriate to use median values of the dependent variable, rather
-than means, because of the occurrence of "extreme" data points. For-example, the con-
cern may be with median time to failure, as a-function of some stress condition, like
ambient temperature. In this case, the median test (and extensions -of the -median test)
can -be used to-test for significant differences between medians.( 2 , 3) All- interpretations
of such a test, both -for the over-all relationship and for significant differences between
pairs of medians, would be the same as those given for -the previous example. The only
difference is -that inferences were being made about -median values-in-the population
rather than mean values.

Finally, in cases where a proportion- -is studied-as a function of some independent
variable, there are several techniques that can be used. Fo,' example, the concern
might be with examining failure rate of components -as a function of- api.led voltage.
The failure rate is observed at various levels of voltage -for -samples of- compcnents in
each voltage level. The first interest is again in determining if there is any true change,
and next in testing various pairs of failure rates to see whether thly differ significantly.
Several test techniques are available for the pirpose of testing differences between pro-
portions, including -(I) the McNemar test for the significance of changes, (2) the Fisher
exact-probability test, (3) the chi-square test for two independent samples, (4) the chi-
square test for kindependent samples, and (5)-the Cochran Q test. Siegel( 3 ) and Bradley(2 )
show how these tests can be used in various situations.

6,4.1.3 The Question of Assumptione

In applying any of the above techniques, as well as techniques subsequently pre--
sented, it is important that certain well-defined assumptions concerning :haracteristics
of the data be met. The Issue-of assumptions is a complex one and cannot be discussed
in any detail here. The assumptions that need to be met differ with the particular tech-
nique -used and. also, for a given technique, they may differ with the particular applica-
tion. For example, in analysis of variance and most other techniaueasas wa- l_. In-the
case where the same components are observed-at each value of the independent variable
(as- is the case for the Independent variable time when observing the aging behavior of
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components under a constant environmen)tal stress), the assumptions are different than
when a different sample of components is observed at each value of the independent
variable (as is the case when mean time to failure of components is studied as a function
of different levels of environmental stress). Further, whatever the assumptions are for
application of a given technlque, these assumptions do not have to be met exactly. For
example, the assumption of a normal distribution is freq,.ntly required. This assumption
of normality does not have to be met exactly. Hr'w far the data can deviate from normality
without affecting the validity of the technique s a complex problem and depends on the
particular situation. The topic of assumptions itself, and the validity of various techniques
under various conditions of deviating from the assumptions, has beengiven considerable
study. In anycase, the-services of a statistician are essential for the checking of assump-
tions in each specific context and for the exercise of judgment in deciding whether the
assumptions are "sufficiently" well met. If they are not, the assumption of normality,
for example, might be met by transforming the data, such as by using the logarithm of
the dependent variable.

In the use of a technique that deals with a certaiii type oi average, the assumptions
might not be met; but ifa different type of -average is used, the assumptions required for
significance teeto dealing with this average might very well be met. For example, the
assumptions required for tests dealing with medians and proportions are generally less
stringent than are aspumptions required for -those techniques concerned with means,
namely analysis-of-variance and related techniques. However, it is also generally true
that tests dealing with-medians and proportions are lefs powerful than those dealing with
means. Therefore, if-a mean is a logically defensible summary measure, and if the re-
quired assumptions with tests dealing with means can be met (using some data trans-
formations, if necessary), then use should be made-of these more powerful techniques.

The one assumption that the-above techniques andmost other techniques of statisti-
cal inference have in commo:a is that of random sampling. This fundamental issue itself
is a complex one and often lgkaored in the practical application-of statistical-inference
techniques. To validly apply any of the above techniques, the sample or components
under study must be, or must be "considered" to be, a random sample from the larger
population of components of interest. This is -because techniques of statistical inference
are based on the- "lawv of chance", and chance must be allowed to operate without re-
striction, as far as samples are concerned. If the population of interest toward which
inferences are made is a real andfinite population, i.e., 5000 transiators of Type X, thern
it is a relatively simple -matter to draw a random sample from this population. This
would be done by first enumerating the 5000 transistors and then using some techitique
to draw a sample of a- given size at random from the 5000. The problem of random
sampling, however, becomes more complicated when the investigator is interested in
drawing conclusions about an infinitely large conceptual population, e.g., "all possible
components for Type X that are and ever could be made by a given manufacturing pro-
cess". This is -usually the situation in experimental research. In this case, obviously,
all members of the population cannot be enumerated, and thus-a random sample cannot
be drawn from such a population. What can be done (but probably is not done very often),
ia to pick- a- marple aktrandom-xfrom a very large aroup of available components that can
safely be considered, -in terms of experimental findings, to-be essentially the same as
the infinitely large population of interest. Then the investigator can-fairly contend that any
inferences he makes from sample data to the infinite population are legitimate.
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One of the most -frequent situations in experimental-research- is that of simply using
components- that are "available", where no formal attention has been given to selecting
such components at random from a defined population because of practical considerations
or neglect. In this situation, in order to use techniques of statistical inference, it is
necessary (and often done) to "consider" the sample as -being a random- one from a larger
(infinite) population of- components "like" the ones in-the sample, ie., that have generally
the same statistical characteristics. The difficulty with such a position is that- such a
conceptual and loosely defined population may not be nearly equivalent to-the defined-
population of interest, but statistical -inferences can -be made-only about this conceptual
population. Thus, if possible, this situation is to be avoided. If it c-nnot be -avoided, any
"extrapolation" from, the conceptual population to the real population-must be- made on
other than a measurable statistical basis.

The major point here is this: Practically all techniques of statisticalinference,
and all techniques covered in- this- -section- of this-Notebook, require the assumption of
random -sarnplingzfrom-the- defined population-of interest. To -the- extent-that this as'sump-
tion can be considered to be met, then to this-extent only are these-techniques useful.
This fundamental fact is often ignored in the-application of -statistical inference -techniques.

One final point -should he made about assumptions. It'may-have been implied from
the -example sgiven that the above techniquescan be used only for a quantitative independent
variable, that is, a variable where the- levels can be-ordered from low to -high, such as
time -or voltage. These techniques can also be used-for a qualitative independent, variable,
that is, -where the levels- of the independent variable cannot be ordered. An example of -the
use of analysis of-variance in such a situation will be given later when discussing multi- 4

variate -analysis.

6.4.Z Techniques of-Curve Fitting

The- second major class of techniques used-to make inferences about the functional
relation -between two -variables is curve-fitting techniques. Techniques of curve fitting
are illustrated below in some situations encountered in reliability physics experiments.
Both linear and nonlinear functions are considered.

-6.4.2.1 The Fitting and- Testing of a Linear Equation

The fitting and testing of a -linear equation is the simplest case , As an example,
consider -the data in Figure 6.4, where mean ovalues for some par ameter of interest for
a sample-of transistors-are shown (solid points) for various-operating--times.
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FIGURE 6.4. MEAN TIME HISTORY FOR A PARAMETER AND
LINE OF BEST FIT

These data are for a given- level-of junction temperature, and represent only-part
of the total experimental data. That is, there are analogous mean-parameter time
historiei not shown for, say, each of: five- other junction temperature levels. F or the
sake of illustration, it is- assumedthatthe investigator is ultimately interested in applying
the Arrhenius model to average ratee of change -of the parameter value and is therefore
interested in two questions: (1) For each junction temperature level, -is the assumption
of linearity required for an-Arrhenius analysisa-reasonable one? That is, is it reasonable
to assume, for any given junction temperature level, that-the- "true" (population) mean
parameter values are -linear (or approximately so) over time, any observed departures
from linearity being attributed to error? and (2) If the assumption of linearity for any
given junction temperature level is plausible, how is an "average" rate calculated, -the
average rate for each of the six-temperature levels serving as the input to the Arrhenius
model?

In order to answer these two questions, a linear equation-must first be "fit" to-the
sample- mean-time histories- for each of the six junction-temperature levels. Next, a
goodness -of-fit test -must be made for each tempe raturelevel -to--see whether the assump-
tion of -linearity is--a plausible one. How this is done -will be -illustrated only for the-data
for one junction-temperature level shown in Figure 6.4.

6.4.2.1.1- Fitting-the Equation

T. fitti4 n4. e u ^n, ti..y- Lk -" e%. . A., "". - " - .....

-value and x is operating time,- t, -the -general problem is to-determine values- for a and b
such that -the resulting-graph of the equation "best -fits"-the observed data points or passes
"as close-as possible" to the observed data-points shown in-Figure 6.4.
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The almost universally accepted criterion for -determining the values -of a and b is
-the least-squares criterion. Use of this criterion -provides values for a-and b such that
the sum of -the quantities (Ym - Yc) 2 is a minimum, where Ym is an observed mean and
Yc is the output of the linear equation. In the present example, there are eight observed
-means, i.e., eight values of ym. Corresponding to these eight values are eight values of
7c" Using the least-squares -criterion, values of a and b -are obtained- that minimize-the
sum of squares of the eight discrepancies between Ym and Yc.

The best fitting -linear equation is shown in-Figure 6.4-with a = 1.15 and b = 0.0649
as the least-squares values for a- and b, which are easily calculated--by well-known com-
putational formulas. The value for b (0.0649) is taken as the "average rate" (per 1000
hours), to be used as an input to an Arrhenius analysis for this given temperature level,
provided the assumption of linearity is a plausible one. This is the-topic of "goodness
of- fit" and is discussed below.

6.4.2.1.2 Testing "Goodness Of Fit"

The problem-of goodness-of fit for the example data is -in-deciding whether the true
means can be assumed -to be linear (or approxirfately-sO), i.e., to decide whether the
obcerved departures from linearity can be accounted for by various sources of-error.
If so, the linear equation is said to provide a good fit. Ifnot, the linear' equation-does
not-fit.

A frequently used- way -of testing goodness of fit for-data such as shown in Fig-
ure 6.4 is to examine the "scatter" of the observed means from the fitted line. If the
observed points -fall "close" to the fitted line, and, perhaps- more importantly, if the
observed points- do not indicate any "systematic" tendency to be nonlinear, then it-9
argued that the- assumption of- true linearity -(or approximate linearity)--is a plausible
one, i.e., that a linear equation "fits". Otherwise, it is concluded that the assumption of
linearity is not plausible. The difficulty- with such an approach-is that it-has little
quantitative basis and is quite subject-to the investigatorts personal interpretations. There
are available various correlational measures -of-the "degree" of scatter, but application
of these-measures would seem to-provide little additional Information over and above visual
inspection -of the data and, in-no practical sense, do such-measures reduce any ambiguity.

-Probably a better way, and certainly a more-objective and rigorous way, of test-
ing the linearity assumption is provided by means of analysis of variance techniques*.
By using the analysis -of variance, it is possible to determine whether the trend of
observed means differs "significantly" -from linearity. That is, is-it possible to-calcu-
late the probability: that the observed departures from linearity can be accounted for on
the -basis of various sources-of error. If this probability-is sufficiently low, say less than
the-traditionally-used0.01 or-0.05 criterion-(significance) levels, then it can be concluded
with confidence -that the true -relation is not linear but behaves- according to some

*-The data in Figure 6.4 represent-a case-of correlated- observations.- Lewis(4 ) -provides
analysis of variance goodness-of-fit tests-lor th! , -- ..... an.y.funct.•., ..near a other-
wise.
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curvalinear function, and therefore the linearity assumption cannot be made or a linear
equation does not "fit". In this case, various transformations* might be applied to the
data in order to make it more nearly linear, and the same analysis of variance test
applied to the transformer data.

On the other hand, if the probability is relatively high (in particular, greater than
0.01 or 0.05) that the observed departures from a straight line can be accounted for on
the basis of error, then it can be concluded that-the assumption of linearity (or approxi-
mate linearity) is a plausible one or that a linear equation does "fit". In this case, how-
ever, in vo sense is it proved that the true relationship is linear. The only conclusion that
can be drawn is that the investigator can reasonably assume :the relation to be linear (or
approximately linear) or that the observed data do not contradict the assumption of
linearity. In any case, this is valuable information and, if the outcome of linearity tests
for the other five thermal-stress levels were the same, it would be legitimate to proceed
with an Arrhenius analysis using as an input the slopes of the fitted lines for each thermal
stress-level. The fitting and testing of the- Arrhenius-model is- described below.

6.4.2.2 The Fitting and Testing of a Nonlinear Equation:
The Arrhenius Model

The techniques and principles of fitting and testing goodness of fit of a nonlinear
function to a body of data can be illustrated by using the Arrhenius- equation. In Table 6.2
below, some hypothetical data are given. For each of six junction temperature levels for
a sample of ten transistors in each junction temperature level, average degradation rates
are-given for some parameter of interest. Each average rate was obtained-by calculating
the slope of the best-fitting least-squares line to mean-time history-data, analogous to
the data shown- previously in Figure 6.4. It is assumed that, for each junction tempera-
ture level, a test for linearity-was made and that-,in each case the assumption of-linearity
was found to be plausible, either for the original parameter values or for some trans-
formed values of the parameter.

TABLE 6.2. EXAMPLZ DATA: DEGRADATION RATES FOR
SIX LEVELS OF JUNCTION TEMPERATURE

Junction Temperature
Centrigrade Absolute Degradation Rates

25 298 0.0040
50 323 0.0050
75 348 0.0080
100 373 0.0170
125 398 0.0300
150 423 0.0700

*A log transformation might be used for the present data. If any transformation is used, it
mu e tpoe eac indviua thnmean values caled -... ust ^-b. applied .... 1 I - -o y ... .- ,.4 &% a

lated. If a transformation is applied tothe original means, then the analysis of variance
test for linearity cannot be used, Transformations applied to a large body of data are

CIN easily and efficiently accomplished by use of a digital computer.
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6.4.2.2.1 Fitting the Equation

The first problem is to fit the Arrhenius equation to the observed average rates.
The A'rhenius equation 's-

A-B/TR(T) = , (6-1)

or, in -log -form-

InR(T-)= A-B(I/T) -(6-2)

where R(T) is the average rate for a given value of junction temperature T (degrees
absolute), and A and B are constants -to be-empirically determined from the observed
data.

The criterion used in determining values-forA-and -Bis -the -least-squares criterion,
just as for a linear function. That is, values for A and B are determined such that the
sum of the quantities (yin - -yc)2 is a minimum, where Ym--1 an observed rate and
Yc = R(T) is the output of -the Arrhenius equation. Lewis( 4 ) and WilliamS( 5 ) give tech-
-niques for determining least-squares-values of constants in nonlinear functions.

The least-squares solution is shown in Figure -6.5, where it-is seen that A = 6.75
and B = 4008. The observed average rates from Table 6.Z are indicated by solid dots.
The fit looks respectable, but "how-good" it is must be-determined by a test-of goodness
of fit, to be described subsequently. Figure 6.6 shows the log plot of the equation-.against
reciprocal temperature. The logarithms of the observed rate4 -(solid points) are also
shown.

It is important to note-that the estimates for-A and B in Equation-(6.1) were not-Ob-
tained by use of the logarithmic form of the equation (Equation 6.2), i.e., by fitting a
least-squares straight line to a log plot of the observed rates versus reciprocal -temper-
ature and taking the slope of this line as the value for -B and the intercept of this line as
the value for A. Such a linear -reduction process for solving for A-and B seems to be the
technique generally used, -but it does not provide least-squares values of A and B for the
oric;nal data, i.e., for the data as shown in Table 6.2 or Figure 6.5. Such values-areoften
a good approximation to the true least-squares values but can often be appreciably in
error. From a logical point of view, the original data should be "best fit"-by the equa-
tion. Further, the goodness-of-fit test to be described below deals with the original
values and cannot be -properly used unless a true least-squares solution is provided on
the original riAtes.

6.4.2.2.2 Testing° "Goodness of Fit"

The next step, after i.tting the-equation, is to test goodnesa- of fit. The problem is
to decide whether the observedi-departures of the average rates from -the -fitted-Arrhenius
model- can -be attributed to sanmplm'g error and other sources of error. That is, in Fig-
.ure- 6.5-, can e deu lurei of ihe aolid- points from-the -curve of b.sP fit be reasonably
attributed- to- error?
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The problem is exactly analogous to the problem of goodnesu of fit of a linear -func-
tion and# again, techniques of analysis of variance can be used., That is, the-probability
that the observed departures from the curve in Figure 6.5 are-due solely to error is
calculated. If this probability is quite low, i.e., if it is unlikely that the departures from
the Arrhenius model are due solely to error, then it is cr-,cluded that the model does not
fit - that the "true" rates do not conform to-an Arrhenius equation but conform to some
other equation. If the probability is relatively high that the observed departures can be
attributed solely to error, then it is reasonable to concltde that the "true" average rates
can be described (or approximated)- by an Arrheniusequation.* Again, this latter outcome
would in no sense prove the Arrhenius model to be true: other equations, yielding other
-calculated curves would also fit within the error limits of the data:. It only means that the
Arrhenius model is one plausible explanation of how the true rates vary as a function of
junction temperature or that the observed data do not--contradict the Arrhenius model.
Nevertheless, of -the several functional equations that would fit the data, the Arrhenius
model -would be chosen because of its theroetical and practical usefulness, and the above
test provides -a means for determining whether it is in-fact permissible-to retain:the
model.

In- any case, if the Arrhenius model fits, in the above sense, then a single-aging
mechanism- over the entire range of junction temperature Investigated can be asaumed
to be plausible. Also, the -estimated value of B can be used to conpute acceleration
factors, and- the estimated values for A-and B-in the equation can provide ar estimate of
the "true" average rate for any given junction temperature within -the range of- tempera-
ture -inve stigated.

However,- if the-Arrhenius model does--not fit over the entire range of Junction- tem-
perature, it is possible to fit two Arrhenius equations, one equation to one subrange and
another equation to another -subrange. This was done for these data-, yielding two- solu-
tions, as shown in Figure 6.7. The original fit-to the entire range is also shown. Fig-
-ure 60.8 showa the log plots for all three solutions. One solution is for the range -from
Z5 to 75- C, the other solution for the range from 75-C to 150 C.

If bott' hese equations fit-the points in the respective subranges- of Junct.on temper-
ature, ai judgped- by using the above test of goodness of fit, then it can be -concluded that

*In order to apply a test of this sort, it is necessary to deal, literally, with arithmetic
means and to have a measure of variability around each of-these means. The solid points
in Figure-6.5 can in fact be considered to -be -arithmetic means. That is, it-can be shown
-that a rate (slope)-determined by fittinga least-squares line to a mean-time history, as
these six rates-are determined, is exactly equivalent to-the arithmetic mean rate-deter-
-mined: -by-fitting a- least.-squareso line to each-Individual-component time history and-then
getting -the mean of the slopes of the individual component time histories (assuming that
no components are -dropped- from test- over the time interval of concern). Also, thce
variability around any-one of-these means, which enters into the-error term in-the test,
can be obtained- by using a computer to calculate each individual-component rate (which
is efficient, raPid, -and-not costly).

In order to use this test. the equality of variance- atatumption.MVuet -be-mct. fit-cannot
-be -met, then separate tests on each mean rate can- be performed-using the point on-the
curve F.s the hypothesized value in a t ratic.
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there may be two different aging mechanisms operating over the entire temperature
range - one mechanism from 25 Cto75-C and a different mechanism from 75 C to 150 C.
Acceleration factors can then-be computed for each separate solution. However, it is to
-be recognized that in applying goodness-of-fit tests to selected subranges of data, such
tests are not completely valid, since selection of the subranges involves capitalizing of
the particular error that happens to be peculiar to certain data points. If such "after-
the-fact" analysis is. done, and- one, or both, equations is- found to fit, a separate experi-
ment, using a different sample of components, wouldbe-desirable in-order to-corroborate
the results.

6.4.2.3 Fitting and Testing Other Nonlinear Functions

In fitting and- testing other nonlinear functions, the principles are essentially the
same. The objective in fitting a specified equation to-the data is to obtain least-squares
values for the constants in the equation. Various techniques are available for this pur-
pose. The-goodness of fit ofthe equation can then-be assessed-by an analysis-of-variance
test, which can be used for any nonlinear function.* If the equation fits, it can be used
to predict the "true" (population) average value of y for any-given value of x over the
range of data to which the equation -was fitted and thus provide an-estimate of how the
dependent variable changes as a function of the independent variable. Any extrapolations
beyond the range of data to which the equation is fit must be made on logical grounds
rather than- empirical- or statistical grounds.

There ts -4 wide variety of equations with a wide variety of characteristics that
might be fit to a given body of data. Some equations often found-useful are shown in
Table 6.3 Each equation has its special characteristics. For example, Equation (8)
(a polynomial), as contrasted with the other equations, has-the capability of increasing
and then decreasing (or conversely), whereas-the other equations are all increasing (or
decreasing) functions. Equation (6), the Gompertz-curve, often-used to describe growth
processes, can yield an inflection point, i.e., produce an 's"- shaped-curve-if this is
indicated by the data.

TABLE 6.3. SOME USEFUL NONLINEAR EQUATIONS

Equation -Linear Form of'Equation-f ) y x axb logy =log a +b log-x
Parabolicand (2) y=axb +-c log (y -c) =log a +blogx

Hperbolic (3) Y = + 1X(4) y=aebx log y =log a +- (b-log e) x

.exponential -(5)2-y aebX + c log (y - c) = log-a + (b.log e) x

(6) y = vghx log (log v- log y) =-log (-log-g) + (log -h) x

Logarithmic -(7) y =-a + b-(log-3)

Polynomial -(8) y= a +bx+-cx z

Note: All logarithms are tothbise =ten.

*Reference is inade to Lewis( 4 ) and Williams( 5 ) for computational formulas and descrip-
tions of such analysis-of-variance tests for both linear and- nonlinear functions.
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The linear form of these equations, where appropriate, is also shown in Table 6.3.
By- plotting observed data on scales implied by the linear form of the equation, a pre-
liminary idea can be obtained as to-whether the equation will fit before any actual calcula-
tions of least-squares constants are made. For example, considering Equation (1), if
the logarithm of the observed data points is "approximately" linear when plotted against
the logarithm of the independent variable x, then the equation y = axb may fit the data,
However, te'ats of goodness of fit should-be made on-the original untransformed data by
using analysis-of-variance techniques.

6.4.2.4 The-Accuracy of Constants in a Fitted Equation

If a given equation is found- to fit the data as a result of applying an analysis-of-
variance test, the problem still- remains- as to-how "close" the calculated constants in the
equation might be to the true values of these constants in the population. Goodness-of-fit
-tests provide no direct information on this- equation - they only help one-decide whether
the form of equation is a plausible one or not. For example, the calculated value of B
is more or less in error even if the goodness-of-fit test indicates that the Arrhenius
model is plausible. To the extent that it is in error, any calculations of acceleration
factors are in error or any inferences made from the value of B about the nature of an
aging mechanism may -be in error. Further, even a small error in B and an-associated
acceleration factor maybe seriously magnified when extrapolations of parameter values
are made beyond the operating time on which test data- are collected.

The accuracy of calculated values of constants depends on sample size and on a
4,. number of other factors as well. For a given situation, just how accurate the estimated

values of the constants are is an extremely complex issue and cannot be discussed here.
Further, the conventional techniques apply only for the case of uncorrelated observations
(e.g., different components under each of several stress levels) and not to the case where
observations are correlated {e.g., the -same components being -observed over time).
Reference is made to Ezekiel( 6 ) andWillia~m"T* for techniques of asvessing the reliability
of-constants in linear and various nonlinear equations.

6.5 Extensions to Multi-Variate Analysis

The concern in this part is with the change in the average value of a given dependent
variable as a function of two or -more independent variables that are being varied in a
single- experiment. For example, the investigator may be interested in mean-time to
-failure for a particular transistor -type, as a function of both junction temperature and
-collector voltage; or -he may be interested in the mean value of ICBO at 10 volts, as a
-function of both operating time and junction temperature.

Again,-as was the case when analyzing-the-functional relation between one dependent
and- one independent variable, the concern hereis with making inferences about the "true"
functional relation, i.e., the functional relation that obtains in the population. Two major
classes of techniques are quite useful for making such inferences: (1) analysis of variance
and associated techniques and (Z') surfacc .iT.g. The-uie of these two c.,aDsr' of-tech--
niques is described below.
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605.1 Analysis of Variance

As contrasted with the case of one independent variable, the unique aspect of analysis
of variance for ;wo or more independent variables is that it-.provides a means for testing
the interactions of the independent variable#, i.e., the-possible nonadditive effects of two
or more variables on-the average value of-a dependent variable. The use of and -the infor-
mation provided by analysis of variance is described and illustrated below-for various
situations occurring in reliability physics experimentation where this technique might-be
applicable. Of the several possible analysis-of-variance designs and as sociated analyses,
only those felt to be of most applicability to-the reliability physicist are covered*.

6.5.1.1 Two Independent Variables

The use of analysis of variance for this case can be :illustrated by reference to the
hypothetical data given in Table 6.4-and Figure 6.9. In the cells of Table 6.4 are shown
average rates of change -(per 1000 hours)--for some-parameter of interest, for various
combinations of ambient temperature and collector voltage. Each average rate shown is
based on a sample of five transistors. For example, the average rate for T = 50 C and
Vc = 0 wIs obtained from the meantime history of five- transistors aging under this stress
condition, the parameter being measured at selected operating times out to 10,000 hours.
The rate was obtained by taking the slope of the least-squares line fitted to-the observed
means over tine, analogous to the data shown in Figure 6.4. The other rates were
similarly obtaiaed.

TABLE 6.4. AVERAGE RATE OF CHANGE (FOR A GIVEN PARAMETER) FOR
VARIOUS COMBINATIONS-OF AMBIENT TEMPERATURE
AND COLLECTOR VOLTAGE

Ambient Temperature, T

T =-50 C T = 75 C T= 100C T =125 C

V =0 .020 .024 .019- .031 .024

Vc = 10 .025 .029- .033 .050 .034
Collector Main- Effect
Voltage, Vc  Vc = 20 .027 .027 .043 .056 .038 of Voltage

Vc 30 .029 .036 .051 .053 -. 042c_

.025 .029 .036 .048J

Main-Effect of Temperature

*Reference -is made to Winer(I) and Cochran and Cox( 7 )-for -the treatment of the analysis-
of-variance designs covered -here.
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Tle data- in Table 6.4 are shown graphically in Figure 6.9. Figure 6.9(a) shows a
-plot of the average rate as a function of ambient temperature for each-of the four voltage
levels. The same data is shown in Figure 6.9(b), but plotted by voltage for each of the
four temperature levels.

Thus, average rate (the dependent variable) is being studied-as a function of the two
independent variables of temperature and voltage. Examination of- the- observed averages
indicates certain trends. The problem is to take into account the error (sanpling error,
measurement error, and other sources of error) that is--inherent in the observed trends,
and to make inferences about the "true" (population) -effect of temperature and voltage on

-the average rate of change of the parameter.

In analyzing such data in an analysis-of-variance framework*, the first concern-
would:be with the interaction-effects of temperature and voltage. Referring to Figure 6.9(a),
-an observed interaction -is said to exist between temperature and voltage if the 1our curves,
(one foi each voltage level) are-notparalleli.e., if the relative- effect -that temperature:has

-on average -rate -of change depends- on the particular -level of voltage, or-the temperature
effect -itetelf differs from one voltage level to another. If the four curves were to be
parallel- (have the same -shape), then-there wouldbe no observed interaction. Further, if
the effect that temperature-has depends on the particular level of voltage (as seen to be the
case-from Figure 6 .9(a)], then italsofollows that the effect of voltage depends on the par-
ticular -level- of -temperature (as seen-from the nonparallel curves in Figure-6.9(b)] Con-
versely, parallel lines in a plot such as in Figure 6.9(a) would also mean-no interaction
(parallel lines) in a plot such as in Figure-6.9(b).

Thus, it -is evid.nt that there is-an observed interaction between-,temperature and
-voltage, since the four curves in Figure 6.9(a)-and-the four curves- inFigure 6.9(b) are
not parallel. However, this observed-interaction may-be due only-to-error, i.e., if each
average rate were -to be based ona much-larger sample (population) of components, in-
stead of only five components, there may be no interaction-at all, -or all the "true'-curves
may be parallel. By means of analysis -of-variance techniques, it is possible to calculate-
the probability that the observed interaction is in fact due only to error. If-this probability
is quite low, say less than the 0.01 or 0.05 significance levels, ihen-it is concluded with
confidence that there is a true interaction, and the observed- interaction is said to-be
statistically -significant. On-the other hand, if the probability that -the observed -interaction
-is due only to- error -is not sufficiently low (does not reach the -0.01 or 0-.05 significance
levels), it -cannoL -be concluded with confidence that-the two variables, -in truth-, interact.
In this case, the observed interaction- is- not statistically significant. That is, it -is- plaus-
ible to assume (but in no sense is -it proven)- that there is-no real interaction between the
-two variables, the observed interaction- -being- Within "error limits" -of -the- data, or the
observed interaction is too-easily accounted for on the basis of error-to- conclude that-any
-real interaction exists.

Mathematically, a significant interaction would -mean that the true average -rates,
as -a function of temperature and voltage, would need--to-be descrLbed by the following
functional -form:

*In order tc analyze these data in an -analysis-of-variance framework. it -is nece_%saryto
-consider each of-the 16- average rates-as arithmetic mean rates of individual rates. This
can -be-done (see-the footnote; on page 6-18). For the error-term in-an an.Iysis-of-variance
test, -the variability of the individual rates within each cell of the matrix is used.
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R(T) = f(T) + f(V) + [f(T)] [f(V)] (6.3)

where R(T) is the average rate, f(T) is some function of temperature, and f(V) is some
function of voltage. Thus, a significant interaction means that a multiplicative [f(T)] [f(V)]
te.m is required to describe the true relationship, or that the true effects of temperature
and voltage are not simply additive. On the other hand, if the interaction is not significant,
then it is permissible to assume that the multiplicative term in Equation (6.3) is zero, or
it is plausible to assume that the true effects are simply additive.

In any case, if an analysis -of-variance test indicates nonsignificant interaction, zero
(or negligible) interaction in the population is generally assumed. That is, it is assumed
that the true effects of temperature for each of the four given levels of voltage are quite
similar- and that the true effects of voltage for each of the four temperature levels are
quite similar. This being the case, attention is then focused on-the main-effect of both
temperature and voltage. The observed main effect of temperature is obtained by averago-
ing across rows in Table 6.4, and is shown at the bottom of Table 6.4 The observed main
effect of temperature is thus the averago-of the four individual curves (one for-each of the
four voltage level.) shown in Figure 1.9(a). This main effect is plotted in Figure-6.9(c).
The main effect for voltage is analogously defined, and is plotted in Figure 6.9(d)-.

Under the assumption of zero (or negligible) interaction, the main effect of temper-
ature is -then -taken as the bestestimate of how the true average rate changes as a -function
of temperature, regardless of the particular level of voltage. This estimate would then
replace the four individual curves shown in Figure 6.9(a). Similarly, the-main effect-of
voltage is taken as the best- estimate of how -the true average rate changes as--a function of
voltage, regardless of the particular level of temperature. This estimate would then re-
place the four individual curves shown in Figure 6.9(b). Further, significance tests can
be applied to each of the main effects shown in Figures 6.9(c) and 6.9(d), exactly-analogous
in interpretation to the significance tests described previously. For example, if the four
means shown in Figure 6.9(d) do not differ significantly (at a prescribed level of signifi-
cance), then it cannot be concluded with confidence (on statistical grounds)-that voltage has
any effect at all on average rate of change of the parameter. On the other hand, if the
four means shown in Figure 6.9(d) differ significantly, it is concluded with high confidence
that there is in fact a real relationship between temperature and voltage. In:this case,
individual pairs of average rates, shown in Figure 6.9(d), can then be tested for statistical
significance, with the same interpretations as previously given (see Section 6.4.1.1).

The main effect of 'temperature can also be tested for significance, as well as in-
dividual pairs of average rates (Figure 6.9(c)], to see whether-it can be concluded that
there is any relation at all between temperature and average rate of change, and, if so,
to-see which pairs 76f average rates differ significantly.

If the analysis-of-variance test indicates a significant interaction, the- subsequent
analysis proceeds along quite different (and more complex) lines. In this case, since the
true effects of temperature vary, depending on the level of voltage, and the true effects
of voltage vary, depending on the level of temperature, the two main effects lose much of
their meaning. It is then necessary tofocus attention and subsequent analysis on the four
4inAivyi_,.,l! -srvoa -hown in Figure 6I9(a), -nd the fo.r _rivi4_a! curveaxLhown in -

ure 6.9(b). These eight curves are referred to as simple effect curves (as contrasted to
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the main effect curves). Each simple effect can be tested for statistical significance.
For example for T= 50 [Figure 6.9(b)], voltage may not have a significant effect on average
-rate of change, but for T = 125, a test may reveal a significant affect of voltage. Again,
comparisons between individual pairs of average rates, in Figures 6.9(a) and 6.9(b), can
be made. Exactly what significance tests are made, with respect to simple effects and
individual -pairs of means, depends on the purposes of the investigator.

Another example of analysis-of-variance techniques, as applied-to the case of two
independent variables, would be the analysis of data such as was shown in Figure 6.2.
For example, after completion of "initial" effects (e.g., after 1000 hours of operating
time), the investigator may want to make a test to see whether the observed interaction
between time and the stress variable is statistically significant, i.e., to see whether the
zffect of operating time on the mean parameter value depends on the particular stresa
level under which the components are aged. Also, main effects of operating time could
be examined (the average of the three curves shown in Figure 6.2), and simple effects
could be tested for significance (i.e., each oi the three curves shown in Figure 6.2).

6.5.1.2 More Than Two Independent Variables

Figure 6.2 shows data for the two independentvariables of time and some stresses,
e.g., ambient temperature. If such data were to be had for each of, say, three levels of
some other stress, e.g., voltage, then this would be an example of a three-variable analy-
sis, i.e., the mean val-e of some parameter as a function of operating time, ambient
temperature, and voltage. Analysis-of-variance- techniques could be used too-f-.r testing
interactions among thete three variables, and for testing the main and simple effects of
these variables. However, the analysis- would be much more complex than for the case of
two independent variables. For example, there would be the possibility of an interaction
between operating time and ambient temperature, between operating time and voltage,
and between temperature and voltage. That is, there would be these three two-way inter-
actions to consider. Further, in addition to, say, a possible interaction between operating
time and temperature, the nature of this interaction itself may depend on the particular
level of voltage, which is termed a three-way interaction between time, temperature,
and voltage.

In general, when a large number of independent variables are being investigated
(say,- more than three), frequently both conceptual and methodological difficulties are
involved -in carrying out and interpreting the analysis, especially in analyzing for inter-
action3 involved. For this reason, such designs are often not employed.

A useful analysis-of-variance design, when several variables of interest are being
evaluated in a single study, is the fractional replications design, described below.

6.5.1.3 Fractional Replications Design

In the case of several independent variables, each of which can assume several
levels, the number of combinations to be evaluated can be quite large. In turn, this nec-
essitates that a large number of components be used, which may often be impractical. In
such a situation the fractional replications deign(7,l), a type of analysis-of-variance

~ ~ - - -
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design, is highly useful. In using this design, data are not collected for all possible com-
binations of interest, but only for some fraction of the total number of possible combina-
tions, e.g., l/2 of the total number. The particular combinations data are collected for
are chosen so as to provide the maximum amount of relevant information.

The use of a fractional replications design can be illustrated by reference to a study
by Gorton( 8 ), concerned with the development of a dosimeter system for measuring fast-
neutron irradiation. The purpose of the study was to determine optimum rnmaterial and
device properties and processing procedures to be used in the fabrication of a radiation
detector -device. In particular, various combinations of the following four independent
variables were studied:

(1) Three different material suppliera

(2) Three different levels of material lifetime

-(3) Three different process variations

(4) Three different levels -of base width.

The effects of these variables on each of several device parameters were investigated
(e.g., average preirradiation carrier lifetime in the device).

Thus, a total of 81 (i.e., 34) possible combinations for fabricating the device were
considered. These 81 combinations are shown tabularly in Table 6.5. To construct and
evaluate a number of specimen devices for each of the 81 combinations was prohibitively
costly. Therefore. device specimens were made for only 27 of the possible 81 combina-
tions. These 27 combinations on which performance data were collected are indicated by
code numbers in Table 6.5, the dashed lines indicating that no devices were made and
evaluated for these combinations. For each of the 27 combinations that were evaluated,
a sample of 10 devices were constructed, giving 270 devices in all. The particular 27 com-
binations were chosen so as to provide the maximum amount of relevant information.

Thus, data were actually collected for only a portion (27) of the total number (81) of
treatment combinations of interest, and therefore only27/81 = 1/3 of the matrix was filled.
with data. Even so, several useful conclusions could be drawn concerning ways of con-
structing a radiation detector device.

In using a fractional replication design, it mustbe assumed that certain interactions
between the independent variables are zero, or negligible. Whether these assumptions
can be met depends on the particular variables being investigated, and should be care-
fully considered in each specific instance before using such a design. A statistician can
indicate specifically which interactions must be assumed to be zero (or negligible), but it
is a question -for the investigator to decide whether such assumptions can in fact be
made, based on previous engineering knowledge. That is, these interaction assumptions
required for use of a fractional replications design ,cannot be checked statistically or
empirically, and-must be evaluated on logical or engineering knowledge grounds.

Downloaded from http://www.everyspec.com



TABLE 6.5. COMBINATIONS OF PARAMETERS INVESTIGATED

Supplier I Supplier 2 Supplier 3
A =0 A = A =-2

Material Lifetimes Material Lifetimes Material Lifetimes
B =0 B= 1 B= 2 B =0 B =1 B =2 B =0 B=1- B=~2

0

11- 00 -- -- ---- ---- 1200 -- 2100 --

--- 0101 --- 1001 --- ---- ---- ---- 2201

--- ---- 0202 ---- 1-102 ---- 2002

b--- 0110 --- 1010 --- ---- ---- ---- 2210

+j- -- - - 0211 ---- 11l ---- 2011 - -- - -
o

0012 ---- ---- --- ---- 1212 --- 2112 --

- - -- - 0220 ---- 1120 -- - 2020 --- --
'-1

4). co '

002 122 z. 121

0122 ---- 1022 --- -- -- ---- 2222

APV
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6.5.2 Surface Fitting

As contrasted with curve fitting, where there is only one independent variable in
the equation, surface fitting is concerned with the mathematical relationship between a
given dependent variable and-two ormore independent variables, i.e., y a F(xl, x2 , . .. Xn).
In particular, the concern is with the form of equation that might be used to describe the
way in which the true (population) average value of sorne dependent variable changes as
a function of two or more independent variables, and also the estimation of the values of
constants in any such equation. Again, as was true for curve fitting, the values- of these
constants may have theoretical meaning, or they may be used only empirically in the
equation to provide a prediction- of -the true (population) average value for various values
of the independent variables.

Curve fitting and surface fitting are, at a conceptual level, much the same so far
an fitting a function and assessing goodness of fit are concerned. However, methodologi-
cally, surface fitting is much more complex than curve fitting, and often appropriate
techniques are not available. B, low, a rather brief description of surface fitting is given,
restricted to tho case of only two independent variables. Extensions to the case of more
than two independent variables are easily made, at least conceptually.

6.5.2.1. Fitting an Equation

For a given body of data, -where the effects of two independent variables on a given
parameter are being investigated, a wide variety of equations might be fit to the data, In
fitting any one of these equations,, the same least-squares criterion is used, just as-for
the case of only one independent variable. For example, for one reason or another, the
linear equation y = a + b Xl + cx 2 might be fit to the data previously shown in Table 6.4
and Figure 6.9, where y = average rate, xl = temperature, and x2 -= voltage. Use of the
least-squares criterion- would provide values for a, b, and c such that the sum of the
quantities (ym - yc) 2 is-a minimum, where Ym is an observed average rate and yc is the
output of the equation. In this case, there are 16 values of ym, i.e., 16 average rates, one
in each cell of the matrix. Corresponding to each of these 16 average rates ar2 16 values
of yc. Using the least-squares -criterion, values of a, b, and c are obtained that minimize
the sum of squares of the 16 discrepancies between ym and yc. Standard techniques are
available for obtaining least-squares constants in a linear equation, and the calculations
are efficiently and quickly carried- out -by-digital-computer techniques.

After the equation is fitted, y -is then taken as an estimate of the population (true)
average rate for any given values of temperature and voltage within the range of these
variables studied, assuming -the -linear equation is judged to "fit" adequately (goodness of
fit will be discussed subsequently).

Another equation that might be desired to be fit to the data in Table 6.4 is the Eyring
rate equation, given by

[ATe-B/k (C + D/kT)S (6.4)

R(TS)
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where R(T,S) is the average rate of change, T some thermal stress (in this case, ambient
temperature), S some nonthermal stress (inthis case, collector voltage)-, k is Boltzmann's
constant, and A, B, C, and D are constants to be empirically-determined from the data.
Again, the objective is to obtain values-for A, B, C, and D that minimize the sum of the
squared discrepancies between the observed average rate-and the average rates calculated
from the equation. Obtaining least-squares values for constants in an-equation of this
form is no routine problem. However, approximate least-squares values can be obtained
by considering- the logarithmic form of the equation,

in =lA - kT c (s () -(6.5
eR(STS) slneri

Where It- is seen that in i -, S, and Consequently, -computerized
IT - T T

techniques for- solving for the -constants in linear equations might be-used-to solve for
A, -B', C, andD. This would provide approximate least-squares values, for A,- B,-C,-and- D,
but not true least-squares values, because of the same considerations -as pointed, out
previously (Section 6.4.2-2.1). How-close the approximation is would depend on-the char-
acteristics of the data. Thomas(9 ) gives a graphical technique for solving for the -constants
in-the Eyring model, which-also yields -pproximate least-squares values.-

6.5.2.2 Testing Goodness of Fit

The problem of "goodness of fit" of anequation fitted -to the--data is evsentially the
same for surface fitting as- for- curve-fitting. That is, the pr6blem is to decide whether
the -population- (true) averages can be-described- (or approximated) by-the -type- of equation
selected, i.e., to decide-whether thedepartures of-the observed- averages from -the averages
predicted- by the equation can be largely attributed to various sources of error (sampling
error, measurement error, etc). If the departures of the- observed data from the model
can be attributed (or largely attributed) to error,-then the equation is said-to-"fit". Other-
wise, the equation does not fit. For example, if the-Eyring equation were to-be fitted-to
the data in Table 6.4-, 16 rates could-be calculated from the equation, one rate for each
cell of the -matrix. Corresponding to each of these 16 calculated rates is-an-observed
rate of -change (the observed rates shown-in Table -6.4), which, in each case, would-differ
more or less from the rate calculated from the Eyring equation. The question then is:
Can the 16 discrepancies between the rates calculated from the Eyring model and the
-ber-vcd -rates be attributed- to- error? If so, the model-fits. If not, the-model would be
rejected.

ALLalysis-of-variance tests, as previously described for testing the fit of a curve
involving only one indipendent variable, can probably be-extended -to the -case where- several
independent variables are in the equation. Certainly, the- multiple -t-test -method could -be
used, and would probably be better inmauy situations, since the -assumptions required are
less Stringent.*

*In particular, as mentioned before, the assumption of equality -of variance need not be
-made, if a t -test technique is used.
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6.5.2.3 The Accuracy of Constants in a Fitted Equation

The accuracy of the calculated constants in a fitted equation, where there is more
than one independent variable, is a complexproblem, and cannot be gone into here. Again,
as was true in curve fitting, no goodness-of-fit -test provides irect information on this
question - such tests only help one decide whether or not the form of the equation is a
plausible one. For example, the calculated values of A, B, C, and D in the Eyring rnodcl
are in error more or less, i.e.,-deviate from population (true) values, even if a goodness-
of-fit test indicates that the Eyring model is plausible.

Formal statistical methods are available only for assessing the accuracy of con-
stants in an equation where yis linear in the x's, or where y is linear in various functions

2 2
of x's, e.g., in a polynomial equation such as y =-a + b x 1 + c x I + d x 2 + e x 2 . The reader
is referred to Ezekiel(6 ) and Williams( 5 ) for techniques for assessing the accuracy of
constants in such equatic-is.

6.6 Error Reduction

In experir-rc-ntation, apart from increasing sample sizes, there are two major ways
to reduce the likely amount of error in the-data: (-1) by experimental control and (2) by
statistical control. These two techniques and-their associated experimental designs are
described- briefly below.

46.6.1 Ei-ror Reduction by Experimental Control

In this general method, an effort is made to reduce error by introducing into the
experimental design one or more control variables- that are believed to be .elated to the
observations and measurements being made on components. Generaliy, the control
variable(s) itself is not-of direct concern, being incorporated into the deign only so that
the effects of other independent variables -can be observed with greater precision.

For example, the concern may be with average rate of change of some parameter, as
a function of various levels of collector voltage, e.g., a study where only Column 2 of
Table 6.4 is being studied, ambient temperature and other stresses being held constant
at some values. In order to conduct such a study, -four different samples of components
are required for each level of .-ollector voltage. In order to ob-tain greater generality in
any inferences made, the -investigator wants to draw these four samples from, say, three
different lots, since components Ir any one particular lot may not yield experimental
results that are true of the comporients -in general from many lots. However, the in-
vestigator also wants to somehow control for the added "scatte.r" that will likely be pro-
duced in the data as a result- of observing-cormponents from several lots, since it is sus-
pected that lots may differ in- their characteristics, as a result of variations in the manu-
facturing process.

In such a situation, the experimental design shown irt Table 6.6 could be employed.
The investigator wishes to age 15-components under each voltage level, and to observe,
say, average time rate of change of a given parameter (averagf:d over the 15 components)
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as a function of voltage. In order to control for lot variations, 5 components are sampled
from each lot for each voltage level. Thus, in observing any effects of voltage, say on
average rate of change of some parameter, any such effects are not contaminated by pos-
sible diffe ences between lots. The alternative design would simply be to select 15 com-
ponents at random from the 3 lots, for each given voltage level: However, in this case,
juAst by-chance one voltage level may contain a large proportion of components from, say,
Lot 3, and another voltage--level may contain a large proportion of components from, say,
Lot 1, and thus observation of voltage effects may be less precise because of differences
between lots.

TABLE 6.6. AN EXPERIMENTAL DESIGN TO CONTROL FOR LOT DIFFERENCES

Collector Voltage, VC

Vc = 0 Vc  10 V = 20 Vc = 30

Lot 1 5 5 5 5

Lot Lot 2 5 5 5 5
Number

Lot 3- -5 5 5 5

15 15 1-5 1-5

The above example represents a quite simple design for experimentally controlling
for error -by introducing a control variable into the experiment. The control variable
introduced may be any variable that is expected to influence (be correlated with) the
parameter measurements made. Several more complex designs are available for the
purpose of controlling error. The class of designs called randomized blocks designs( 7 ,1 )
is essentially of this -type. In any event, the fundamental objective is always that of- in-
corporating into the design one or more additional control va-riables, which generally are
not of-direct concern,-but addedonlyin order to increase the precision of the-effects of the
independent variables of concern and to-increase precision of significance -tests associated
with- these- effects.

6.6.2 -Error Reduction -by Statistical Control

As contrasted with error reduction by-experimental control, in error reduction -by
statistical control a variable (or variables) is not literally incorporated into the experi-
mental design before any data are -collected. Rather, after the data are collected,
statistical corrections -are made for various error sources.

The major technique used- here is analysis of co-variance, which is an extension of
analysis of variance, with the unique-purpose-of increasing the precision of the experiment
by statistical control. This-is accomplished -by statistically correcting for one (or more)
sources of uncontrolled variations that produce "scatter" in the Ita Ten, after suc h
corrections for -error are made, the analysis is continued in a traditional way, e.g., by
making various statistical significance tests.
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As an example, individual -component differences in-degradation rate may in part be
accounted for on the basis of different initial values (the parameter value at t = 0). That
is, components with a high degradation rate may exhibit a relatively high initial value,
and components with a low-degradation rate mayexhibit a relatively low initial parameter
value. In this case, by means of analysis of co-variance techniques, variation in de-
gradation rate due to differing initial values might be "partialled out" of the data, making
any comparisons of average degradation rate as a-function of some stress condition more
precise.

Whether or not such-a technique should be used depends on the situation and whether
or 'not certain assumptions can be met. Only a person knowledgeable in statistics, upon
examining the- particular experimental data at hand, can decide whether the technique would
be-appropriate and useful.
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