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FOREWORD ¢

This annual progress report was prepared by the Lockheed-Georgia Company, 4
Marietta, Georgia, for the Air Force %ero Propulsion Laboratory, Wright-Patterson {
Air Force Base under Contract F33615-73-¢-2032. Thz report covers work done in 1
the period 6 November 1972 through 1 Fecbruary 1974. The contract extends through X
6 February 1975. The work described herein is part of the Air Force Aero Propul- .
* sion Laboratory's jeint program with the Deparctrment of Traasportation to define

and control the noise emission of aircraft propuision systemss.

b » ’ Hr. Paul Shahady cf the Air Force ‘Aere Propulsicn Laboratory was the Project
: Engineer. The program is being conducted under Project 3966, Task 1&.

Lockheed’s Frogram Manager was Harry E. Piumblee, Jr.

Major contributers to the work presented in this report are: Robert H.
Burrin, Peter D. Dean, Philip E. Doak, Michael J. Fisher, Sham S. Kapur, Seoffrey
K. Liliey, Willisa T. Mayoc, Conald K. Meadows, Philip J. Morris, ‘David M. Saith,
#. K. “Bob"™ Tanna, Brian J. Tester, and . Clay Whiffen.

L The assistance of the following individuais is gratefuily acknowledged:
L. V. Kazzarells, who operated the test facilities and data acquisition facilities;
| R. E. Singleton, who prepared the mean fiow velocity analysis and computer program

and who initially worked on the compressibie 2-D turbulence program; €. R. Huie,
who helped in the buildup and operation of the laser velocimeter; J. H. lvester
and E. 'C. Mills, who designed the laser velocimeter grocessor electronics; H. G.
Henderson, who deveioped the special disc controlier for the data acquisition
system; W. R. Powell, who did the electronics drafting; R. B. Harrison, J. C.
Bailey and P. Aderholt, who constructed the new acoustic facilities; S. Y. Ruo,
who participated in early portions of the acoustic analysis; J. P. McKenna, who
kept up with the budget and other administrative details, and last, but certainly
not least, most gracious appreciation is extended to Barbara C. Reagan, who did
such a beautiful job of typing for all the manuscripts.

® Gratitude is expressed to the University of Scuthampton for permitting
Professor Philip E. Doak, Professor Gecffrey H. Lilley and Dr. Michael J. Fisher
to participate in the performance of the research reported he ‘in. ’
r d This report was submitted on 20 February 1374.
} Publication of this report does not constitute Air Force approval of the
. report's findinas or conclusions. It is published oniy for the exchange and
stimulation of ideas.
v Shetod.,
PAUL"K.”SHAHADY f
Project Engineer
FOR THE COMMANDER
ERNEST C.' S
A ’ Director, Turbine Engine Divisien
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ABSTRACT )

This is a mid-coatract progress report of results on a two-year

research program on supersonic jet noise g2neration and radiation. Specific ]
topics covered are {i) the radiation of sound from sources in a jet shear
-layer, as described by Liliey's theory of jet noise generatiocs. (if) a >

theoretical study of the large-scale noise producing structure of jets,
(iii) the design, construction and calibraticn of a high teoperature
anechoic facility for jet noise experiments, (iv) a series of high temsera-

4 ture subsonic and supersonic jet noise experiments and the analysis of data
from these experiments, and (v} the desigr: and development of a laser
veiocieeter for the seasurement of mean flow velocity and orthogonal cospo-
nents of turbulence veiccity with turbulence spectra, intensity and .
correlations s standard outputs.
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1. INTRODUCTION \

After the initial commercial davelopment of the jet engine, it was
obvious to anyone with perceptive ears that comething had to be dene about
jet noise. This problem, of course, was observed by researchers through-
out the worid and after 2 very shert time Lighthill produced his famous
theory, Hubbard and Lassiter measured che ncise of model jets which on the
whole compared quite well with the Lighthill thecery and Liliey and Westley
discovered a series of jet noise suppression devices which produced sub~
stantial noise reduction and which ware put into use by many of the
commercial aircraft manufacturers throt_hout the world. Then, with great
finesse, engine manufacturers developed the by-pass fan engine which
further reduced et noise and the cycle was complete. There was no
further need for jet noise research since the problem had apparently been
solved by eliminaticn of the source.

However, as everyone knows, this was not the end of the prcblem. The
world had been told from the early 1950's through the mid-60's that the
noise of military jet fighters, transports and bombers should be ignored
to the extent possible as that was the "'sound of freedom'. But stricter

controls on noise of aircraft by governments throughout the world, devel-
} opment of even more powerful military jet engines and deveicpment of
supersonic jet aircraft which could not use fanjet engines, by the United
Kingdom, France, the USSR and the USA, put the probiem of understanding
and minimization of jet noise into even clearer focus — jet noise must be
reduced.

Research on jet noise had not, of course, been completely halted as
insinuated above. There were many hundreds of papers published, in the
decade beginning in 1960, on all aspects of the problem. Lighthill
continued to work in the field, at least until 1961 when he produced his

Bakerian Lecture, and Ribner and his group did much to further understand=-
= ing of the problem unroughout the 1960°'s. In fact, the individual and

group efforts produced many competing ideas on how jet noise and attendant
noise probiems were generated. ,

But in 1970, with the scheduled development of the B-1 bomber and the
U. S. supersonic transport, the U. S. Air Ferce and the U. S. Department
of Transportation decided that something other than fragmented research
efforts on jet noise was required if clearer understanding of and substan-
tial reduction of jet noise were to be achieved. As a result, a major
program of jet noise research was initiated. The program was multi-phase,
with three separate awards contracted for the Phase | program definition
and team qualification efforts. At the end of one year of study, which
resufted in a reasonably clear definition of the work necessary for an
adequate theoretical and experimental understanding of how jet noise is
generated and how it radiates (the Lockheed work is given in References 1
through 6), two contractors, Lockheed-Georgia and General Electric, were
selected to implement their proposed programs of jet ncise research.
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The Lockheed program is a very fundamental theoretical and experi-
mental study of jet noise generation and its subsequent radiation from the
jet flow region. The emphasis on fundamentals has been consistently
stressed throughout the study phase and the current program. The program
is three phase, with concentration being on (i) development of a clearer
theoretical understanding and description of the jet noise generation and
radiation process, (ii) the measurement of data necessary for qualifica-
tion of theoretical models and predictions, and (iii) development of the
necessary instrumentation technology and operational instrumentation for
the measurement of the requisite experimental data.

In what follows, a progress report is given for the first year's
accomplishments. The program has been very intense and many results have
been generated. A complete presentaticn of ali the work conducted would
be very lengthy and difficult to foliow. Therefore, the most significant
results, in several areas, have been distilled into techrical papers and
are presented in an extended appendix to this report. The highlights of
these results are repeated in the body of this document. In addition, to
qualify and clarify the overall direction of the program, the program
objectives are cutlined.
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Z,  PROGRAM OBJECTIVES

T cyerall program objectives and specific techrnical objectives can

=t oo st4ted by a direct quote from the contract statement of work. It

B

- emall obestive of this progrem s to develop the tech-
e s o *fican+oy reduce supersonic atrerajt propulsion
L e ise ‘..tn minimun assceiated performance and weight

Sranidd.  Dphasis g placed on afterburning and non-

s arE ﬁg aatersnnr~ Jet exhaust systems with opsrating
Cmoiions tapleal of supersonie transport (SST) and long
‘jﬁgh HIPITE 2 (B-1} airervaft propulsion sycters. The
N g?;j Y LESF zcal objectives of this program are to numeri-
RN zzlya the arplicable turbulence and accustie theories
sy doaseibe Jot noise generation and radiation for the
sadsowia and fully-exparded supersonic fiow regime and to
sl oFa mo2egsary twrbulence and acoustic parvameters in
“..» v verify tha mumerieal predictions or to supply data

i surrulence/noige theories, as necegsary.

#r tme completion of the program definition phase, there were several

. V% pTugranm obkjectives determined as necessary for Lockheedfs jet

« .2 r¢ .carvch program to meet the overall program objectives. These were:
the ~tudy of soiutions to and limitations of and development
=¥ extensions to Lilley's theory of jet noise generation;
tris study would consist of (a) the further development of a
Jdoterministic large-scale model of turbulence as a source of
,et noise, and {b) the study of numerical solutions to Lilley's
teory for assumed jet noise source distributions and {c) the
study of numerical solutions to Lilley's theory for ‘et noise
source distributions computed from the deterministic turbulence
model

riv)  the development of and qualification of anechoic facilities
suitable for measurement of far-field high-temperature
supersonic jet nmoise without significant interference with
the noise generation and radiation process.

-+ o} tne performance and analysis of data from jet noise and
turbulence experiments necessary for validation of the
thearetical models and predictions; in addition, these
experiments are to provide the basis for new theoretical
nodels as required; and

vi,}  the development of optical instrumentation for providing the
necessary turbulence data, in this case a laser velocimeter
for the measurement of turbulence velocity intensity, scale,
spectra and convection speeds, as well as mean flow velocity.
Jn addition, the instrument must provide cross-spectra and

~
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cross-correlation information from orthogonal turbulence
components at a point.

The following section describes the progress toward meeting these
aobjectives.

£
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3. SUMMARY OF ACHIEVEMENTS

ng the first half of this research program on supersonic jet

ncise generation and radiation, major steps were made toward the achieve~
ment of the stated program goals. In addition, no major problems were
i encountered in the work to date. Advances were made in all areas of

Some of these are:

numerical solutions to Lilley's equation for a number of
idealized source types and distributions have been com-
pleted and reasonable agreemer. with experiment is seen;

development of the incompressibie axisymmetric jet
turbulence/source function model and the computer
program has been completed;

modifications to an existing facility to permit the
measurement of far-field jet noise from high temperature
supersonic jets in an anechoic free-field environment
have been completed, and facility calibrations have been
completed which conclusively prove that no problems
exist which will contaminate the measured jet noise data;

a measurement program of the noise from high temperature
supersonic jets has been completed, resuiting in a new
prediction model for noise from heated jets; and

one channel of the laser Doppler velocimeter has been
completed and verified and it permits the measurement
of all turbulence velocity quantities up to 20 kHz;
this is one of the most significant achievements to
date in the entire program; in addition, the two-
channel LV optical system was completed and success-
ful operation was verified.

} ,/ A brief summary of major accompiishments during the past year, in
o each area of research is given in the following discussion. More complete
details can be found in the appropriate appendix.
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3.1 JET NOISE THEORY

A special form of Lilley's equation has been solved numerically to obtain
the far-field directivity of acoustic radiation from a point source located
within a parallel sheared jet flow; the results are in fair agreement with
measurements.

.o I SRR, Py g

Sound generated by velocity fluctuations in a turbulent jet interacts
with the mean flow field along its propagation path through the jet.
Lilley's equation describes explicitly both the sound-mean flow interaction
effects, on a linear basis, and the sound generation which, in a2 parallel
jet flow model, is represented by a quadratic function of the turbulent
velocity fluctuations.

A special form of Lilley's equation has been solved numerically for
an isothermal, parallel, sheared jet flow field to obtain the far-field
directivity of acoustic radiation from a stationary point source located
within the jet. The point source solutions can be checked by experiment,
since it is not difficult to create a stationary peint source in practice
and these solutions can be used to construct a general solution for any
source distribution.

Examples of point scurce radiation directivities are shown in Figure
1 for four frequencies; the radiation level exhibits a peak some-
where between 60° and 40° to the jet axis, depending on frequency, and
thereafter decreases almost linearly with angle. The measured directivi-
ties, shown in the same figure, do not exhibit a peak but the calculated
results are otherwise in fair agreement, particularly at the higher fre-
quencies for angles shown outside the jet flow (that is, greater than 10°).
The major discrepancy may be connected with our over-simplified parallel
jet flow model since a peak does not appear in the theoretical directivity
patterns obtained with diverging jet flow models; this aspect will be
considered in future work.

The influence of sound mean flow interactions on the axisymmetric
radiation level of a particular angle as a function of the radial position
of the source and frequency (f; - fg) is illustrated by Figure 2 (zero
flow) and Figure 3 (jet Mach No. = 1, wvelocity profile is shown). In the
absence of flow at low frequencies (f;, f,) the radiation level is inde-
pendent of the source position but at Mach 1 the radiation level is
increased by up to 40 dB. At the highest frequency the zero flow sensi-
tivity is replaced by a large reduction in radiation level if the source
is well inside the jet flow. The level increases linearly with source
distance from the center-line but if we assume that the most significant
sources are located near the lip~line (r'/ro = 1) then it can be seen that
there is a smooth reduction in radiation level with increasing frequency,
which is consistent with experimental observation at small angles to the
jet axis.
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Difference spectra solutions to Lilley's egquation for a sirplified version
of the standard turbulence space-time covariarsce funotion are in good
qualiictive agreement with mecsurements.

The frequency dependence of non-axisymmetric radiation froa a circular
jet is different from that of the axisysmetric radiation in the absence of
sound-mean flow interaction effects. To illustrate theisv influznce we
consider the case when the point scurce is on the lip~line of a Mach 1 jet;
the variation of radiation level with frequency for five particuiar angles
is shown in Figure & for axisyssetric radiation and in Figurs § for the
first non-axisymetric mode. In the first figure there is a moderate low
frequency "1ift", which is negligible near 9G° and 3 smooth reduction or
attenuation at all angles as the frequency is increased. In Figure 5, the
low frequency behavior is completely different: the non-axisymmetric
radiation is well below that due to the axisysmetric radiation, as in the
zero flow case (not showm). At higher frequencies sound-mean flow inter-
actions produce the same effect; that is, a reduction in radiation levels
with largest reductions at small angies. In principle all the non-
axisymmetric modes contribute to the acoustic radiation from a turbulent
jet.

In our first attempt at predicting the difference between measured
radiation levels and the classical, theoretical, jet noise directivity
pattern, as, for example. shown in Figure §, we have assumed that the
source function correlation length in the circumfarential direction is
small such that all the mcdes have equal excitation. The radfation is
equal to a simulation of contributions from a finite number {but suffi-
ciently large to ensure convergence) of modes to give the theoretical
difference spectra shown in Figure 7 (for comparison with Figure 6). Now
that all the significant modes have been taken into account, the theoreti-
cal difference spectra at large angles are nearly constant, while at
smaller angles and at high frequenciec the reductice or attenuation with
increasing frequency remains. Both trends exist in the measured differ-
ence spectra but at low frequencies the general behavior is not reproduced
in these theoretical results. This may be due to real source location
effects not yet taken account and other crude assumptions on which this
preliminary mcdel is based rather than on any inherent limitations of
Lilley's equation.

Detaiied analysis and further results are given in Appendix 1.
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3.2 TURBULENCE/SOURCE FUMCTION TRz0kY

T

> inporgressible
Jet ts deseribed <n teres oof trr Dally 1o:me otolle orde - of e primoy
Jet Flow.

Tre Iarge-soale noise peefoin: sivuctiae 3y & ox.soort

The aim of this work has beea to 23,2073 tne larga-soaie wice pro-
ducing structure of a turbulent jet. Recentiy, considerabie evidence has
been made available whick indicates that the noise acnerated by a turbe-
lent jet is closely relatzd to 3 large-scale organized motion which results
from instabilities of the primary flow. Experiments have demonstrated that
the scale of these large eddy structures is much larger than that of the
energy-containing eddies.

The veloacity asd pressure ia the jet are separated into three compo-
nents; the first is the time averaged coopenent, the second a time-
dependent orsanized fluctuation, acd the third the background disorganized
turbulence. The effect of the background turbulence is represented by an
eddy viscosity.

The equations fer the orcanized motiuvn ars rourier decw=posed and
linearized and the nean flow is assumed to be locally parailel. The
fluctuations are seen to locally satisfy the howcgeneous stability equa~
tions. Thus, the organized motion is described by the spatially unstable
modes which are =igensolutions to the stability equations. By analogy
with stability thecry it is plausible tc assume that the structure of the
jet is locslly dominated by the most preferred ocde or the most highly
acplifying fluctuation at the location. The radial distributions of
axiai velocity fluctuations and shear stress parameter for the most
uastakle kelical rode in the developed region of the jet are shown in
Figure 8. The most amplifying frequency is a function of the local jet
mocentum thickness; this relationship is showe in Figure 9 for the axi-
symmetric ané helical modes, n = 0 and n = 1. The higher freguencies are
seen to dominate for small jet thicknesses and the low frequencies dominate
in the developed jet region, where the jet thickness is large. At the end
of the potential core, b* = 4128, the Strouhal frequency of the dominant
modes lies between .3 and .4. In the potential core region the dominant
frequency is approximately inversely proportional to the local jet width
and in the deveioped jet the frequency is proportional to GZ&/b*. From
the momentum equation G* is inversely proportional to the jet width b*
and so in the developed et the dominant frequency is inversely propor-
‘tional to the square of the jet width. These relationships agree well with
those used by Ribner 7) where the radian Strouhal frequency is between .3
and .4 at the end of the potential core and is inversely proportional to L
in the annular mixing region and inversely proportioral to L2 in the
developed je. where L is a characteristic length of a slice of the jet.

10
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The dowmsiream devetopment of the mean flow, and growth in ensrgy arplitude
of the ovganized motion, are found by soluiions to integral forms of the
momentwn and energy zquations, in which the fluctuations are deseribed
locally by a sum of the least stable modes for egeh asimuthal mode number.

With the fluctuations described locally as a sum of the leasi stable
modes for each azimuthal mode number, the downstream growth of the mean
flow dimensions, jet center-lins velocity decay, and turbulent energy may
be calculated. The development of the mean flow is affected by the initial
amplitude of the fluctuations though the maximum amplitude of the fluctua-
tions varies only slightly for large changes ia the initial conditions. The
jet center-line velocity decay for equal initial fluctuation energy ampli-
tudes of the axisymmetric and helical modes is shown In Figure 10. The
center-line velocity decay is shown in Figure 1}, where only a single
azimuthal mode number is considered. The axisymmetric mode alone does not
lead to sufficient energy loss by the mean flow wherecas the helical, n =1,
mode leads to too large a decay in the jet center~line velocity. The
center-line velocity decay computed by a well tested mean flow program is
shown as the continuous line in the previous two figures.

A good indication of the amplitude of the velocity and pressure
fluctuations is given by the integrated energy density flux. The down-
stream growth and decay of the energy density is shown in- Figure 12. The
amplitudes of the two azimuthal modes ars almost equal in the annular
mixing reaion of the jet but the helical mode dominates the developed
region of the jet.

The downstream growth and decay of single frequenhcy components is
found by determining the local amplitude rate as a function of downstream
distance, with the scale of the mean flow predetermined by the most ampli-
fying mode analysis discussed above. The axial behavior of a number of
different frequency components for the n = 1 mode, for a given equal
initial amplitude, is shown in Figure 13. The higher frequency components
grow very rapidly to a peak close to the jet exit before decaying at a
similar rate, whereas the lower frequency components peak further down-
stream. The relative magnitudes of these frequency components may be
determined since the magnitude of each component is known at the axial
location where that frequency was most amplifying.

Further results and detailed analysis can be found in Appendix {.5.
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The development of a two-dimensioral zompressible shear layer is found from
solutione to irtegzul forms of the momentien, mechanical energy and thermal
energy equaiions in which the f?u,tuatzons are deseribed locally bJ the

most wistable etgensolutions tc the viscous compressible stabilit

equations.

The compressible flow analysis erables the calculation of the effects
of Mach number and temperature variations on the stability of the primary
flow and hence on the crganized fluctuations. Thus. it is possible to
treat such problems as high speed, high temperature flows.

Linearization and Fourier transformation of the continuity, momentum
and internal energy eguations and the equation of state for the organized
fluctuations leads to a set of coupled ordinary differential eguations for
the fluctuating velocity components, pressure, density and temperature.
Together with the boundary conditions these equations form an eigenvalue
problem. This is solved for specified velocity and temperature profiles
of the mean flow.

Figure 14 shows the effect of the Mach number M_ and the temperature
T, of the high speed stream on the growth rate for two-dimensional fluc-
tuat:ons in a compressible shear layer whose mean velocity profile is of
hyperbolic tangent form and where one stream is at rest. lIncreasing the
temperature of the high speed stream is seen to reduce the frequency for
maximum amplification. Increasing the Mach number of the high speed
stream is seen to decrease the growth rates of the fluctuations.

The fluctuations are described locally by the most amplifying solu-
tions of the compressible stability equations. The radial distributions
of the mean square axial and transverse velocity fluctuations and the
shear stress parameter uv are shown in Figure 15.

The linear solutions are used, in the same manner as for the incom-
pressible flow, in integral equations to determine the axial development
of the free shear layer. The dominant frequency as a function of axial
distance may then be calculated and this is shown in Figure 16. As in
the case of the incompressible axisymmetric jet, the high frequencies
are seen to dominate in the early stages of the development of the shear
layer.

Further results and detaiied analysis can be found irn Appendix 1-6.
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3.3 ACOUSTIC FACILITIES

A new faciliiy, anechoic at all freguencizs above 200 Hz, has beer. designed
and constructed for investigating supersonie hot jet exhaust noise over a
large envelope of jet operating conditions. It incorporates a specially
designed exhaust collector that provides a free-field enviromment for any
configquration under test.

The present facility was carefully designed accounting for inade-
quacies in other facilities and was guided by the stringent demands of jet
noise research on this program. Prior to the design and construction of
the facility, a one-sixth scale model of the anechoic room was constructed
and a comprehensive series of flow visualization and temperature mapping
experiments was conducted. The results of this model study dictated the
design of the exhaust collector/muffler to provide entrainment air in
quantities demanded by the jet operating conditions. The choice of acous~
tic wedge material and design -was optimized by conducting an extensive
series of performance evaluation tests in a specially built impedance tube.

A plan view of the complete hot jet noise facility is shown in Figure
17, and it is described in detail in Appendix 1i. A photograph of the
compieted facility as viewed through the entrance door is shown in Figure
18. ltems of interest in the photograph are the exhaust collector, the
microphone arc and the crane cover (in the lower left corner). The anechoic
room measures 22' (long) x 20' (wide) x 28' (high) between structural walls,
and the flame-retardant wedges are 18" long. The room is anechoic at all
frequencies above 200 Hz. The hot air is supplied by a Marquardt Sudden
Expansion (SUE) Propane Burner. At the present time, the test range of the
facility for model jets of 2 inches diameter is up to 1500°F stagnation
temperature and pressure ratios as high as 8. This range is adequate to
permit the determination of temperature effects on jet noise, however, upon
installation of a 300 KW electric heater between the muffler and the plenum
sections, it will be possible to increase the range of stagnation tempera-
ture to 2000°F, giving a better high temperature limit for studying
advanced systems.

The acoustically lined exhaust collector injests entrainment and room
cooling air through the outer channel of the coaxial duct in quantities
dictated by the particular jet oparating condition, with no special forced-
air injection or fan system. After passing through the air gap between the
concrete wall and the false wall on the collector side of the room, this
entrainment air then distributes symmetrically around the jet axis, thus
keeping the air flow circulation velocities in the room to a minimum.

A "cherry-picker' crane is used to gain access to instrumentation and
test installations for calibration, test set-up modifications, and mainte-
nance, thus eliminating the need for access platforms and their attendant
reflection problems. The crane is stowed by remote control under an
anechoic cover during all test operations. The microphone arc is at 72
nozzle exit diameters, still outside the wedge near field. Noise data are
normally taken in the range 15% < 6 < 105°, but forward arc measurements
to 150° can be accomplished by adding a plenum plug.

16
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Tha facilities were subjected to rigovous performance evaluation tesis, and
it has bzen established that (i) at 72 nozzle diameters from the jet exit
plane, the microphenes ave in ihe far-field of the jet exhaust al frequen-
cies down to 200 Hz and (iZ) the operation of the facility, both hot and
cold, iz not ajfected by internal noise, at least doum to 350 jps.

in crder to confirm the design criteria and to ensure the accuracy of
the subsequent jet noise measurements, the facilities were subjected to
rigorous performance evaluaticn tests at appropriate stages and the major
findings. are as follows.

The anechoic quality of the room and the far-field criteria were
examined by conducting inverse-square law tests, first with a point sound
source and later with a cold jet {(distributed sound source}. Typical
results are presented in Figures 19 and 20 respectively. It can be seen
that the cut-cff frequency of the room is below 200 Hz and that at the
proposed distance of 12 feet (72 nozzle diameters) from the nozzle exit
plane, the microphones will be botb in the acoustic as well as the
geometrie (or interference) far fields of the jet exhaust at all frequen-
cies of interest (above 200 Hz).

The spectrum of background (or ambient) noise in the anechoic room is
shown in Figure 21, together with the 90° cold jet noise spectra at various
velocities. The low background noise does not affect the jet noise
spectrum even at the lowest velocity (300 fps) tested. Further, the jet
noise spectra for velocities up to 1000 fps follow the V& dependence, thus
indicating the lack of any significant internal noise contribution.

The magnitude of the internally generated noise at a low value of jet
exit velocity ratio (VJ/ao = (.32), both cold and hot, was established by
conducting a systematic study {see Appendix 1}} and a typical set of
results is presented in Figure 22. |t can be concluded that the internal-
ly generated noise, for cold as well as hot operation of the facility, is
not significant at least down to Vj/a, = 0.32. All data for Vy/ag > 0.32
obtained from this jet noise rig represent true turbulent mixing noise,
unaffected by internal noise, Due to limitations imposed by the measuring
instrumentation noise, however, the lower limit of VJ/ao in jet noise
experimental programs will be restricted to 0.35.

8
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3.4 JET NOISE EXPERIMENTS

The jet noise experimental program has extended the range of available
turbulent mixing noise data to include velocities in the range 0.35 <
Vj/ap < 2.8 with jet stagnation temperature ratios in the range from
unity to values in excess of 3.

The characteristics (spectra and directivity) of the sound field of
supersonic, shock-free jets are studied experimentalily by measuring the
turbulent mixing noise in the far field from four 2-inch diameter nozzles,
namely a convergent nozzle for pressure ratios up to 1.89 and three
convergent-divergent nozzles having design Mach numbers of 1.4, 1.7 and
2.0, respectively. In order to avoid the contamination of data by shock-
associated noise, these latter were operated only at their design pressure
ratios (up to 7.4).

The experimental program chart (Figure 23) shows the ranges of jet
static temperature ratio T /T, (and hence also jet density ratio Pj/P,)and
jet exit velocity ratio Vj/ap that could be obtained with the available
ranges of stagnation temperature ratio Tp/T, and pressure ratio Pg/P,. The
portion of the chart above the TR/T, = 3.6 curve has been explored to date,
while the portion below this curve represents the additional regime that
will be available in the near future when the electric heater is installed.
A total of 65 jet exit conditions (Ty/Ty, Vy/ag) were in fact chosen, and
these are identified by test point numbers in Figure 23. It can be seen
that by considering test points along each horizontal line it is possible
to keep the jet efflux temperature constant while varying the jet velocity.
Conversely, each vertical line maintains constant exit velocity while
varying jet efflux temperature.

At this stage, the experimental results are being analyzed in order to
obtain some knowledge of the physical origin of the observed effects and
their accountability in terms of the Lighthill acoustic analogy approach
and other prediction methods. In particular, the results at 90° to the jet
axis have been successfully employed to establish the influence of flow
temperature on mixing noise source strengths, as described in detail in
Appendix 111, Several difficulties are presented, however, in analyzing
the results at other angles to the jet axis in terms of available models
for convective ampiification and refraction and work is in progress to try
and resolve some of these difficulties.

20

- ——




Downloaded from http://www.everyspec.com

Experimenta] Program Chart

0.4
Fig. 23




Downloaded from http://www.everyspec.com

T M

»
R ad
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in generai agree vith the mecsured apecira, at 30° to the jet axis, vithin
1 or 2 dB.
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in order to avcid the additional problems of convective amplification
and refraction, the influence of tesperature on mixing noise source .
strengths is studied by exa-umng the data at 90° to the jet axis only. In '{
general, twc sources of noise are apparent, one due to the familiar
Reyroids shear siress fluctuations and a second attributable to density or
temperature fluctuations promoted by the turbulent mixing of streams of
dissimilar temperatures. This latter dominates the measured noise at Tow
velocity and high temperature. Scaling laws for the spectra at S0° to the
jet axis of these noise components are respectively ¢

(i) Reynolds shear stress noise contribution:

o 1= 7.5 v
S,.(u) = Sn(us) i 5] [;i] = a2(t), where ,:_s,'_:_ .

Sm(ws) is the master shear stress noise spectrum given in Figure 2k and for
the majority of cases tested,

Ts/'l’o = 0,7 (TJ,TQ - l) + 1.

(i1) Temperature fluctuation noise centribution:
20, 1Y e
St(w) = Sylus) [2“] [-‘-"-] = b2{t), where AT = (T; - To);
o

ST(wg) is the master temperature fluctuation noise spectrum given In Figure

- '

These sources are not statistically uncorrelated as previously
supposed, but are, it appears, highly correlated. The resulting spectrum,
when both are contributing sufficiently, must therefore be calculated from

S(w) = a2(t) + 2 /a2(t) Ybe(t) + bi(t)

which assumes unity correlation between the sources, where a{t) and b(t)
represent the amplitude dependence of the far fleld pressure from the
Reynolds shear stress source and the temperature source respectively. The
use of these relationships, in conjuncticn with the spectrs given In
Figure 24, Is in general capable of predicting the measured spactra at 90°
to the jet axis to an accuracy of 1 or 2 dB.

22




1/3 OCYAVE INVENSITY (dB)

100

¥

Downloaded from http://www.everyspec.com

¥ R ] ¥ L4 1§ 1 4 Y 14
8 = %0°
=12 In.

R/B = T2 e
a [ ] L4 L [ 4 * ® and

» * ¢ . [

[ 4
&
[ J -y
L ]
®
®
e -l
* A AL,
. ‘ ‘ ‘ ‘ ‘ L -
. A 4,
'
A VELOCITY
. 4 Vs, T, aerwscncc
'y o REYNOLDS SHEAR STAESS KOISE 10 1o v’” 1
A TENPERATURE FLUCTUATION NOISE 1.0 2.0 V_.‘
) | 1 '] 1 1 i 4. '3
0,25 0.5 1 2 % 8 3 318

1/3 OCTAYE CENTEK FREQUENCY {Kiz)

Fig. 24 Master Spectra for Reynolds Shear Stress Noise
and Temperature Fluctuations Noise

-

-~

Yy «
g LW L

-




_____Downloaded from http://www.everyspec.com

3.5 LASER VELOCIMETER DESIGN AND QUALIFICATION ;
& laser velooimeier develcped Dy the Lockkeed-Georgia Corpany has success- .;4
fully dewonsirated the abilitu to mweasure instantaneous twrbulence velocity 1
in nigh velocity air jiows at repetitior rates as fast as 2.4 microseconds. '

A laser velocimeter is an electro-optical system which measures local- y

ized velocities in a fiuid flow field by detecting the laser light scattered
by contaminant particles suspended in and moving with the fluid. Such
systems are potentially capable of measuring instantaneous velocity vectors
in 3 turbulent fiow field over a velocity range Trom less than 1 inch/second
to greater than Mach 4. The measurements do not disturb the flow field and
are made in a localized region with cylindrical- volume dimensions typically
of 0.3 millimeZers radius and one millimeter length. As a consequence of
the feature of non-interference, a wide range of flow characteristics may
be investigated without distorting or destroying the characteristic under

study.
u The Lockheed-Georgia Company has developed an advanced laser velocime-
{ ter (Figures 25 and 26) which provides the unique capability of measuring
two simultarieous, orthogonal ficw velocity vectors at very high repetition

rates. The minimum time between samples is 3 microseconds and the maximum
continuous throughput rate for valid data is 18.75 kHz. The velocimeter
system operates over a velocity range from I to 4,600 fps with an instan-
taneous sampie accuracy which varies linearly from .1% at 125 fps and below
to 3.2% at 4,000 fps. The ability to achieve these capabilities is based
on three major system features:

(1) a set of unique and highly efficient color separator/beam
splitter optics {Figure 27) provide the basis for generating the mslticolor
laser beams necessary for multivector capability; the optics are self-
aligning, exiremely stable and virtually eliminate cross-talk between
vector channels;

‘ ‘ {2) extremely high speed processing electronics {using a 500 MHz
‘ clock rate), and error checking circuitry; and,

} (3) direct coupling of the LV to an on-line, high data rate mini-

computer which provides unusual fiexibility in data formatting and in
changing or adding outputs or calculations.

-
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Analysie of the instantaieous veloeity data from the laser velocimeter
results in a probability denstty distribution of the samples, mean velocity,
standard deviation (turbulence intensity), auto and cross-correlation and
power gpectrum and cross-spectrun at frequencies up to 20 kHz. Valid
comparisons have been made with hot-wire spectral data.

The on~1line mini~computer is used to compute the mean, standard devia-
tion and velocity distribution of the data for immediate reference. An
advanced data processing algorithm processes the random-time sampies
acquired at sub-Nyquist average rates to produce the auto-correlation of
each vector and their cross-correlation function. From these, the appro-
priate spectrum information is computed by Fast Fourier Transform. The
power spectrum measured on one channel in an 0.63 inch jet is compared to
that obtained by a hot-wire anemometer in Figure 28. The complete elec~
tronics and processing systems have been calibrated by using frequency
moduiated signals to replace the laser signal inputs while retaining the
particle detection electronics for data sampling. Figure 29 shows the
results due to a 1 kHz square wave modulation indicating harmonics of
correct order and amplitude up to 20 kHz. This data was sampled at an
L average rate of 6,000 samples per second. Signals up to 50 kHz have been

correctly processed in this manner. A simulated data set used to develop
the original software concepts has been extensively used in studies to

b refine the data processing algorithm. Figure 30 shows the cross-spectral
density from two simulated channels compared against the characteristics of
the original signal. Data in the range 300 Hz to 50 kHz have been analyzed
with this simulation.

After absolute calibration of measured velocity and turbulence inten~
sity in the test jet have been completed, the LV will be used in support
of the theoretical program to perform detailed spectral profiles of the
test jet throughout its operating range.

A detailed discussion of the laser velocimeter design and qualifica-
tion is given in Appendix |V.
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4,  CONCLUSIONS

1. The homogeneous form of Lilley's equation is recognized to be the
same as the equation which is used to investigate the stability of inviscid,
compressible sheared flows. Thus, two types of solution can be obtained:
the '"acoustic solution' and the '‘unstable solution'*. Unstable solutions
are being studied in our theoretical program to provide information for a
model of the source function in Lilley's eguation and are described else-
where. The ''acoustic solution' is the subject of this report.

2. Acoustic solutions to Lilley's equation can be constructed from
an appropriate specification of the source function and point source or
Green's function solutions.

3. The influence of sound-mean flow interaction-effects on the
radiation level and directivity of point source solutions has been evalu-~
ated in some detail for subsonic parallei jet flows with realistic mean
velocity profiles.

4, The directivity of modified point solutions are only in qualita-
tive agreement with measurement and while gquestions remain concerning
representation of the experimental source and the type of solution utilized
here, consideration of theoretical results, obtained elsewhere, strongly
suggests that a more realistic mean flow model is required.

.

5. A complete solution to Lilley's equation for a simplified version
of the standard type of source function is evaluated in the form of differ-
ence spectra which are found to be in good qualitative agreement with
measurement.

6. A model for the large-scale organized structure of a turbulent
axisymmetric jet has been dcveloped.

7. The model gives the radial, axial and azimuthal variations in the
mean flow and the organized fluctuations. 1t also describes the dominant
frequencies and wavenumber, and hence the phase velocities, as a function
of position in the jet.

8. A similar model for the 2-D compressible shear layer has been
developed.

9. An existing facility has been modified to provide ar anechoic
high temperature (presently 1500°F) jet noise test facility.

10. “in'the facility qualification tests, it was determined that rig
internnl noise was not a problem at velocities as low as 350 fps for hot
and cold operation and that the microphones were in both the acoustic and

geometric far fields.

11. A series of high temperature jet noise tests was conducted which
extended the range of available jet noise daca to temperature ratios in
excess of 3.0 up to exhaust Mach numbers of 2.
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of a new model of noise due to temperature fluctuations.
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12. Analysis of the jet noise data at 90° resulted in the develcpment
The data coliapse

to within 1 or 2 d8 at all frequencies, within the complete test envelope.

13. An orthogonal two-channel laser velocimeter design and construc-
tion was completed and checked cut. Signal outputs from the photo-
multiplier tubes proved that the two channel concept was valid.

14. The LV processor and analyzer system was completed and checked
with simulated particle signals. All features of the processor and
analysis program proved to be more than adequate.

15. In actual test runs in the high velocity jet, comparisons between
the LV spectral output and a hot-wire spectrum proved that the Lockheed
laser velocimeter is an operational system and that it meets or exceeds all

design goals.

in conclusion, all scheduled objectives for the first half of the
program have been successfully met without encountering significant diffi-
culties. Thus, it can be concluded that the program goail of understanding
the jet noise generation process can be accomplished by continuing to
follow the original schedule of work, both theoretically and experimentaily.
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APPENDIX 1 X

THEGRETICAL STUDIES OF A

JET NOISE GENERATION AND RADIATION L

AND TURBULENCE/SOURCE FUNCTION BEHAVIOR g

- {eitique of Acoustic and Source Models for the Generation of Noise :

kv Tarbulence, 8. J. Tester and P. Jd. Morris.

" Zn tha Theary of Jet Nelse and its Appiications.
3. A. Lillsy, P. J. Morris and B. J. Testeril),

. J» the Respective Roles of Helmholtz-Type Instabilities and Acoustic
#rapagation in Jet Hoise Generation and Radiation, P. E. Doak.

o= Yound Kadiation from Sourcis in Parallel Sheared Jet Flows,
£. 4. Tester and R. K. Burrin 2),

& Model for %hf Structure of Jet Turbulence as a Source of Noise,
® 4. morristd),

& ¥gdel for the Orderly Structure of Turbulence in a Two-Dimensional
i%e v {ayer, S. S. Kapur and P. J. Morris.

Thg Momentum Potential Field Description of Fluctuating Fluid Motion
a3y 2 Basis for a Unified Theory of Internally Generated Sound,
¥ £, Doak(l,

INTRODUCTION

"oy 3ppendix contains papers and notes on theoretical aspects of our
whgo " program written by members of the Lockheed team during the past
Fa:  weution t-2, an AIAA paper by Lilley et al serves, ir part, to
C e, Sy theoretical program; but since this paper, and other papers
. ~i23 here, are essentially progress reports, a more general introduc-
. iven td the two main aspects of our program: the acoustic model,
i% . Ahilley's equation in Section I-1.1 and the turbulence source
~ + & svierly structure model in Section (-1.2. A brief review of
= yad v ntemporary work is given in each of these sectlo?g a more
A &' Vitprature review has been recently published by Doak ’.

" .zl shed as AlAA Paper Mo. 73-987, October 1973.
ntrshed as AIAA Paper No. 74-57, January 197h.
Toutinted as ALAA Paper No. 74-1, January 1974,
.m0 shed as AJAA Paper No. 73-1000, October 1973.
xeterence 1, Appendix i-1.
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1-1. CRITIQUE OF ACOUSTIC AND SOYRCE MODELS FOR THE GENERATION OF NOISE 8Y TURBULENCE

B. J. Tester and P. J. Morris
Locknecd-Ceorgia Company
Marietta, Georgia

1~1.1  General Introduction to the Accustic
Model, Based on Lilley's Equation, and
1ts Reiaticn to Other Contesporary Models

Our accustic model, i scme respects, plays a
central role -in the range of models currently under
developzent elsewhere; for exasple, in a sense, it
includas as special cases the model developed by
Mani{ 2) based on a slug flow jet and the approxi-
o3g2 analytic solutions te Phillip's egustion
abtained by Pao(3) for a shearec jet flow. On the

ther hand in these speciat cases and, indecd, in
o3F work, the m2an flow modei is possidly too ex-
sensive in that the cean flow is uni~directional or
saratlel and herce ic obviously at variance with
the diverging or spreading properties of a real jet.
Froa the analytic point of view the advantages of 3
parallel flow mocel are so overwhelming that, until
rciently, nith the work of Schubert{4 » Hungur o¢
2°45) | and Liu and Maestrello{6) the diverging
fiow on acoustic radiation had been coopletely
ignored. re we conpare the models and resuits
from the aforementioned references with our own and
also include Lhe rore rece 't work by Taa{ 7}, which
is essentially unique, at least from the acoustic
vicupcint.

In general, the acoustic models arc based on an
inhomogeneous wave equation in say the fluctuating
pressure, P,

L(p) =+

~ere
tlp) =0

is a type of (lincar) wave equation which may in-
clude (i) the jet mean velocity and mean temperature
as constants (Mani), as variables dependent on the
radial coordinate (Phillips-Pao), plus (ii) radial
gradients of the jet mean velocity and temperature
(Litley), ptus (1ii) jet mean velocity and tempera-
ture os functions of the axial coordinate as well as
the radlal coordinate (Shkubert, HMungur, Liu). When
these quantities are abseat, it reduces to the
classical wave equation which is the only acoustic
cquation uscd by Tam{ 7); that is, he does not
attempt to utilize any type of inhomogenous wave
equation and uscs only the classica® wave equation
vutside the jet flow region.

Again when these quantities are sbsent, the in-
homogeneous wave equation reduces to Lighthillts
famous equation and the source function A takes on
the well konown form which is quidratic in the
relucity fluctuations; it takes on a different form
in Phillips'! equation and yet another form in
Lilley's equation although in the latter it is still
quadratic in the velocity fiuctuations. In Mani's
model the source function is not related to the
velocity fluctuations at all and in this sense his
work falls into the category occupied by Schubert,
Mungur and Liu wnere the source or excitation for
their wave equations is the elementary point source.
These works are not concerned with jet noise as
such, that is the strength or distribution of

33
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scund sources within the jet,but enly with how the
sound radiation from c soree is affected by the
jet mean flow ficld. The task of solving the
Lighthili, Phillips or Lilley equations conveniently
falls into two parts: (a) specification of the
source function A and (b} soluticn of the inhomo-
geneous wave eguation. The source function, it is
assumed, can be accurately specified from a know-
ledge of the furimient velocity fluctuations in the
jes flow; our progress to date on the development of
3 model for the source function is described in
Section i-5 and a general introducticn is given in
Ssction 1-i.2. Here we consider the problem of
solving the inhooogeneous wave equation for a given
scurce function.

The relevance of the point source studies now
becomes clear: since the wave equation is linear in
the pressure fluctuations and the source function is
aot 2 deterministic function of space and time, the
only realistic approach is to solve the equation
with the source function replaced by that describing
3 stationary point sourcc emitting a pulse 3t a par-
ticular time. Once this solution is obtained the
required solution for a particular source function
can be constructed by superposition. These inter-
mediate, stationary point source solutions serve two
other purposes:

(i) since in the absence of sound-mean flow in-
teractions the radiation would be ommi-directional,
the directivity is a direct consequence of these
interactions and is not cbscured by source convec-
tion and source distribution interference effects,
and

(i1) the solutions can be checked by experiment
since it is not difficult to create a stationary
point-source in practice.

Thus, one of the main purposes of Lilley's equation,
to accurately represent sound-mean flow interac-
tions, can bhe examined in detail and checked by
experiment, independently of the source function for
turbulent velocity fiuctuations. This is why Sec-
tion 1-4 concentrates cn this type of solution.

We can now examine in more detail the contempo-
rary models having shown that the point source
models of Mani, Schubert, etc., are quite relevant.

Mani{ 2) uses an infinite parallel slug jet flow
mode) and, as we have said, does not have a turbu-
lence related source function but a point source
which moves with the jet flow velocity from minus
to plus infinity. Apart from this moving source
feature his mocdel is simply a special case of our
flow model in the limit as the velocity profile
tends to the top-hat slug profile, or, a good
approximation to the profile at the jet nozzle. In
his earlier work the source is of infinite 1ife-time
and the only information that could be obtained was
the total acoustic power radiated, which of course
obscures the important directivity effects. In
current work the finite life-time point source is
being examined so that meaningful directivity

-~
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patterns can be obtained. Mani's{ 2) work has been
of considecrable interest, partly because of the
moving source feature, but this does tend to confuse
source cenvection and sound-mean flow interaction
effects. A stationary point analysis can be applied
in a straightforward manner to the real case of
interest: a turbulence-relsted source function
whoie space-time covariance is separable in a
coordinate frame movin with some mean convection
spced, as in Section -4,

Paol &) has derived approximate araesie solu-
tions to Phillips equation for a parallel, sheared
jet fiow which he claims should be valid for jet
noise radiation at frequencies near and above the
peak freguency as long as the jet velocity is
greater than 0.6 times the ambient speed of sound.
de believe that Phillips'equation is a special case
of Lilley's equation in that solutions from each
equation shouid coincide at high frequencies but we
have not, as yet, proved this, either analytically
or numerically. Pao uses a source space-time
covariance function of the type described in the
next section although it is not clear whether this
is of the standard, convected type or not. Pao 8)
obtains some impressive agreement with measured
directivity patterns of supersonic jet noise and
rocket roise. Despite the meny advantages of
approximate analytic solutions we have chosen to
concentrate on numerical solutions (see Section 1-4)
to avoid any frequency restrictions and of course we
use Lilley's equation instead of Phillips® since the
latter equation does not contain the important
shear-sound convection/refraction or diffraction
term.

The point source models of Mungur et al{5) and
Liu and Macstrello continue the work of Schubert{%)
by investigating the radiation of sound from a
source placed in a diverging mean flow. Section I-4
shows that these models are at present more
accurate than our present parallel flow model in
predicting far-field directivity patterns (through
comparisans with neasurements carried out at UTIAS
in recent years). We feel that this problem must be
resolved; that is, we must improve the accuracy of
our solutions in this resoect before proceeding to
construct general solutions to Lilley's inhomoge-
neous equation for realistic and detailed source
functions.

Tan's work is different not only in the sense
that he does not use any form of inhomogencous wave
equation to obtain an acoustic solution but also in
that he uses, in fact, the homogeaneous form of
Lilley's equation to construct an orderly structure
model of the jet turbulence. This apparent dichot~
ony i~ considzred by Doak in Section i-3. The fact
that tilley's equation has unstable solutions as
well as well behaved acoustic solutions was the
basis of Proi. J. E. Ffowes Williams' criticisms of
our work at the last review. We remain convinced,
towever, that the acoustic solutions are valid,
partics™ 7, o the light of their good qualitative
agreement with measurement and the excellent agree-
ment when a diverging flow model is used ({Section
I-4). Nevertheless, Tam's work is of considerable
interest from the acoustic viewpoint in that he
proposes two mechanisms for noise generation, un-
steady entrainment by the diverging flow and
unsteady vibration of the jet column. The radiation
is calculated by matching the resultant unsteady
velocity fluctuations normal to an imaginary cylin-
drical surface enclosing the jet flow with the

acoustic field in the outer, ambient mediuva. This
approach is apparently at variance with the
accepted physical concept that velocity fluctuations
within the jet give rise to a volume source distri-
bution, which at low jet Mach numbers, is of quad-
rupole order. Sound genersted within the jet also
gives rise to velocity fluctuations normal to that
imaginary surface but these are not included by

Taml 7) as such. Although his approach is valid in
principle, its weakness lies in the need for an
extremely accurate description of those surface
velocity fluctuations such that the acoustic compo~
nent is not lost. Both Lilley's equation and
Phillips® equation are solved through a matching
process but the imaginary surface is drawn com-
prletely outside the mean flow and source region such
that only acoustic velocity fluctuations exist and
these consist of a superposition of contributions
due to radiation from the elemental sources repre-
senting the entire volume source distribution.

1-1.2  On the Choice of Source Function
in the Radiation of Noise from a Jet

Let us examine the current state of the art with
regard to the specification of the source terms.
There are two distinct schools of thought, though
there is no essential contradiction between the two.
The first may be termed the 'eddy-model® and the
second the 'wave-model'. The attractiveness of the
former model is its simplicity and its ability to
yield noise predictions which agree in many essen-
tial features with measurements. However, there is
much experimental evidence that this ‘eddy-model’ is
too restrictive and conceals the essential noise-
generating components of the turbulence. This
opinion has led to the use of the ‘wave-model’ in
which the sources are described as coherent large-
scale motions.

The original attempts at realism such as those
used by Ribner, Lilley and others specified certain
statistical properties of the flow. In this manner
the cross-correlation between the velocity fluctua-
tions in the direction of the observer can be
expressed in terms of characteristic local frequency
and length scales. An example of this technique is
given by Lilley in Section 1-2. The actual values
of these characteristic scales are always deter-
mined from experimental results. This model for
the turbulence assumes that eddies are convected
downstream at a certain convection speed and are
considered to be approximately isotropic in a frame
of reference moving with the convection speed. It
is also assumed that the eddies are small and that
the rms~value of the correlated quantities is
constant within the correlation volume. Such a
model for the structure of turbulence may be
introduced as

_ A2 -
V;VJ(A,t) = vg (- Eg)&;j + le Ajaj)

exp [- ((’L‘—,)z + ({—t)z)]

where A is the spatial separation from the source, 1
is the tim. delay, L) is the spatial scale of the
turbulence and Ly is the time scale of the turbu-
lence in a moving frame. This form is based on the
velocity covariance tensor derived by Batchelor

for homogeneous turbulence in a uniform stream where
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t!  longitudinal velocity correlation coefficient
f(a) is given by

£(2) = exp [- (t—‘-)zl-

We note that

vV, = y2 i =
Y (0,0) = vg i=]
=0 id}

indicating the presence of only normal stress terms
since the cssumption of local isotropy requires
that the mean flow be uaiform. The experimental
investigation by Fuchs(10) has shown that the iso-
tropic form of the cverall correlation function is
very much at variance with the measurements in a
jet; in fact the correlation measurements indicate
o strong periodic structure for the turbulence.

In spite of these shortcomings this model does
permit the calculation of noise radiated by a jet
and, as is shown in Section 1-2, much uyseful in-
formation can be obtained.

Howcver it is important to notice thet the
characteristic frequency and length scales which
are so crucial to the determination of radiated
noise have, of necessity, to be obtained from ex-
perimental measurements. Changes in the flow
properties by, for example, use of a different jet
nozzle configuration, can also be expected to pro-
duce changes in the noise characteristics. Since the
prediction of the radiated noise is our goal it is
unfortunate that once again, of necessity, the
frequency and length scales must be measured in the
new flow. In the case of high speed turbulent flow
the measurement of these scales has not been pos-
sible and only recently, with the use of optical
devices such as the laser velocimeter developed in
this program, have these measurements become
feasible. In essence this techaique has not ad-
vanced our ability to predict the radiated noise
from a turbulent flow.

Where are there gaps in our understanding that
need to be filled? Firstly, as we have discussed
above, the problem must be formulated in a way
viich accounts for interaction between the sound
wd the flow which leads to such phenomena as re-
fraction or diffraction. Sccondly, it is essential
to develop a model for the turbulence as a source
of noise. It is this latter need that will be
addressed here.

At the very least the model for the noise pro-
ducing structure of the flow must enable computation
of the local characteristic frequency and length
scales as well as the amplitude of the fluctuations
for usc in a simplified description of the statis-
tical properties. This clementary requirement
releases the researcher from the need to conduct
flow measurements for every change in-the primary
flow; that is, detailed predictions of the radi-
ated noise can be made without the necessity for
experimental input. Of course, this must not
preclude measurements being made either as confir-
mation of the theoretical predictions or to provide
further insight into the mechanisms of noise
generation and radiation. The model for the tur-
bulent structure described in Sections 1-5 and 1-6
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provides the required information. The source
function predicted by this analysis may be used in
either a 'Lighthill analysis' or making use of
Lilley's equation. Bergeron{l!) has made some
progress along these lines in his work on the
aerodynamic sound of nearly incompressible
boundary-tayer turbulence.

The essence of the mode! presented in Sectionrs
1-5 and 1-6 is that the noise-producing eddies in a
turbulent flow may be described in terms of a large-
scale, wave-like organized structure. (lLarge-scale
in this context is in relation to both the scale of
the energy-containing eddies in the flow and the
local width of the mean flow.) This description of
the turbulence al<o permits us to look at the noise
radiation process as deterministic.

The use of a wave-model for the turbulent struc-
ture has been used by Tam(7) and Michalke(12). The
motivation for Tam's model was his observation of
schiieren pictures of a supersonic jet which seemed
to exhibit a periodic structure in the developed
region of the jet. Tam assumed that all the noise
production could be associated with a single fre~
quency corresponding to the observed periodicity.
The predicted radiated noise using Tam's model
gives good agreement for both the overall level and
directivity. However, the observed spectrum of jet
noise does not contain one single frequency compo-
nent. Tam has argued that a degree of frequency
spreading will occur, but it would be fortuitous if
the combination of the noise spectrum of the highly
coherent source and the spectrum of noise generated
by the random background turbulence provided a
smooth spectrum over all frequencies.

The work of Michalke(12) was motivated by both
the observed discrepancies between previous source
models and measurements as well as the probable
coincidence of the large-scale motions in a turbu-
lent flow and the stability of this primary flow.
The analysis shows that there is no essential con-
tradiction between the eddy model and the wave model
of jet turbulence though the assumption of the
Gaussian form of overall correlation function leads
to a special case of Michalke's more general expan-
sion scheme. It is also found that the number of
components of jet turbulence which are responsible
for the jet noise is relatively limited being con-
fined to the most coherent eddies.

Though it is not explicitly stated in the
earlier works of Tam(13,14) and Michaike(15), they
appear to rely on the phase velocity of the scurce,
predicted by a linear theory, being supersonic. In
this way the inner solution may be matched with the
outer wave solution. This has led Tam(7.13.1%) to
study a Mach 2.2 jet. However, in the manner that
Tam(7) has formulated the problem in his most
recent work, this restriction to supersonic jets is
not necessary. Since the amplitude of the sources
is also changing in the axial direction, obeying a
non~linear process, the sources will generate com-
ponents in their wavenumber spectra which will give
supersonic phase velocities. This means that if a
non-linear theory is used there is no restriction
‘of the Mach number of the jet flow. 1n Michalke's
work(15) it is felt that though linear theory alone
is used, which for a subsonic jet would not permit
noise radiation, the truncation of the growing
linear mode at some spatial distance leads to an
equivalent non-linear amplitude limitation and the
wavenumber spectrum generated by this truncation

——
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will lead to components with supersonic phase
velocities.

The models for the turbulent structure developed
in Sections -5 and 1-6 extend the work of Tam{7)
and Hichalke(12). In these models the farge-scale
structure is not limited to a single frequency as
is the case in Tam's work but admits all possible
frequencies. Hcwever, like Tam 7). but unlike
Michalke(12), the model is non-lincar and can lead
to noise radiation by subsonic iets.
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Maserect

In appiications of Lighthill's theory of asero~
dynaxlc nolse the strength of the Sources depends on
the local inteasity of the turbuleat fiuctustions
together with the Intensity of the sound waves gen~
erated by the turbulence and thelr sutual intes
actions. These !atter effects cannct readily be
zalculated and hence astimates of ths nolse spectrus
ang directivity cannct be obtained. in the presant
work Lighthill's acoustic analogy is raplaced by a
theoretical model more representazive of the true
fiow and the turbulence fluctuations withia 5t.
this model the problem is divided intc an cuter
regica and an inner region which includes the turbue
lent fiow and Its convection. Pressure fluctuations
in the inner region ave suitably metched with those
in the outer. Two important resuits are odtzined.
Firstly, the gencration of high frequency cocponents
is rot contrciied by the gradients of mean velocity
and temperature within the flow and, secondly, that
within a given frequency band of the far field
radlation, only certsin regicas of the turbulent
flow contribute 20 that radiated sownd.

1~2.1 Introduction

Lic rill's theory(1),(2) of sercdynsmic nolse

as been the foundation of our present knowledge on
the generation of nglss from jets. This theory wss
extended by furte{3) to include surfaces within the
f:_ow field ond by Flowcs Willlams (4} to include the
cffects of upersonic conveciion speeds.

authors, nctably Ribner(S},(6} gr.é,ungy(”":.n
made efforts to include an adequate flow model in
Lighthi¥)'s theory from which the distribution of
the effuctive noise sources throughout the flow
field can be evaluated. Ajtnough the Lighthitl
theory provides a sultable base for the correlation
»f the tital acoustic power output from a jet with
distributions of noise intensity and its spectra,
in its usual form of application it does not pre-
dict the measured convective amplification, the
high frequency spectrun at small angles to the jet
axis and the changes in noise generation and propa=~
gation arising from changes in velocity and tem-
perature gradients within the flow field as found
in the careful experiments of Lush and others,

Some success in mdifying the basic theory of
Lighthill to inclu?g some of these effects has been
achieved by Ritner(8), ooak{9) and others, but
these works are far from exhaustive and a more
general treatment is clearly needed.

Since Lighthill's theory 13 an exact theory, it
s difficult to argue on any lack of agreement be-
tween experiment and theory. Differences that do
exist are of course apparent and are only due to the
introduction of approximations to the theory in
applying them to the calculation of the noise gen-
erated, Its directivity and its spectrum from o

ON THE THEGRY OF JE7 NOISE AND TS APPLICATIONS ‘

1

glven jet conflguration. Tals being so, progress In .
removing these apparent discreparcies hés been slow. -1
The difficelty Ties in the fact that Lighthills
tneory is based o 3 acoustic analogy wharedy the
turbulent flow in 2 jet xixing region, say, is re-
piaced by an equivalent distribution of moving
sources placed In & uniforn sedium at rest -- the
sources sove but not the fluld. The strength of the
30urces depends on the locat intensity of the turbu-
jent fluctustions together with the Intensisy cf the
sound waves generated by the turtulence and their
mutual interaction. Thus, the aguivalent scurce
streagth includes all such effects as refraction,
diffraction and scattering. Thys, the major probles
in applications of Lighthill's theory is uncovered,
in that the scurce strength can only be found when
the compiete probles of nolse generation is solved --
that is, the sound intensity as well as the turby-
fent fluctuations within the flow are known.
Attempts at Iterative methods of solution have so
far not been vary successful and have usually besn
linited to solutions covering jet exit Mach nushers
which are subsonic and seall. Other methods in
which refraction in the higher frequencies is fn-
cluded as 2 correction to-a sslution in which the
source strengsh is exclusively that associated with
turbulent fluctuations only, are useful in distin-
quishing some of the major characteristics of the
directivity of the sound generated. However, their
validity at low frequenciss is questionable. There
ts no doubt that these attsepts at improving the
Lighthii] theory and its applications have only had
marginal success and at present we are forced to
use experimental data in all applied work, with
theory merely assisting in providing a suitabls
tackground for the presentation of this data.

tn the Lighthill theory the real turbulent flow
Is replaced by an equivslent distributlon of quad-
rupole sources Ti; per unit volume in 3 unifora
€luid at rest through which the sources may move but
not the fluld. The approach to be followed In this
paper involives splitting up the problem into an
Inner and outer probiem. In the Inner solution sn
adequate flow mode) of the jet flow is introduced
which includes the mean fiow structure and the con~
vection properties of the turbulence. Our attampt
here is to provide a gencral flow model which rep-
resents in 3 simple way the main features of iie
flow field on the assumption that it Is not greatly
contaminated by the sound fleld which it generates,
and which propagates to the far fisld outside the
flow. Of course in assuming that the instantaneous
flow can be replaced by a time averaged flow field
plus a locally pseudo-random fiuctuating field, we
immediately lgnore the fact that over the bulk of
the turbulent flow in a let the flow is turbulently
intermittent and [ts large-scale structure, at
least, appears from experiment to be quasi-ordered.
Although there is much conjecture at the present
time on the correct Interpretation of the experi-




meatal datal10},(11), {12) available on the large-
scale structure, nevertheless measuresent and
physical observatlons confirx broddly a growth of
scale of the large-scale xction and 3 reduction of
its characteristic frequency with distance down-
treae as xight be deduced from the divergence, or
linear growth, of the mean flow field. Thus unless
sound gereration In & turbulent flow is very inter-
alttent in character and is specifically dependent
only on the instantaneous flow field, it can be
assumed that our flow model, i which the turbulest
structure is evolving contiruously anéd uniformly
along the mixing region cf the jet, can at least
predict sany of the gowerning festures of the far-
field sound Intensity suck as its directivity and
spectrue.

The paper first reviews briefly the mein charac-
ter stics of the far field sound Intensity of a jet
fron Lightkill's formulation. 3econdly, the gen-
eralized convective wave equation Yor the inner
flow is ¢iscussed and the form of the solution of
Its chazslaristic (diffraction) equetion is given
iod interpreted. Finally, the sodel for the flow
fleld is further discussed and our attempss at
dascribing the large-scale turbulent structure, in-
cluding effects of flow divergence and non-linear
Interaction, are descrided.

1-2.Z2 Lighthill's Tneory of Acracynaxic
Ncise Appiied to Jets

in Lighthi11?s(1)+(2) theory of aerodynamic noise
the perturbation density p-p,, throughout the entire
mediom, which is otherwise at rest, is given bty the
equation

,31 o2 3? T
-3?'3°V pﬂx—a;::- {2.1)

where le =pov; 4 {p - £ad) aij MATE

Lilley(‘” has given an expanded form for the
term in {p = pa?) but for the purposes of this
section we can a%sume that T;; is adequately
represented by its first term, and in which the
velocity components are the Fluctuating components
of velocity. The reason why the terms involving
products of the mean velocity and fluctuating com-
ponents of velocity are neglected ic that (see
Appendix 1-2A) such terms can be identified as
being responsible for refraction and diffraction
phenomena assoclated with the transmission and pro-
pagation of sound 2cross the real flow field. In
this analysis such effects are absent although their
magnitude is included in the local value and distri-
bution of T je Clearly any analysis which neglects
then can oniy be directed towards an estimate of the
total acoustic power and its spectrum.

For a static jet the far-field spectrum of nolse
at a point x at a frequency Y due to a distribution
of quadrupoles of strength Tjj moving at an average
Mach number K = ¥;/a_ is found from the solution to
Equation (2.1) to be

dy dé _xx.
3’(5;Y) - fjf“-mose).fﬂ(zﬂ), itk

s 2
2 x
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where & @ <y(x « y)a,lz - y} is the wavenumber of
the sound and is equal 1o thst in the urbulence.
The frequency is the Doppler shifted frequency

u=y (1 - K cosg) (2.3)

wherz 6 is the angie between the line joining the
socrce 3t exission o the observer and the direc-
tion cf the mean velocity of the sources iparaliel
0 the jet axis). § Is the separation in moving
coordinates and t is the relarded time separation
giver: by

e o R

T Ty ) (2.4

with T4 the time separation at the fixed cbserver.
Y is the coordinate of the source at emission. P,
is the space-time covariance of T;; taken in the
direction of source to observer.

Now the firal two integrations on Py are equi-
walent to performing a four-dimensional Fovrier
transform 0n Py (y;8;T) and can therefore be re-
places by ¥,,(yskiw) and Equation (2.2) has the
equivalent fora

¥ (xv) = :;;- fﬂ' dy {Pux fyskiv)) {2.5)

provided Pxyx is a continuous function along with
its derivatives and satisfies certain specific coan-
ditions. By the use of this relationship the
automatic selection of that pert of the turbulence
wave number frequency spectrum function which is
responsible for noise generation is achieved.

Equation (2.5) is an exact resuly for the spec-
trum of the far-field radiation if Pxx includes all
effects of the disturbances in the flow. If the
interference hetween the flow and the sound mode
generated by it Is negliected, as stated above, it
can be expected that although ljttle error will be
introduced in the magnitude of Py, its wave number
vector in the turbulence will strictly not be that
of the far-field sound. This effect will be
greater at high than low frequencies. The relation
between the wave number vectors in the turbulence
and in the far-field sound can be found in the high
frequency limit by ray theory, as suggested by
Csanady(14) and others.

In order to clarify what type of results are ob-
tained from this formulation based on Lighthill's
model, we introduce the gross approximation that

Pux(yi8i1) = Pyc(yIR, (y38) R, (ys7) {2.6)

The four-dimensional Fourier transforms lead to the
functions

ds 1.
1 vk "]‘:U —""(2 (;, e ke Ry (y;8) (2.7)
n

‘and
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sma- [ — (1) (2.8)

ooF (y:kia) = Prylyd 1,1, (2.9}
1f Tt is assumed that
R {yig) =omp { - &-3-3 (2.10)

where 5‘ = 6, J% etc. and t..l._,l: are scales cf
turdulence m the direction of the mainstrean ard
sransversely respectively,

and
Ryiyst) =exp { =02 1% } {2.11)
we find
(38 3 |X) 2
Tl = . : Ll exg { - -}?C(ﬂ.a) } (2.12)
16z 9, Aoy,
where
cn,v) = {1-mcos®)
242 12
¢ 22 (eos?s + -% sin?3). {2.13)
a
() 1

Rlth .3h iz can be argued at first sight that
< .S¢ g10ss approximations to measured values of
P,x are too crude to be of value; nevertheless, it
can »25ily be demonstrated that in evaluating the
far-field spectrum it is not the form of the
function Py which is critical, but how the length
scales L,.:.i,i in the turbulence and the reference
frequency, Woe 0 the turbylence, all measured in
the moving frame, vary in the downstream direction
and across the flow. We also stress that we have
used the correct form for the source function,
namely, 3“Pyx/31", which is consistent with our
assumptions about the form of Tj; and that the mean
«roperties of the turbulence are stationary
functions of time.

Finally, we require an approximaticn for the
amplitude function Pxx(Y)- We put

Paxly) = 32 () {2.14)

where p is a svitable average density and vy is the
component of turbulent velocity in the direction of
the observer. If we write v! and v! for the turbu-~
ient components of velocity in the axial and
transverse directions then very approximately

v_; = ;-;_" (cosd + B <inB)"* (2.15)
where 8 is the ratio of(;-;T/;-;T)i‘.

If we now write 2, for a typical length scale in
the turbulence and v, for a typical velocity in the

turdbulence in &8 moving frame then a relation must
exist between i, v and I suck thet

w t
¥ o .
-~ = A £2.16)

The function A, is the characteristic Strovhal
mamber in the turbulence and can, for our purposss,
be assumed 1o be a constant throughout the flow.

With these relations we cae find 'xx(l'k"‘)
throughout the fiow and perform the volume inte-
gration as required in Equation {2.5). The Inte~
gration is simplified if the function C(H,8) and uy
are both assumed ta o functions only of the axisl
distance along the jet; that is, we assume that X
is a mean representative convecticn speed of the
bulk of the turbulence and ay is the characteristic
frequency of the turbulence in the center of the
nixing zone 2T any station along the jet. Hence,
from Equation {2.5) we find

~ LY
#x;y) 4—’—“,—2 f ¢y, (coss + Bsing)Ely,),
- 32 a_x
-4

Y .
< g ly,) v v} p,(r)?
u, (vy)

bly,)

(-]

exp { -Iz—z-c ) (2.1
"“'o

where

dy,dy, 1,“-'-'T o :
o) - ] T [ = (2

b(y ) is a reference width of the mixing zone,

£ = £, and £,/2, = a, a constant, d, is the jet
dnameter and "o is an approprlate reference den-
sity in each region of the jet. The non-
dimensional quantity E will vary siowly along the
flow but for our purpose may be assumed to have
constant values in each of the mixing regions of
the jet within and downstream of tke potential
core.

The form of the spectral density is made clear
if the two regucns <pecifled above are treated
separately in the integration over y,. Tnus, on
using Equatnon (2.16) and specifying appropriate
variations of 85, vo and po with y we find, on
changing the varlable of integration fromy, to s,
where s = u5/w; and w, is the value of up at the
end of the potential core which is located at the
station y, = L, that the integral from O to L is of
the form

[ Lo (- 175
1 s

while the integral from L to « in the far jet is
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where

r=2X ¢ e
&
(]

and a7 and n\3. The values of m and n reflect the
variations of v etc. with Y, In Equation (2.17)
the value of 9 is the angle of the wave number
vector in the turbulence, which will bhe different
from that in the external sound field whenever the
model is extended to include the effects of refrac-
tion. The two angles are coupied as a result of
the tion Mach number, freq Y, and speed of
sound ratic between the flow inside the jet and in
the ambient air outside. Since the value of T can
be taken as constant, say [y, according to our
assumptions, from 0 to L, and noting

st ¢, wd]?
To = e T (2.18)

where thejet circular frequency Strouhal number

S = yd/V;, and Cy is some average value of C, we
find the following approximate asymptotic forms to
the above integrais for low and high values of the
Strouhal number. Thus, for

v 1
To>> 1 Blxiy) v ——
OS

and
~
Fo<<1 B

nlw
~

(x;v) ~
(]

showing that the convective amplification at low
frequencies is much reduced as compared with
higher frequencies. Other results which can
easily be deduced are that the peak Strouhal
number

s, ~1//C,

and that at the Mach wave emission angle Mcos§ = 1,
Sm decreases with Mach number at sufficiently

large values of H. In this latter case Y d/a_ is
constant.

The mean value of the square of the far-field
density,obtained from Equation (2.17),

4

s
B lx8) v M /xPC, (2.19)

is a result ?reviously given by Ffowcs Vllliams(“)
and Ribner 6), 1t is also found that approximately
half the total value of B (x,8) is gencrated within
the initial mixing region and the remaining haif is
generated downstream of the potential core.

The spectrum at high frequencies can be adjusted

4o

for refraction effects, as stated above, by the use
of ray theory. (f the mean value of density in the
early part of the mixing region is Py» Say, then
the relation between 8 and 6% (where 9 is now the
angle of the wave number vector in the external
sound field) is

cosf ,Go
cosf*r = Im‘ E-'- (2.20)

The cut-off angle for high frequency radiation is
then found for 6% = 0 and is given by

1

Hhy "’ﬂ’/
p‘

Most of these results are not inconsistent with
experimental data and demonstrate the deep under-
standing that can be found from a systematic study
of Lighthill's theory of aerodynamic noise.
However, the simple results obtained above and sup-
ported by experimental data of Lush 15) ang others,
indicate that the interaction between the wave
motion generated by the turbulence and the flow it~
self is complex and cannot adequately be described
by ray theory except in the asymptotic case of very
high frequencies. It is for this reason that the
study described in Section 1-2.4 is undertaken in
order to display a more adequate representation of
the flow field than can be obtained on the basis of
a simple convective quadrupole source model.

cosf . = (z.21)

1-2.3 The_Generalized Wave Equation
for the Inner Flow

In Lighthill's acoustic analogy the sources of
sound strength and their distribution reflect not
only the turbulent generation terms but also the
wave-flow interaction processes, which include re-
fraction and scattering. Lighthill's formulation
is therefore of importance when these interaction
effects are negligible, since then the source
function is determined from a specification of the
turbulence with these interaction effects absent.
When interaction effects require investigation it
is necessary to separately describe the flow field
(inner region) from the radiation or far-field
(outer region).

in Appendix 1-2A the flow equations are analyzed
for a slowly diverging mean flow field representa-
tive of a jet mixing region, and a generalized
inhomogeneous convective wave equation is derived
for r 2 1/y In p and its fluctuating part r'. This
equation can be written symbolically as

L{r } = A (3.1)

where A is the source function, which contains all
terms not linearly dependent on r', and L{ } is a
linear operator on r' having variable coefficients
which are functions of the mean flow field and are
assumed to be known. Now in a turbulent flow r!'
can be regarded as a random function of space and
time centered on local conditions in the flow. |If
we denote this fixed location at X, then r' will
be a random function of Xps Xy and t such that

et (x, X3y i X3 X) (3.2)
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Hormally we will refer to the position X as the
waial station x,. For a pseudo-two dimensional
nixing region we may Fourier decompose r' with
respect to x, and t in terms of the real wave
number k, and the real frequency w. Hence, we
write

. feimteiij’ do (x,0 k33w, x5 X} (3.3)

which is a Fourier-Stieltjes integral of a general-
ized kind with d&, the Fourier coefficient of r*
not in general of bounded variation. For the case
of a slowly diverging mean flow, such as the mixing
region of a3 jet, we may choose :

(!l + ‘ll)

[}
Nl"

and

Then on the assumption that derivatives of r' with
respect to X are small compared with the difference
coordinate x and noting that the mean fiow variables
are functions of X only and are dominated by their
variations in the x, direction, we find that the
Equation (3.1) for r' is unchanged provided all its
space differentiations are in terms of x, having
its origin at the chosen station X. In effect
these assumptions are equivalent to replacing the
real diverging flow by a localized parallel flow at
each station X. The mean flow properties in each
paralle! flow are those appropriate to the station
X. This stepwise parallel flow approximation to
the diverging flow can be improved by the use of
the WKBJ method or 3lternatively by making use of
the similarity properties of the mean flow.
However, irrespective of the method employed 1t is
the wave motion crossing each station X that must
be under consideration. Thus, we will introduce
the Fourier transform on r' in respect of the dif-
ference coordinate X, in terms of the real wave
number component kl so that from Equation (3.3)

¢ om /‘ei(mt +kyx, + k,x,)éz (3.4)

where k, k, are functions of the station X In the
aerodynamic flow. Thus, from Equation (3.1) the
fundamental characteristic equation can be derived
and for either two-dimensional or axisymmetrical
flow we find (see Appendix 1-2A)

2
4L 4 ¢ alx,) = hix,) (3.5)

)

wherg  1s a modified Fourier coefficient related
to dw, q(x,) is a flow function dependent on the
mean velocity and the mean temperature and their
gradients as well as the frequency w and the wave
number vector k. Typical mean velocity and q(x,)
profiles for a two-dimensional jet are shown in
Figure 1; the velocity profile in the mixing region
is based on the error function. h(xz) is a modi-
fied Fourier coefficient of the 'source' function A
in Equation (3.1). Equation (3.5), which is the well-
known diffraction equation, is fundamental to the
problem of noise generation in turbulent flows. At
high frequencies it reduces to the characteristic
equation of ray acoustics. Equation (3.5) is valid
for all frequencies and wave numbers although
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figure 1. Jet Mean Velocity Profile, ;l/Vj. at
Axial Station, Xy One-Half Jet
""Diameter", d, from Nozzle; Typical q
Coefficient Profile at Same Axial
Station for Observer Angle, 0, of 30°
and a Reduced Frequency, Yvd/a_, of 16.

clearly it is dependent on the validity of the
assumptions in respect of the fiow mcdel correspond-
ing to a slowly diverging mean flow. The equation,
in its homogeneous form, has been subjected to
careful investigation in many branches of mathe-
matical physics. For a mechanical system of one
degree of freedom

alx,) = _2"‘_..(.5_'._").

where m, £ and V are respectively the mass, total
energy and potential energy and h = h/2n, where h
is Planck's constant. For general values of q(xz)
the equation is not explicitly solvable.(16)

The solution of Equation (3.5) depends on the
position and number of the transition points or
zeros of q(xz). In any general analytic solution
it is necessary to find the continuous solution
across the transition points and this can be
achieved 2; following the method described by
tanger.{18) The solution is found In terms of
Bessel functions of order 1/3 or in terms of Airy
functions. Detalls of this solution were ?lven
recently by Pao{17) and earlier by Lilley(18), Here
we will consider some recent numerical solutions.

It is Interesting to note, before considering
the numerical results, that the properties of the
solution of this diffraction equation are not de-
stroyed when the mean flow is replaced by a vortex
sheet model in which the mean velocity and mean
temperature fields are constant, but different, on
both sides of the vortex sheet. This latter model
is sometimes referred to as the ‘plug’ or 'slug’
flow model. In such a mode! the properties of the
mixing region are contracted Into the thin vortex
sheet where the finite gradients in mean velocity
and temperature are replaced by infinite gradients.
Naturally although the solution of the vortex shest
model s qualitatively similar to that of the com-
plete diffraction equation nevertheless certain
important characteristics of the wave intcraction
with the flow are only found when the equation is
solved for the finite mixing ragion dimensions and
the finite gradients for the mean flow field. For
example, the far-field sound pressure due to 2

-
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Figure 2. Far-Field SPL as a Function of Source
Radial Position for Three Observer Angles

monopole ﬁoint source in a jet can be critically
dependent on the radiat position of the source
within the mixing region, as illustrated in Figure
2; in these examples both the source and observer
are "above" th: jet center-line. The far-field
sound pressure at the same angle but “below" the
center-line would be much smaller; because the
Fourier coefficient, dd, decays exponentially in
regions where q(xz) is negative, as shown in Figure
3. This is also the reason for the low far-field
sound pressure levels (SPL) in Figure 2 when the
source is separated from the observer by negative
q(x,) regions: taking the case 6 = 30° the regions
vhere q{x ) is negative are, from Figure 1,

0 < 2x,/d < .87 and .94 < 2x,/d < 1.15. When both
regions lie between the cource and observer, the
far-field SPL decreases in direct proportion to the
path length through the jet because q(x,) is
constant in the first region: this effect is clear
in Figure 2. When the source and observer are
separated by the second region alone, the SPL (for
u = 30°) is still 20 dB below the free~field level
{10 d8 in Figure 2) and this is partly due to
attenuation through this narrow second region.
However, the free-field SPL's do not result if the
source s placed outside the jet Tiow: reflections
from the jet flow cause a simple Interference
pattern in the far-field. In Figure 2 a pressure
minimom in the far-field occurs at 6 = 60° when the
source is at 2x!/d = 1.25 and maxima occur at

6 45° for 2x}}d = 1.3 and at 6 = 30° for 2¢}/d
1.4,
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Figure 3. Variation of Fourler Coefficient, do
(re: 6 = 90°), with “Radlus''; Source
at x} = d/2.
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In the vortex sheet model the diffraction cqua-
tion can be conveniently replaced by convective
wave equations with constant coefficients on cach
side of the vortex sheet and the solutions for the
pressure on each side are matched, together with
satisfying the vortex sheel displacement boundary
condition. Some far-field directivity patterns of
a monopole point source iocated on the centerline
of a two-dimensional sonic 'plug' jet flow are
shown in Figure 4 for frequencies which span the
usual jet noise frequency range: clearly there
are very significant changes in far-field direc-
tivity with frequency. Of particular importance
is the loss in intensity of the high frequency
radiation in directions close to the jet axis in
the downstream direction, a result clearly demon-~
strated in the experimental results of Lush{15) and
others. This result has of course been known for
some time and is generally referred to as the
refraction effect in the high frequency limit.
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Figure 4. Far-Field SPL Directivity of Source
Located on Centerline of a "Plug"
Jet Flow at Three Frequencies

Scme solutions to the diffraction aquation in the
form of far-field SPL directivity patterns are com-
pared with 'plug’ flow solutions in Figures 5 and
6; for axial stations at and close to the jet
nozzle there is almost complete agreement between
the two solutions and low and high frequencies.
However, there are substantial differences at both
frequencies when the axial station is at the end of
the potential core (shown by the dashed line).
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In order to obtain experimental verification of
solutions to the diffraction equation, we must con-
sider the circular jet and eventually, jets of
other cross-sections. Diffraction equation solu-
tions for a circular jet will be presented else-
where, but the good qualitative agreement between
measured directivity patterns in Figure 7 and those
=alculated with a circular 'plug' jet flow model in
Figure 8 indicates that adequate experimental veri-
fication will soon be forthcoming.

rdla, L35 - L6
Y ey |
/4 Y I
2x,/4 +
2xy1¢ n.n
10 0° 0.0 - 90.0
?.2 4
e -10
v
~ -0
o
o
8 N Increasing Frequency
° (L Y/2x = 1.0, 1.5, 3.0 and 4.5 KiHz)
Y.
2
<
L
LAY} " " " . " . . "

o 10 29 3 & S0 60 0 80 9
v, Observer Angle to Jet Axis

Figure 7. Measured Far-Field SPL Directivities of
a Source on a Jet Centerline (d = 3/4")
Taken From MacGregor ot al (27)
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Figure 8. Far-Field SPL Directivities of a Source
on the Centerline of a Circular "Plug"
Jet Flow (That is, Axial Station at
Nozzle) for Comparison with MacGreger's
(27) Measurements in Figure 7.
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As shown in Appendix 1-2A, the solution for
the Fourier coefficient di depends on the source
function Fourier coefficient and its distribution
accross the mixing region. The solution can then
be turned into the wave-number/frequency spectrum
function of the far-ficld pressure for each axial
station of the mixing region and the results summed
over the entire jet. The detailed results and
their comparison with experiment will be left to a
later paper.

However, before leaving this section we refer to
the fact that here we have specifically chosen real
frequencies and real wave-number comporents. Our
justification for this is that in this section we
are dealing with a turbulent source function, which
is represented by a summation of harmonic waves
which do not suffer amplification or damping. We
thus have replaced any problem relating to discrete
events in the flow which might indeed be present in
the real flow, especially in the larger scale
structure, by an equivalent continuous structure
for the turbulent flow. The further explanation of
our model will be left to the next section.

1-2.4 The Wave-Model of a Turbulent
Hixing Region

The generation of noise from the turbulent mixing
of a jet has been shown to depend critically on the
flow structure and the interaction of the wave
motion aenerated by the flow and the flow itself.
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Experimental datal10),(11) o0 the mean flow and the
turbulence properties have only recently reached a
state of sophistication such that it is now fairly
clear to deduce that a large-~scale organized struc-
ture exists in what is usually referred to as a
high Reynolds numbe{ turbulent jet flow. The early
work of Townsend(19) also predicted a large-scale
equilibrium structure for the turbulence which
passed through cycles of growth and decay. However,
it is not yet clear that this large-scale equilib-
rium structure is of similar form to Ehe organized
structure found by Crow and Champagne and Lau,
Fuchs and Fisher(11) and how far the latter struc-
ture is a function of the break~up of a pseudo
laminar flow near the jet exit into distorted
vortex ring-like structures, which bacome more and
more disorganized as they coavect downstream.

Attacks on the theoretical problem of turbulent
shear flows are thwart with difficulties. Never-
theless on the crude but simple and plausible
assumption that the large-scale turbulent structure
passess little energy, it is possible to derive
linear equations describing their structure and
motion. If further the flow variables are Fourier
decomposed in terms of wave-number and frequency it
is easily demonstrated that the equation to solve
is the inhomogeneous Orr-Sommerfeld equation. Thus
in the mixing region flow the large-scale structure
will be dominated by the spatially unstable modes,
which are the eigenvalues of the Orr-Sommerfeld
equation.

We can now conjecture a series of events in
sequence. As soon as the mean flow is disturbed at
any station in a jet mixing region the most un-
stable mode will appear and dominate the flow. It
commences to grow in magnitude, at an initial
growth rate governed by linear theory, while being
convected downstream. However, as is evident from
experimental observation, it cannot grow indefi~
nitely. Its interaction with the backyround turbu-
lence will lead to damping. The mode is also
propagating in a region of diverging flow whose
mean characteristics are changing which will result
in distortion and damping of the mode. Ffor example,
there is no linear growth of the axisymmetric mode
downstream of the potential core(29)., 1n addition,
the growth itself will generate non-linear inertial
and damping effects which in turn damp the mode
growth. It is important to notice that if only the
effects of background turbulence and flow diver-
gence are considered, then the limiting amplitude
of the mode is entirely dependent on the initial
disturbance amplitude, sce Figure 12, a phenomenon
not verified by experiment. (10) Clearly the non-
linear self-limiting process must be taken into
account. On this basis it is reasonable to conjec-
ture that an amplitude limiting situation governs
the mcan square intensity of the turbulence. In
this state the turbulence acts as a series of
marginally stable waves as suﬁestcd. in a dif-
ferent connection, by Landahl 0) Thus, all that
may be deduced from the eigenvalues of the Orr-
Sommerfeld equation is the initial growth rate of
the amplifying modes. The inclusion of important
non-linear effects and flow divergence require
further treatment to predict the growth of the mode
towards its amplitude limiting state and ultimate
decay.

The linear perturbation theory for both two and
three-dimensionsl jets, leading to solutions of
equations analogous to the Orr-Sommerfeld equation,
can be developed for both incompressible and com-
pressible flow. Vortical, sound and entropy modes
all occur in the compressible flow problem. The
vortical modes, which were referred to atcve as the
unstable modes, possess phase speeds which are com-
parable with the mean flow speeds in the jet. The
sound modes, having phase speeds equal to the local
speed of sound, are thought to be damped and are
hence of relatively minor importance in determining
the turbulent jet Tlow structure which is essen-
tially unchanged from subsonic to supersonic jet
velocities. When .»e mean flow speeds are super~
sonic the picture is somewhat confused since the
vortical mcdes may now have supersonic phase speeds.
The work of Tam(22) refers tc this latter case and
demonstrates the form of the amp!ifying mode wave
fronts propagating downstream with supersonic phase
speeds and forming weak moviag shock fronts in the
inner region of the flow eaternal to the jet.

If we consider the case of subsonic mean flow, we
find that at each station of the jet downstream of
the jet exit an amplifying wave is set up which is
distorted and dampea by non-linear interactions and
flow divergence effects. The major amplifying
effects occur in the region upstream of the poten-
tial core since the local growth rates are related
to the local width and jet centerline velocity.
However, we have noted earlier that the linear
perturbation solutions only describe the initial
growth of a mode. The spatial behavior cf the mode
as it propagates downstream is qoverned by both the
amplitude determined by non-linear considerations
and the local wave number determined from linear
theory. The typical streamwise disturbance
behavior, including only cffecks of flow divergence,
is given by Ling and Reynolds. 30) 4t is clear that
there will be a wave number spectrum associated with
this downstream behavior. This wave number spectrum
will contain components with supersonic phase
speeds, so that non-linear vortical modes cause
acoustic radiation. It is also to be expected that,
at the same time as this wave number spreading s
occurring, a frequency spreading will alsc occur.(23)
The randomized onset of the amplified wave and its
subsequent development may be regarded as forming a
large-scale structure in the turbulent motion and
is the means by which energy is fed into the turbu-
lence from the mean motion., The subsequent trans-
fer of turbulent eneray in different directions
and its diffusion and finai dissipation may be
assumed to follow the usual Kolmogoroff cascade
processes. However, the precise form of these pro-
cesses does rnot seem to us to be of importance in
the mechanism of sound generation and its ultimate
radiation from the turbulent layer. We may also
note that our theory has not taken account of
intermittency since we have assumed the turbulent
structure is evolving continuously.

In finding the most unstable (vortical) mode from
the eigea solation of the Orr-Sommerfeld equation we
assume that the background turbulence is of suffi-
ciently small scale compared with the large-scale
amplifyiny mode that its effect on that mode's
development can be expressed in terms of an eddy
viscosity supplanting the kinematic vi.cosity of
the fluid, Therefore the effective Reynolds number
of the turbulent flow is of 0(100) compared with 3
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Figure 11.
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-, ste. reference scales of turbsizige
“ Hach nuwer lz-‘!a‘)
P Spaze-tisx Tovasiance

pressure

ala;} flow funczion

~<

S

“

14

Rreat flux vector

/e Inp

entropy

tine

temperaiure

Lighthill's strese temsor
velocity

convection spead

jet exit velozity

positior: of observer, space

vecior

position of source, tpace vector

space separation in fixcd coordinates

spaze separation in moving coordinates

radian frequency; ratie of specific heats

CPIC\, in Appendix A

sourze function

density

angle to jet axis (positive

vistous Stress tensor

downstrean)

tice difference, also retarded tive

difference

dissipation function and wave number/

frequency spectrusm function

viave rumper/frequency spectrun function

reference moving frame frequency in

turbulence

moving frame radian frequency; radian
frequency in Appendices A and 8

wodified Fourier coefficient

bar denotes a mean quantity

prime denotes a fluctuating variable (cxcept where

specified)
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APPENDIX 1-2A

The Convected Wave Equation

The convected wave equation is derived by per-
forning a number of operations on the conservation
equations of mass, momentum, and energy and the
equation of state. The gas is assumed to be
perfect. It is convenient to consider as an alter-
adtive to the conservation of ensergy, the equation
of entropy production.

Using a standard rotation these equations may be
aritten in the following form:

Hass %% +pVey =0 (8.7)
Dv

Homentum  ppm+  Vep = Vex (A.2)

Entropy Tg—f— = p-g{- - %% =T+ ¢ {A.3)

State p = -y—;—' oh (A.4)

where p, o, h, s are the pressure, density specific
entnalpy and entropy respectively. Y is the ratio
of specific heats, v is the velocity, Q is the heat
flux vector, 1 is the viscous stress tensor and &
is tne dissipation function. These equations rep~
resent the necessary six equations for the six un-
knowns, p, P, h and V.

on eliminating p and h between Equations (A.1},
(A.3), and (A.h4), we find

U3 oy = pa? Lo
TR ey = pa ot s/cp (a.5)

where a2 = (y-1)h is the local speed of sound

-, -

.- -
i o
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squared, and {, is the specific heat at constant
pressure. On combining the divergence of Equation
(A.2) with D/Dt of Equation (A.5), we find

~2
ap W2 et v=2aZ 1) VI - 520
o + 2veV =+ {vv-a 4). Vip - a*%pVs/Cp

2
= pa? WUt el (92-) +yp 254 2 as/e,
== Dt ﬁtz

h-}

- 2 * 3 - - £l .
a*(Ver) Vs/Cp at v (v 1) {A.6)

where Vv is the transpose of Vy, | is the idem
factor and the usual notation for the double multi-
plication of dyads is employed. This equation is
exact and has been the starting point of many un-
steady flow problems. In many aerodynamic noise
investigations the terms involving viscous and en-
tropy terms have usually been neglected with

a priori justification. {n such an approximation

2
P_’.a - aty?p + ..sﬁz (_2)
N ot

2 (vy: Y {a.7)

and can be rearranged to form an inhomogeneous equa-
tion in p, in which the right~hand side contains
non-linear terms in p and terms not linearly depen-
dent on p. Such an equation was derived by
PhnlllpJ(ZS) and forms the basis of his theory of

erodynamic noise for flows havina superscnic con-
vec:ion speeds.

However, in all turbulent flow problems it is
not immediately obvious that the terms involving
entropy changes are negligible compared with the
remsining terms in Equation (A.6). Apart from the
heat conduction term, entropy production arises
from the finite value of the dissipation function
and in a turbulent flow the overall dissipation of
turbulent energy is balanced by the rate of produc-
tion of turbulent energy from the main flow. It
foliows that the terms in entropy are not negligible
compared with, say, pa’ {Tv : %) and must there-
fore be retained. -

If we return to Equation (A.6) and eliminate s

using Equation (A.3) then we find after some lengthy
algebra that

LY
1—%+ (y41) ve V%%+ (rvy-12a%):99p -
Jt

- a%p + Y(in h) - (y-1 ) 5c Dt (ln h)
-1 p?y?
Ty vy - B
Dt

cot| (1 v op ) e (] )

where the terms involving divergences of the heat
conduction and viscous terms have been excluded for
convenience in writing down the equation. Equation
(A.8) is a more appropriate equation to use in
problems of aerodynamic noise generation than say,
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Equation {A.7), although it is not convenlent to
proceud without first eliminating pa? from the
right-hand side.

{f we choose 3 new variable

rE=Inp

<[=

then the equation for r corresponding to Equation
(A.8) is

2
-a—-+(y+!)v~v +(va-|a2) ver -

Bt

Dln

——

- 2 . - -
Vink « ¥r - (y-1) Dt

qqq:

- 2,,2 2
= Tg: v!+ I o I S (Dlnh

- ) +ya2Vre9r (a.9)
2a° th Dt

where again for convenience the terms involving
viscous and heat conduction terms have not been
writtea out. |t would appear that Equation (A.9)

is a convenient starting point for problems of aero-~
dynamic noise generation. It should be emphasized,
however, that if viscous and heat conduction terms
are to be ignored in a problem of aerodynamic noise
generation from a turbulent flow then the governing
equations from which Equation {A.9) has been

derived are as follows:

Or , g.. . Dloh
Yort VY = ot (A.10)

which is the combined equation of state and
continuity,

Dv 2

e t @ Vr =0 (A.11)
the equation of motion, and

Oh

S 2 3r

e = 3 5 (A.12)

which is the total energy equation, where hg =
h + 1/2 v? is the specific stagnation enthalpy.

in applications of Equation (A.9) to jet flows
we can assume that Vr = 0, where T is the time mean
of r. Thus, on retaining only linear terms in r',
the fluctuating part of r, on the left-hand side cf
Equation (A.9) we find

2 - —_— -
-3—';+ (y+1) vV %_r_' + (Yvv= (y=1}h 1): VOr* -
at TR 0 i

S () VRV c29 g Tyt a13)

= 'non-linear' terms.

where we have assumed additionally that Dinh/Ot = 0
and the right-hand side contains terms which in
many applications will be found to have the same
order of magnitude as (Vv' : Uy'*) or less.
However, in hot jet fiows at low speeds, for in-
stance, this is not necessarily the case and
additional terms will then appear on the left-hand




. T smam —_ = N

side of Equation (A.13). This will also be the
case in flows of high Mach number. 1in all these
cases the additional terms can easily be found from

Equation (A.9).

Further simplifications are possible on the
assumption that the jet is slowly diverging so that
the mean velocity field can be represented by
i = (V,, 0,0), where ¥, s a strong function of the
coordinate transverse to the flow, say xa, and is a
slowly varying function of x;, the coordinate in
the direction of flow. We thus use the .boundary
layer approximation that

a;‘ v

Similarly we assume that for the mean enthalpy
distribution, noting that (y-1)h = a2,

3 .. 3h
W,

With these additionsi approximations Equation (A.13)
reduces to

-2 az,.

aZrl - azrl -2 o2
—_—t (Y1) v, Tt Y - a? Vit
at’ ' ok, Pl
- a; '
dh 3r' Vi V2
(y-1) R 2 5;;3;_ (A.14)

= 'non-linear' terms.

In Equation (A.14) we have assumed that the non-
linear terms include the terms involving the stag-
nation enthalpy fluctuations. When these terms
cannot be so regarded, noting for instance the
relation between the stagnation enthalpy fluctua-
tions and the fluctuations in pressure given by
Equation (A.12), then additional terms must be in-
cluded in the left hand side of Equation (A.i4).
We see therefore that though the form given for
Equation (A.14) is not uniquel {t can be regarded as
suitable for many practical applications.

In deriving Equations (A.9) or (A.13) or (A.14)
as an equation for the fluctuations in r, some
knowledge of the mean and fluctuating fiow fields
must be assumed. If for instance it is assumed
that both the mean and fluctuating velocity and
enthalpy fields are known, in the absence of the
fluctuating field generated by the r' fluctuations,
then provided the latter are small, we can assume
that in Squations (A.10), (A.11) and (A.12) all
terms other than those involving the derivatives of
r' are known. This indeed is the only justifica-
tion for the use of an equation of the type given
by Equation (A.14). Thus in Equation (A.14) it can
be taken that

3;, 3vz'
2
. oKX,
2 N
+ A possible modification to Equation (A.14) to in-
clude the practical case mentioned above would be
to replace 3h/3x, by 3hs/3x; on the left-hand
side.
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is a known quantity and should be regarded as a
'source' term to be included with other 'source’
terms on the right-hand side of the equation. This
was indeed the basis for the theory of Phillips(25)
referred to above, and has more recently been used
by Lilley(18) and Pao{17). Nevertheless since X'
and r' are linearly deperdent, as given by Equation
(A.11), it is necessary to eliminate the term in
3v)/3x, so that finally the right hand side of
Equation (A.14) contains only terms which are either
not lincarly dependent on r' or are of an order of
magnitude negiigible compared with other terms
retained in the equation.

From Equation (A.11) we find that

YR X
—t + — -1i g .
I v, ey a x; = non-linear terms (A.15)

and so we can eliminate 3v,/dx from Equation {A.14),
by operating on iu with the operator D/Dt v;. The
resulting equation, which is third-order in'r', is

3. - 3 - 3
2ey ey 3, 20 e 5, - o 22
at a? ax, | 3t ax,

- 3 - - - I
- 62 °r - . (Y‘Il’ _ vla2) %_LT -
3t 3x, %y
———. I e 2 - )
i, e B 2
axlang 2 2 at axz

.oV - AR 2 - 3
+ zaz__L - (1) ¥ 3h Fr' 3? 3’r

— v
3x, ' o3x, 9x,3x, 1 ax,ax§
= A {x,t) (A.16)

where A contains only terms not linearly dependent
on r' plus terms involving enthalpy and stagnation
enthalpy fluctuations.

This form of the generalized convective wave
equaticn reduces to the simpler form

- = i
i 37 div(a? 9r') +
ot
R v 2
+23 — 33 g' = A (x,t) (A.17)
% %, 9%,

2

where A' contains only non-linear terms, when Y, the
ratio of the specific heats, tends to unity. For
this special case the stagnation enthalpy fluctua-
tions in the convective frame must vanish. Equation
(A.17) is also found when the entropy production
terms are neglected completely. A similar equation
was previously given by Landah1{20) ir his work on
turbulent pressure fluctuations in boundary layer
flows.
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Equation (A.17) shows that whereas the first two
.erms are just D/Dt of the convected wave equation
in an inhomogencous medium, the third teram is the
cesult of the iateraction between the distutbance
{the fluctuations in r) and the mean flow field
arising from fluctuations in the source term A\'.

Now in the derivation of Equations (A.16) or
(A.17) the assumption has been made that the mean
flow field is slowly diverging. Hence locally at
any station x, = X, along the th we can fourier
decompose the }lu'lualnons inr' in terms of fre~
quency o and rea! wave number components k and k,
by application of the Fourier lransforma'uon

o= I exp Iiut + kex |d$ (xz: w, k; X) (A.18)
vhere k 3 (k,,k,) and d is the Fourier coefficient
which is not in general of total bounded fluctua-

tion. In place of du it is convenient to employ a
modified Fourier coefficieat ¢ given by

- © "
m dw (4.19)

where a_ is the constant speed of sound in the uni-
form medium outside the flow. In terms of { the
Fourier transformation of Equation (A.17) reduces
to the characteristic equation

d2

fal

L2 4 alx) £ =h (A.20)
dx;
where
[wz ,  Vi'ky 2k 2
q= y— - k°+ T Py -
‘ a W wl
2t 2a' v} k,
a dw'
ho= iwdy
aa w'z

, -
W =wtv, k,

and dy is the Fourier coefficient of the 'source'
function. w' is the moving frame frequency and
primes on & and ¥, denote differentiations with
respect to x,. The Fourier coefficient ¢ is a
function of X, W, L3 k3 and X.

We see that Equation (A.20) is the standard dif-
fraction equation of inhomogeneous type. Ffor a
given frequency w and wave number vector k the mean
velocity and tempercture fields determine the
function q, and will therefore be referred to as
the flow function.

A similar characteristic equation is found for an
axisymmetrical flow field. In this case the trans-
verse coordinate x, is the fiow radjus. The rela-
tions for g, which we write as Z,{3) are now changed
as well as those for h and q. We find, however,
that
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f(”“ + q(3) "(3} = h{(3} {A.21)

The solution of Equations (A.20) or (A.21) can-
nut be obtained analytically and resort is made to
either approximate analytic solutions or numerical
solutions. In either case the equation to be
solved is

L't sqL= ﬁ(xz - x;) {a.22)

where § is the delta-function and x! i< the
'source' location. If the solution sc obtained is

L= c(x,y; x3)

far given values of w and k and distributions of v
and 3@ then the solution for a2ny source function
distribution is

tley) = [ h(xd) alx,s x3) o (a.25)

The corresponding value for the wave-number/
frequency spectrum function of the function r' is

do dis
lx, 5 ko X) = dk dw

dk,dw~0

w w

- @ (x,)” o afx) i a(x}')

= X dx}' .
a(xz)2 2 u'(x;) z w'{x3')
<4 (x3ix)ik,0) g (x,ix5) g*(x,ix)*) (A.28)
where

T « | Sy dyX
¢ (ejix)'ikw) = Qg

dk,w~ 0

is the wave number/frequency spectrum function of
the source function A, and * denotes the complex
conjugate.

Throughout this Appendix the coordinates used
have been fixed coordintes and hence the spectrum
functions ¢ and Y are also evaluvated in a fixed
frame. Since ¢ must be specified as representing
the known flow field, in general it will be deter~
mined with respect to a moving frame of reference
and finally transformed to its corresponding value
in a fixed set of coordinates.

In concluding this Appendix on the generalized
convection equation for r, it is stressed that
throughout it is assumed that the flow field can be
determined at any station as the sum of a time mean
value plus a fluctuating value, which is locally a
random function of space and time. In the case of
a turbulent jet flow where most of the flow is
turbulently intermittent and whose large-scale
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e o

.
(




Downloaded from http://www.everyspec.com

———g——

structure Is known from expariment to be quasi-
ordered it is clear that our flow modet used in the
theoretical analysis Is grossly over-simplified.
However, In this respect our model is no aore
simplified than in the related xrnmnts of
Lighthi11€26), Ffowcs Williams(8), 2hiti1ips{25),
Ribner{€) and Paofl7).

APPENDIX  1-28

The Nave-Number-Freguency Spectrum function
In Fixed and Koving Coordinstes

The solution of aerodynamic noise probiems re-
quires the specification of a space-time covariance
in turbulent flow. In general this function must
be obtained from experiment. It can be specified
in terms of a fixed set of coordinates or equi-
valently in a moving frame of reference for which
the velocity is that cf the mean convective velocity
of the turbulence. Thus, the space-time covariance
for the source function associated with, say, vorti-
cal and non-isentropic modes in the turbulence con-
vected with the local mean speed and exprezsed in
moving coordinates, but evaluated at a fixed
station x would have a form

P (x,i1 §;X) = P (x,:X),

_Fr .32 U2 (e.1)
cexp { - 87 - &5 et}
where tS , and 1 are the space and time separa-

uons ln novmg coordinates and 6 = § /8 3

y = 8,/0 z-utwhere!; , R .wcare reference
.ength scales and a refer:nce frequency
respectively.

If 4 is the space separation vector in fixed
coaridinates

§ob-a, T {3.2)

whera ag K = {¥.,0, 0), and then the space-tize
covariance in a fixed frame is given by

'(Tpé) H ?(7v9) - ’(x2;!).
cexp { - 8] - 8] - T(1evi/2i) +

v /2 ) (83)

The spectral density of P(7,A) is for ”oilivc <« 1,
Plw.8) j_ lua, It I et

= e - o texp § = W A7 - AL ~w
Pl "P{ v, [P

2w v /e,

vhere W, ® wok, /¥ and @ W 1/Ver 3 result quite
d!fferen: in  structure to Equatlon (8.1). The
fixed fraze result has a form of a slowly damped
wave function which is often interpreted as repre-
senting the near-frozen pattern of turbulent motion
in a given frequency band. The reference frequency
in the moving frame is uy whereas in the fixed frame
it is Vo/%,. Although the space-time covariance in

moving coordinates can be transformed to fixed
coardmate‘ with comparative case the reverse is not
true. These simple results can easily be general-
ized to other forms of space-time covariance
functions.

{8.4)

0f particuiar importance is the result given by
Equation (8.4) showing that the effective scale
length in fixed coordinates in the stream direction
is V /"’ov and not, as usually Incorporated in the

f|xed frame covariance, .
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§=3. CN THE RESPECTIVE RCGLES OF HELVMHOLTZ-TYPE INSTABILITIES AND
ACOUSTIC PROPAGATION 1N JET HOISE GEKERATION AND RADIATION

Sritic £ Dron
Iniversity f Southa=pion, England

1-3.1  Introducticn

fn the 19:% wentury, Helwholtz, Kelvin and
Rayleigh estad!ished that sheared fiows of a viscous,
heat conducting fluid could, in cert2is circua-
stances, exhibit unsiable tendencies. For example,
if the fluid in the neighborhood of a point in a
previously undisturbad, steady, laminar shear layer
were Lo be subjected to o small impulsive distour-
bance, then the layer downstream of the region of
disturbance would subsequently go into oscillations
of increasing azplitude. These oscillatory,
"upstable" tendencies of the loyer are convective,
in the sense that, if checked, the amplitude of
oscillation would 1acredse, both with distance downs
stream of the regior of disturbance and with time.
tn other words, the amplitude of unstable ascilla-
tion is, as it were, zero for t-x/Vc < 0 and
thereatter increases ronotonically, and often very
rapidly, with t-x/Vc. Hare x is distance dounstrea
from the peint ot visturbance, t is time subsequent
to zhe tire of disturbance and V¢ is a coavection
velucity, which is usually of the order of the
average velocity in the x-direction of the fluid in
the layer (the average across the layer, that is).

In subsequent studies of the behavior of sheared
flows, including those of the present day, this con-
cept of “Heloholtz instability"” has been of great
consequence.  In particular, it has been of central
importance in developing understanding of the tran-
sition from laminar to turbulent flow of a free
shear layer. A problem in this category is that of
the development of the mean and turbuient flow
charecturistics 0F subsonic ang supersonic jets.

In real tluid tlows, 0f course, in which unstable
tendencres ot the helmholtz type have been identi-
fied and observed, unbounded growth of the oscilla-
tions does not occur. The amplitude of oscillation
reaches a ~axirwum, almost always after a relatively
very short tiwe, ana then subsequently decays. |In
the ca.v of jet flows it has been argued, and/or
suggested, that viscosity and heat conduction, flow
diverqenze, nen-lincar interactions and acoustic
radiation way all, either individually or collec-
tively, pluy soe part in the limitation and decay
of any <a¢t ocillutions.

Prosve. experinental and theoretical evidence on
the turbulent and mean flow structure of jets, and
on the sound fields radiated by them, rather
strongly suggests that the process of the growth,
limitation and decay of such Helmholtz~type oscil-
fations, i.. ) fluids, may be very closely con-
nected with the process of sound radiation by a
turbulent jet. The pasic evidence for such a belief
is both simple and convincing. First, the region in
which Helmholtz-type "instabilities'" could be domi-
nant flow components, and be largely instrumental in
the dynamical process of converting the jet struce
ture from, effectively, a "plug" flow profile at the
jet exit to, eventually, a fully developed turbulent
jet, is that extending some ten diameters or so
downstream from the exit: that is, the region in-

cluding the potential core and the conically
annularly sorezding “'turtulent” ~ixing region sur-
rounding it. Second, the region of the jet flow
fron which the majo ity of the radiated sound field
aprears to emanate o5 rrecis. iy the same region.
Hence, the process of socund generation must be at
the least, a by-product of, if not actuaily intrinsic
10, the process of tne development of the mixing
region from a thin annular Jayer ot the jet exit inte
2 fully developed turbulent jet flow downstreanm from
the end of the potential core.

It follows at ence from this that the detailed
nature of this flow development must be relevant to
the sound generation process, and vice verss. Al
that remains in question is that of exactly which
details of the flow development are mutually
relevant.

Self-evidentiy, since the complete prodlem is
that of determining the flow field both inside and
outside the jet fi.e., the nominally 'turbulent
mixing flow" fieid inside and rhe nominally
acoustic' field outside}, this remaining question
can 2150 be approached either from inside or cut-
side. In the nature of things, cne must expect
acousticians to prefer the "“outside' approach and
fluid dynamicisis the "inside” one. Similarly, when
studies from two such different starting points are
undertaken, ona cannot expect results which are
automatically and instantly in forms displaying the
desired mutual relevance.

It is not surprising, therefore, that from recent
studies of tne two types an apparently fundamental
probler of reconciling results and methods has
emerged. What is surprising is that this problem of
reconciliation is not just an academic one but that
it has turned out to be crucial to achieving a
common, basic, physical understanding of the pro-
cesses involved.

In its essentials, the problem of reconciliation
can be descrited in the following terms. From the
“Helmholtz instability" approach (i.e., the "inside"
approach), present experimental and theoretical
evidance suggests that the 'acoustic part' of the
field, both inside and outside the jet, can be re-
garded simply as an intrinsic part, locally, of the
turbulent mixing flow field. Hence, for example, a
gcparate physical identification of (or theoretical
calculation of) this “acoustic part' of the field is
neither necessary nor permissible. From thke
Yacoustic' (i.e., "outside") approach, however,
present experimental and theoretical evidence
equally strongly suggests that there is a separately
identifiable "acoustic" field both inside and out-
side the jet, which is a sum of contributions from
all regions of the jet in which turbulent mixing is
taking place. Thus, this acoustic field is a
2ollcotive property of the whole jet flow rather than
just a loaq!l property deterninad primarily by local
details of the turbulent mixing. Heace, seyarate
identification of the "acoustic part" of the field
(or theoretical calculation of it from a reasonably
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accurate model of the entire region of turbulent
aixing flow) is not only permissible but desirable
(and, in practice, fcr reasons to be explained later,
it may be necessary).

from this description of the reconciiiation prob-
len two key questions can be formulated. (i) Are
the two approaches really, and not just apparently,
producing mutually contradictory concepts and
results, and is one or the other therefore valid?
(i) If both approaches are fundamentally valid, how
can the “acoustic field be determined as part of
the '"turbulence mixing" flow or, alternatively, how
can the aspects of the *'turbulent mixing" flow that
do determine the “acoustic" field be evaluated so
that ''separate” determination of the Yacoustic® field
from them is permissible?

The answer to the first question is that the o
approcence arg xos rutuclly contradictery in any way
vl thaé neithor ia invalid. Justification for this
statement, in the form of a proof of the validity of
the "acoustic' opproach solution, is giver in
Appendix 1-3A. Physical clarification and discus-
sion of the situation is given in the next section,
in which also answers te the second question are
proposed.

1-3.2  Discussion

£~3.2.1  The Helmholtz “instability' Approach

The apparent difficuities referred to in question
(i) of the reconciiation problem arise primarily
from physical misinterpretation of the physical sig-
nificance, and applicability to reail fluid flows, of
the familiar Helmholtz instability motion of Zinear
type, .hich is mathematically unbounded in space and
time. As pressure, density and velocity fluctua-
tions in real fluid flows are bounded, no mechanicail
function of uabounded behavior can be permitted to
represent real flow fluctuations. The theoretical
consequences of this necessary restriction on the
solutions of whatever equations are used to provide
a mathematical modei of the flow field are, fairly
rigorously, derived and stated in Appendix !-3A,
(These results witl be used in the remainder of this
discussion, translated into physically descriptive
terms, without any further proof of their validity,
as this obviously would be unnecessary and
redundant.)

Thus, real Helmholtz-type "instability' motion is
not "unstable" at all. Instead, real Helmholtz-type
instability motion is an oscillation that, beginning
near the jet exit, grows initially with fair rapid-
ity, as it is convected down the jet mixing region,
and then with aimost equal rapidity becomes limited
in amplitude and decays away. The longest time
scale for the growth-decay lifetime of such a dis-
turbance is of the order of the transit time of a
fluid particle in going from the jet exit to the end
of ,the potential core. The longest length scales
are of the order of the jet diameter. Non-
dimensional frequencies (Strowhal numbers) charac-
teristic of the larger, and initially more rapidly
growing, disturbances are of order unity (based on
jet exit diameter and velocity).

fn high speed jet flows there is as yet no
experimental evidence available which can be said to
constitute direct and conclusive identification of
the existence and/or characteristics of this type of

motion. The circumstantial evidence, both experi-
mental and theoretical, however, is considerable,
and it is generally agreed that the developing
turbulent mixing region of 2 jet is dominated by
some kind of superposition and/or interactions ot
motions of this type. The lack of direct experimen-
tal avidence can be ascribed to the usual well known
experimental difficulties of making and interpreting
observations of fairly random, convected fluctua-
tions in high speed flows.

Experiment is not alone in being unable, as yet,
to produce rmore than approximate descriptions of
the character of the turbulent mixing region motion.
When one attempts tu 3o beyond a linearized theory
of the Heimholtz-type motion, to obtain the physi-
cally necessary amplitude limitation, decay and non-
linear interactions of the Helmholtz-~type motions,
mathematical difficulties arise, and again it must
be said at present that results as detailed as one
would like are as yet unobtainable. However, by
use of the methods developed by Morris and Lilley
{1,2), a working model of real fluid Helmholtz-type
motions can be obtained. In this model, reascnably
accurate growth-limitation~decay amplitude envelopes
can te obtained for the range of the representative
Helmholtz-type motions that can be expected to domi-
nate the mixing region motion. Also, the spatial
distribution (both axial, radia! and circumferen-
tial), the convection velocity, the phase or group
velocity, and the frequency power spectral density
of each of these "wave-packets" can be obtained.
Some phase information on the fluctuations in the
packets is obtainable, but not complete information.
Further, the model includes non-linear interaction
effects among the several quasi-linear Helmholtz
“instability" modes only to the extent of providing,
approximately, the limitation-decay portion of the
amplitude cnvelope for each quasi-linear mode.

There is little doubt that this amplitude-limited
Helmholtz~type "instability" model is fully capable
of providing a very good representation of the
riwasurable, locally dominant features of the mean
and fluctuating flow in a jet turbulent mixiny
region. Indeed, one would expect that the results
may well be, if anything, more accurate and detailed
in a number of respects than those which can be
measured by any present, or presently envisaged,
measurement techniques.

However, there must be grave doubts as to whether
the results from the model in its present stage of
development can be directly extended into regions
outside the jet to provide an adequately representa~
tion of the radiated acoustic field. 'he reason for
these doubts is that the fluctuating motion inside
the mixing region, which the model can represent
with considerable accuracy, is very much dominated
by convected wave-packets of subsonic phase veloci=
ties (except, of course, when the jet speed is so
high that the ''eddy convection velocity" itself be-~
comes supersonic — i.e., the jet speed is of the
order of twice the speed of sound). It is well
known, however, that only the components of the
fluctuating motion in the mixing region that have
supersonic phase velocities, will produce any
radiated acoustic field at all. Such components, in
the amplitude-1imited, Helmholtz-type "instability"
representation of the mixing region, will arise
almost entirely from the non-linear interaction
processes among the quasi-linear Helmholtz-type
modes and, as has been explaired, the model pres-
ently incorporates such effects only in an approxi-
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mate way, primarily to provide the amplitude
limitation and decay. In particular, the supersonic
phase speed components can be expected to be some-
what sensitive to the phase information in the wave-
packet fluczuations and, as has been mentioned, this
information is not completely included in the model.

(it has been suggested, incidentally, that flow
divergence effects may assist in the active coupling
of the mixing region flow field to the external
acoustic fietd, but from the standpoint of a con-
vected wave equation analysis of the acoustic radia-
tion problem it appears that this is not at all an
effective enough form of active coupling.)

0f course, if either theoretical or experimental
techniques were available to provide a sufficiently
detailed and accurate description of bock the
supersonic and subsonic phase velocity components of
the mixing region fluctuations, direct extension of
the mixing region flow outward to accurately include
the entire radiated acoustic field would certainly
be possible. Any correct model of the mixing region
flow fluctuations, such as that of Morris, must, of
course, include correct boundary conditions at large
distances from the flow (i.e., acoustic radiation
conditions). Thus, in principle, any such model can
be extended directly to include an acoustic radiated
field. It is oniy because of the present imperfect
state of knowledge and limited available computa~
tional techniques that there can be little confi~
dence in the accuracy of such a directly extended
result at present, despite the fact that the model
can be very confidently expected to give a highly
accurate and detailed description of the directly
measurable properties of the mixing region itself.

This situation, of cource, arises directly as a
consequence of the principle, first enunciated by
Lighthill(3) and recognized by him as the corner-
stone of aerodynamic noise theory: namely, that
acoustic radiation in general is very much a by-
product of practically no significance to the total
fluctuating power, of a jet flow.

Tnus the present, and immediately foreseeable
situation is that development of the Helmholtz-type
"instability" approach can be expected to provide
better and better descriptions of the mixing region
flow, but not yet by itself, directly, better (or
even perhaps adequate} descriptions of the radiated
acoustic field.

It is patently clear that in such a situation,
any “separate’, exact descriptions of the dependence
of the acoustic field on the entire mixing region
flow field which may be available must be employed
to, at the least, provide whatever information is
available on the collective (as distinct from
direcet) mutual dependence.

It is also a presently valid inference that even
if the Helmholtz-type "instability" approach could
be so refined as to become capable of direct exten~
sion to include the radiated acoustic field, the
dominance of the mixing region flow field by dis-
turbance of subsonic phase velocities is so great
that the colleetive “acoustic" approach would still
be necessary to provide the information on inherent
cancellation effects, etc. (such as given intrinsi-
cally by Lighthill's quadrupole form of the source
distribution, e.g.) which will be required for any
calculation of the acoustic radiation field to be
done in practice, rather than just in principle.

In this context the Helnholtz-type “instability"
approach can be regarded, in the laanguage of the
rethod of matched asymptotic expansions, as being
used, as it were, to provide the "inner expansion'
of the complete flow field, with the “'accustic®
approach providing the "“outer expansion'. Hethods
of matching the two "expansions', which are valid in
principle, include both that of using the "inner"
field as an acoustic source distribution from which
the Youter" radiated acoustic field can be calcu-
lated and that of actually matching the two
“expansions' over some convenient outer boundary of
the jet. (Use of this simile for descriptive
purposes should not be taken to imply that either
approach is intrinsically capable of giving correct
anctwers in only one or the other of the two,
“inner' and outer', regions. In principle, of
course, both methods are perfectly valid for both
regions.)

1-3.2.2  The "Acoustic" Approach

In Appendix 1-3A it is proved that the "acoustic"
approach, in which, say, the fluctuating pressure is
represented every where as a superposition of
“acoustic' waves, arising from either “equivalent"
or "true" sources representing the exact, 'ron-
acoustic' motions of the fluid, provides a corplezc
and unique representation of the fluctuating pres-
sure epcryuacre, both inside and outside the jet.
The representation is unique in the sense that,
although the functional form of the representation
may equally well be expressed in other forms (i.e.,
for example, in terms of Bessel functions instead of
sines and cosines, etc.), any other valid equivalent
functional form must give the same pressure as a
function of space and time. In the context here,
the field variable thus represented could equally
well be the fluctuating part of the logarithm of the
pressure, or the acoustic momentum potential, etc.
Also, the "acoustic' waves thus being superposed to
make up the total representation are understood,
broadly speaking, to be nearly locally adiabatic
pressure disturbances in the form of elementary wave
trains or wave-packets, cach travelling at a phase
speed of approximately the speed of sound relative
to the locally moving fluid. (This broad interpre-
tation of the superposed elements as "acoustic'
waves must not, of course, be taken too literally, or
out of context. For example, Lighthill's exact
formulation of his "“equation of aerodynamic sound"
requires one to conceive of thermal diffusion of
density at constant pressure as a process made up as
a superposition of acoustic waves (!), and is none-
theless an exact represeatation.)

It is also similarly proved in Appendix !-3A that
although the "acoustic" approach, in the special
case of domains of infinitely small extent in both
space and time, may yield not only an "acoustic'-
type solution but also an additional solution of the
linear Helmholtz instability type, this additional
solution is definitely not a solution of the full
equations concerned in the general, non-linear
problem (but only, naturally enough, of certain
lincarized limiting forms of these equations. It is
of course, obvious from the most elementary consider-
ations that an unbounded function cannot be permit-
ted at all, strictly speaking, as a solution to any
mathematical model of a physical problem where
boundedness is required from physical considerations
(and especially not when a perfectly good, complete
and unique bounded solution is available [!]).
Equally, of course, it is obvious that solutions of




Downloaded from http://www.everyspec.com

the linear Helmholtz instability type have physical
significance in relation to real problems only in-
sofar as they are used to describe the initial
growth tendencies of a disturbance; even then, of
course, such solutions are only approximate — they
are exact only, as it were, at zero time (or
amplitude).

As another academic point in the same vein, it
is worth commenting (but only because a curious
interpretation of the results to be mentioned has
been put forward, apparently seriously, on a number
of occasions) on the fact that the linear Helmholtz-
type instability solutions are required, along with
an “acoustic" solution, to provide complete solu-
tions satisfying ''causality' for certain linearized
(and also otherwise idealized) theoretical problems.
Such mathematically correct results are, strictly
speaking, of no generalizable relevance to real
fluid motion, either in practice or in theory,
because the linearized problem itself represents
real f' id motion only for zero time (and/or ampli-
tude). Also, the use of the word “causality" in
connection with such problems can be misleading. It
is a trivial matter to verify that in such linear-
ized solutions that the "acoustic® part of the
solution and the linear Helmholtz instability part
each inie; undently satisfy the causality principle
in its usually accepted sense (indeed, its only
physically valid and relevant sense): that is,
that the cause must precede the effect. Causality,
in this valid sense, is, of course, also satisfied
by the complete and unique "acoustic' approach
solution to the full non~linear problem.

The matters discussed in the preceding two
paragraphs are admittedly rather academic in nature.
Nevertheless, in relation to real problems the
discussion has provided some further insight into
how it comes about that the "acoustic approach
solution is complete and unique for realistic formu-
lati»ns of the aerodynamic noise radiation problem,
and 1nto how it is that linear Helmholtz-type
instability >olutions have no role to fulfill in
this approach, except, if desired, that of approxi-
mate solutions for very limited space and time
domains (infinitesimal times and amplitudes).
However, a valid, recal question remains, Granted
that the acoustic field outside the jet may indeed
have a representation that has the character of a
superpor ition of “acoustic' disturbances, how can
the {presumably non-linear) pressure field inside
the jet validiy bave the superficial appearance of
such a character and how is such a representation
to be reconciled with the amplitude=limited
Helmholtz~type instability representation of aub-
aanieatly, rather than gontea’ly travelling
disturbances?

The answer %o tne first part of the question is
straightforward and is not of much physical signi-
ficance. The phenomenon of interference makes it
possible for very wide classes of functions
("almost any function'') to possess a representation
as a superposition of waves of apparently “acouslic
(or other) form. Again, the example of Lighthill's
"equivalent acoustic waves'' representing thermal
diffusion is relevant. The only real physical
relevance of this otherwise more or less mathemati-
cally accidental occurrence, of representation of
the pressure field inside the flow in terms of
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“acoustic' waves, can be established i? ?erodynamic
noise theories such as those of Lilley 2} or Doak
(4,5). in these theories physical reality can be
ascribed to the elementary “acoustic' waves as
representing, say, the actual individual contribu-
tions from different regions in the mixing flow to
the fiuctuations of logarithm of the pressure, as
arising from certain well-defined® second order non-
linear flow interactions (Lilley), or, similarly,
the actual fluctuating, well-definedt acoustic
momentum potential field cqused by fluctuations in
the likewise well defined® turbulent and thermal
fluctuat mns (Doak).

The more interesting part of the question, for
present purposes, and the part that requires answer=
ing to complete the conceptual reconciliation of the
Helmholtz "instability' approach and the "acoustic"
approach, is that of the relationship of the
fluctuating pressure field, as calculable, say, in
practice from the "acoustic" approach representa-
tion, and that similarly calculable from the
Helmboltz "instability" approach, for the pressure
field both inside and outside the jet.

Here the *facoustic' approach solutions show very
definite advantages over the Helmholtz "stability"
approach, particularly for the radiated acoustic
field. The "acoustic' approach representations
show that, subject to acoustic scattering effects
(including refraction, diffraction and radiation
efficiency) explicitly and completely represented to
date only in the Lilley and Doak theories, the
radiated acoustic field can be determined primarily
by knowledge only of the solenoidal and therral
components of the jet mixing region and jet core
motion, and that in this type of representation the
detailed nature of the pressure field inside the jet
is of secondary importance {for detailed justifica-
tion of this point see the cumulative arguments put
forward in reference (4)}.

Thus, because of the strong tendency towards
collective dependence of the fluctuating acoustic
{pressure) ficld, both inside and outside the jet,
on contributions from 2Ll parts of the turbulent
mixing region and potential core of the jet, the
radiated acoustic ficld especially, can be fairly
accurately estimated on the basis of minimally
accurate estimations of the & ienoidal (turbulent)
and thermal components of the motion in the jet. To
obtain reasonably accurate estimations of the
fluctuating pressure field, at a point either inside
or outside the jet, in other words, it is »o¢
especially helpful to know the fluctuating pressure
field at other points (to the degree of approxima-
tion that it can be known at present), but it 73
helpful to know the mean and fluctuating *urbulonf
(solenoidal) velocity (or momentum potential) fields
and the mean and fluctuating thermal fields fnoil
the jet.

It might be said, by way of descriptive explana-
tion of the situation, that the whole matter is
simply a consequence of Bernouilli’s equation. Local
asressure fluctuations in turbuience are known, from
both observation and the theoretical work of
Odbukhov, Batchelor and Proudman {see, for example,
reference (6)], to be proportional to the square of
the local turbulent velocity fluctuations., The
radiating pressures associated with these loga)
fluctuations are known, bg(h from experiment%7) and
from Lighthill's theory(3 , for example, to be pro-
portional, becausc of quadrupole inefficiency, to

At~
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the fourth power aof the local velacity fluctuations
(subgect to mitigation by source convectfon,
scattering and radiztion efficiency effects). Thoe,
the contribution uf the radiated pressure Field, at
a point either inside or outside the jet, may well
be, generaliy, of quite a different order to that
of the locally dutermined contribution. As has
becn argued (&, see p 313) it is presently very
much an open question as to whether or not pressure
flucruations "mofd the jet will be dominated by
the local contribution, or by radiated contributions
from othur parts of the jet, or by ncither. Hence,
in the present state of knowledge, it is much safer
to regard the pressure field inside the jet as
poscibly made up of ./ local axd radiated
contributions.

It is now evident that for the present, at least,
descriptions by the Heimholtz-type "instability"
approach should be considered to give the best
possible descriptions of the twriulent velocity (or
momentum) fluctuations inside the jet but that
Yacoustic' approach descriptions should be con-
sidered as giving the best possible descriptions of
pressure (or Macoustic") field fluctuations, both
inside and outside the jet.

1-3.3 Conclusions

(i) The Helnholtz "instability approach, in the
present state of advancement of techniques and
knowledye, is capable of giving the best possibie
representations of the mean and turbulent velocity
and temperature fields inside a jet flow.

(i1) The “acoustic" approach {of Lilley or Doak),
in the greszoy <tate of advancement of techniques
and kaowledqe, is capable of giving the best possible
representation of the fluctuating pressure (or
120’ S0 womentum potential or particle velocity)
ficlds, both inside and outside the jet, given
vither experimental knowledge, or theoretical model-
ling from the Helmboltz "instability'' approach of
the 7o pt and .oz ¢ » L velocity fields, and ¢ gl
fields, inside the yet.

(iii) Iin o Belmholtz instabilities have no
diruvct relevance either to real jet flows or to the
sound radiated from them, They have indirect rele~
vance only insofar as they can be regarded as
approximations, for very small times and amplitudes,
to the bounded, non-linear Helmholtz-type motion.
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APPERDIX 1-3A

A Proof of the Validity of the
Acoustic Approach Solutions for Describing
Acoustic Field Variables both Cutside and
Inside a Jet or Other Turbulent Flow Field

In aerodynamic noise theories, the complete
Mexact" equations of mass density and energy density
transport of the fluid are arranged to yield some
generalized form of 'inhomogeneous acoustic wave
equation';

Lp' = -Q (n.1)

where Ly is a linear partial differeatial operator
with variable coefficients (usually functions of
position but in general they also could be functions
of time), p' is the (total, "exact") fluctuat: 4
pressure (or logarithm of the pressure, or momentum
potential) and Q is a non-linear function of the
pressure, mass density and fluid velocities (or of
some other suitable set of primary dependent ficld
variables).

For applications to far field acoustic radiation
from disturbed flow regions embedded in an infinite
extent of fluio which tends to a state of rest at
very large distances from the disturbed region, the
operator Ly is selected so that outside the dis-
turbed fluid it tends to proportionality to the
small amplitude acoustic wave cquation operator,
i.e.

La A (€5 22/3%2 = "/a?),

where A is a constant (or a trivial space or time
differentiation), C, is the speed of sound in the
fluid at large distances from the disturbed region,
the x; are the Cartesian position coordinates, and

t is time. It is clear that in such situations the
necessary and sufficient physical boundary condition
for equation (A.1) as x;I » « is the usual acoustic
radiation condition.

In this context. the exact problem of fluid
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notion posed by equation (A.1) can be put as
follows. Given the coefficients of the operator Ly
and the source function Q as bounded functions of
positicn and time, find p' as a bounded furnction of
position and time that satisfies equation (A.1)
everywhere in space-time and satisfies acoustic
radiation conditions as Ixil + », (For the purpose
here, it is not necessary to explicitly consider
situations in which the fluid has boundaries either
inside or outside the source region. Such boun-
daries, if present, could in any case be represen-
ted simply by equivalent, bounded surface or image
volume source distributions in addition o Q.)

Boundedness is, of course, an essential condi~
tion to impose on p' if p' is indeed to represent a
physically realizable quantity. 8y imposing the
condition, and by assuming that Ly and Q are
bounded, one is, in effect, making the assumption
(which is in fact the only assumption made in this
proof) that the complete transport equations of the
fluid actually possess a set of bounded solutions
for the dependent field variables (pressure, deasity
velocities). |If the transport equations do not
possess a bounded solution, it is ciear that they
must be an unsuitable mathematical model for physi-
cal phenomena that are bounded.

Formally, because equation {A.1), with Ly and Q
known, can be regarded as an inhomogeneous iinear
partial differential equation, its solution can be
expressed as

pt = JG(xi- 6oy 1) Qly;, 1) dy; de (A.2)

where 6 is a suitable Green's function (space-time
impulse response function), obtained from

L 6= - s(x; = y;) 6 (t-0), (A.3)

where . () is the Dirac delta function. (Of course,
in the general case Ly may not be self-adjoint, etc.,
and 0 certdin adjustments would be necessary in the
notation of equations (A.2) and (A.3), but their
essential form would be unaffected.)

Now it is possible in some circumstances for G,
as the solution of the impulse response problem
{A.3), to appear to contain an unbounded part. In
particular, when L, is the Landahl operator (as used,
for example, in Lilley's convected inhomogencous wave
equation for aerodynamic noise theory) G as obtained
from equation (A.3) is known in at least one well-
documented case (see reference [8]) to appear to
have two parts: a bounded, "acoustic" part, Gy, say,
and a part displaying Helmholtz-type instability
behavior, Gy. Thus, in such a case equation (A.2)
would appear to yield, with 6 = Gy + Gy,

] 1 1
P' =Py +py,
where py is bounded for all space and time but py'
is not.  (Also, py' may not satisfy the radiation
conditions.)
Formal application of the Green function approach
in this manner may thus lead, when unstable solu-

tions of the linearized equation

Lap"O

exist, to an unbounded solution in a situation where
a bounded solution is required. Because of the
requirement of boundedness; therefore, there is no
alternative but to reject the entire solutiocn con-
taining any such unbounded part, should it be
obtained, and to ask if any bounded solution can be
obtained.

In some particular cases where L, is the Landahl
operator, it has been argued by Shankar{S9), on the
basis of certain general considerations and computer
tests, that the set of acoustic function solutions
alone of the homogeneous form of equation (A.1), the
Helmholtz instability solutions being excluded, is
“in all probability complete! If this is the case,
it follows that the acoustic part

p=p, = jca Q dy; dt {a.b4)

o

is, by 7tse?”, a particular solution of

|_‘) pt = - Q.

Furthermore, in the shear layer cases investi-
gated by Howe and by Tester(8), in which an unbound-
ed part of the Green function, Gy, has been found,
it is o trivial matter to prove that the acoustic
solution by itself is in fact a particular solution
of

Lp'= ~Q

(The proof for these cases amounts simply to the
observation that in the scurce region, where Q # 0,
in these problems py' is always zero, so that

L ''=0

a Py
everywhere in the fluid and hence pH' is a purely
complementary function, not in any way essential to
any particular integral.)

The discussion of the general problem can now,
on the basis of these observations, be conducted in
respect to the two possible cases: (i) G, by itself
is a particular solution of

L, 6, = -8 x; - y;) 8le - 1)

(or, alternatively, the bounded solutions of

Lap'=0

form a complete set of functions); (ii) all particu-
lar solutions, G, + Gy contain an unbounded part.

Case (i): Gy is a particular solution. Let the

desired, bounded solution of equation (A.1) be
written as

P! =, *pl

where

py = [6, Qay; on;




pa is then a particular integral of
Lap' = =~ Q.

Hence

Case (ii): All particular solutions, G5 + Gy,
contaiis_an unbounded part.

The complete solution then must be of the form
pt = ](Ga Q+ Gy @ dy; dr.

The part

fﬁa Qdyi dt

satisfies the boundedness and radiation conditions
but the part

IGH Q dy; dt

satisfies neither. |If this part contains a compo-
nent essential to the particular integral it cannot
normally be removed by addition of any physically
acceptable complementary function. Hence, no solu-
tion satisfying the prescrited boundedness and
radiation conditions exists. The fundamental mathe-
matical mode! then cannot be valid for the physical
situation envisaged. (If, by virtue of some kind of
pathological circumstances, it should be possible to
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remove Loth the partscutar int ral ard ¢o ploe-wn=
tary function parts of

{GH Qdv, &

by addition of some further complementary tunctioa,
then cne would simply return to the result of Case

(i):
[ f G; Q dyi dr.)

Conclusion: Insofar as the complete, ‘‘exact”
equations of fluid motion are believed to be valid
mocels for real fluids, and insofar as all observa-
tions of aerodyn--ic noise phenomena to datre confir~
that boundedness, and acoustic radiation conditions
at large distances, are always characteristic of the
flows concerned, it follows that 3}l “acoustic™
operators such as the Landah! operators must have
complete sets of acoustic functions among their
homogeneous soldtions so that the bounded acoustic
solution by itself is a particular integral of
equation (A.1). To establish the mathematical
sufficiency of the acoustic solution in any particu~
lar case, it s sufficicent to establish that the
acoustic part of the Green function alone is a
particular integral of

L, 6, = --(x‘-yi)-(t-v).
or that the acoustic sclutions of

Lypt =0

form a complete set.

s
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T 9ndi sheared, Gyiindrical ;o1 coxtaing 2 fimte
wolume of turzutente io weich the spie-tize covari-
ance nf the square +f the celaite flatsatiens,
vi. is moan.  Tne niesn Static predsure, Pg. iS5 unic
fars trewughout the jet and radiation field: the jet
is inviscid and obeys the iaws for a perfect gas.
The axial cean velocity, ¥, . densily, temperature
and spzed of swund, 3. may vary coasistertly with
radial pasitiva inside the jet but are otherwise
constant. For this rodel Lirvley*s equation takes
wne forn {if p'/p,- 1)

re3a”

Lp)y = 22 - 3.1
A {

«hera, in cartesian coordinates

. 3.3

i 3.5

For the purposes cf the present study the second
tera in the source function, ., is ignored and the
velocity fluctuations are assuved to be incompres~
sidle, that is,

so that the source function takes on a familiar
forn

= (vl vl - VEVD) s
o eV 3y 5. B .
! 3t i :xi ?xj Dt 3.5

Ve shall work in cylindrical coordinates as defined

in Figure (1); the differential operator, L, remains
the same except x- is replaced by the radial ccordi-
nate r where it appears explicitly in z2quation 3.2.

Tne Lignthill source function in cylindrical coordi-
nates, S¢, is the sum of the following terms:




———

where Cq is a coefficient obtained froa nu=erical
solutionz of equation 3.16. The eethod of nuzerical
sofution is descrided in Appenlix I-5.C and the
Fourier inversion in Appendix I-8.B. In the Fourier
irversion it is shown that solutions are vequired
{or caly specific xavenusders such that

where 3 is the observer anglz to the jet arzis:

.oy - x{)
-~ ® COS

.y}
: - %) 4+ g1
H (x! x:) (SR

The freguency, =, 1S necessarily restei - ! to real
values in the present analysis and vqual to the
» bserved frequency.

The nunerical coefficients, C,, then are func-
tioas of the circenferential waveausbers, n, the
obszrver angle to the jet axis, ~, the frequency or
Helenodez nuster, B = brg, (where v is the jet
nozzle radius), the radial position of the source,
R* = r’/r;, and the noa-dinensionalized oean ve-
tocity and sceed of sound profiles, ,, a/a;. and
their gradients with respect to the radial cocrdi-
rete, R = rlrg.

It is the presence of the mean velecity and
tespersture gradient terss in equation 3.16 which
distinguiskes it from the Fourier transform of
Pnillips cquation {4 ) . There are undoubtedly coa-
titions under which these gradieat terms do not
sigais’ ntly effect the solution tc equation 3.16,
Lal fro.. wave yet to be determined; qualitatively
wauke conditions will be associated with large
ve'ses of the Heleholtz number, & , based on the
width, %, of the jet shear region. At the opposite
extrene, k- -0, where the gradients based on the
scaled radial coordinate, R, ¢re becoming indefi-
nitely large, the solutions are certainly indepen-
deat cf these terms and converge to the analytic
solutions for a "“top hat” or ‘plug" mean velozity
profile. Thus, Lilley's equatirn certainly in-
cludes the circular "piug” jet model, used, for
example, by Mani (13), as a special cose. In this
timit the C, coefficients take one cf twe values,
depending on whether the source is inside or out-
side the “'plug" jet:

2 Jn(l-(__r‘)

Cp = —— exp[jnif2l  rr<ry
j=E,

€ = 2 (& [3(k,ro)d, (Ryr )b -

n .= 2 2 9'%n K? o''n
ja€q

- KzroJ"‘(Kzro)an} Fi>r.

where

a
(I'(:ro)2 = (kro)z {(3—0)2 (1 - Hycoss)2 - cos?o}
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E e @' ¢ <
E = Aker (kgro)».ln(l(gro) ~

- P T ] X
%ary B Ger 330 (Sr )
o= (1- ﬂlcasé)z §—
‘o

3 =3 k) 7 ke ) - 3 Cor ) Y (Rpr0)

b

- . e -
-: = Ja(l.;r'3 Yn\‘:fo) Jn(k.‘.ro)Yn fkar')

l:_, r‘o = kro sin

The zcros of the functioe £, determine the
position of poles oa the casplex k, plane; one or
mare of these poles defines the unstable eigenvalues
of k; and the Fourier inversion should includas coa-
tridutions frox these poies to give the unstable
colution. This type of solution, as w2 have already
seationed, is ignored in the present study and in
sinilar work eisewhere (i0), {13), but will be
siudied in future work. It should be cx»phasized
that the utilization of Lilley's equation, with
realistic velocity and spead of sound profiles as
opposed to the top-hat profile, does nct alter the
general) picture in any way. There sill stil? be an
acoustic solution and one or mere unstable solv-
ticns, botk of which will be modified by real
profile cffects. But, both types of solution can
be recognized and obtained independently by numeri-
cal =zethods (at l=ast for jet Hach numbers less
than two).

The accuystic Green's function soluticn to
Lilley's equation, equation 3.19, will be utilized
sa sections t=4.4 and 1-4.5 to form solutions for
particular source distributions.

1-4.%  0n Theoretical Models of the
Probe-let Experiment

In a recent paper by MacGregor et al (14) results
are presented from an experimental configuration
which we now attempt to represent with an approxi-
mate, theoretical model. The experiment consisted
of a source of svund, introduced through a 1/16"
i.d. hypodermic tube, placed inside a jet, two
diameters downstream of the jet nozzle cn the jet
axis. With the aid of an instrument which *'behaves
somewhat like a correlator™ {14), the acoustic
radiation level, in the far-fieid, at the source
frequency was effectively extracted from the ‘et
noise signal. The radiation level directivi ,
relative tc the level at 99° to the jet is presented
by MacGregor <t al (14) for two jet exit Mach
numbers, 0.5 and 0.9, and for four Doppler shifted
frequencies, 1, 1.5, 3.0 and 4.5 KHz. This extrac-
tion process, that is the exclusion of acoustic
signals at all other frequencies, means that our
acoustic component of the Green's function, which
oniy includes the effects of stable linear trans-
mission of sound through the jet shear layer, may
provide 3 vaiid theoretical description of direc-
tivity patterns measured in this way.
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where v o= ? - v:2
H 1 i

v.rv_ e ¥ oev' - vl ooy .
' B 4 y Y Ot

In the Lighthill model the inhomogenous wave equa~
tion is solved by means of the Green's function,
gix, t/x', t'), which is the acoustic pressure at
(x, t) due to a pulse at time t* from 3 point
sGurce at X'; in the absence of beundaries, it is
sizply

Iz - t* - |x - x'|/ag} 3.7
b e - 2

glx.t/x'.t') =

The actoustic pressure, p', due to an arbitrary
scurce distribution, Sp, s then

4
p'ix.t) = 9(x,t/x',t*) Splx',t*}dx' dt! 3.8
f
or
s {x', ¢t - Jx -x'l/a)
P'(ﬁ") = I £ ~ o dx’'. 3.8

v belx - x'|

fn the present model we do not attempt to find
glx,t/x',t'} since we are mainly interested in the
spectral density of the acoustic pressure and
therefore the Fourier coefficient p'(_)g,u) where

2
Pt x,0) © j p'(x,t) expliutldt 3.10
e

The Fourier transform of equation 3.8 is

oo
p!{x,0) = f J.g(i.u/gt_'.t') Sp(_x_',t') dx' dt' 3.1
ey

and thus we require g(x,u/x’,t') the {complex)
Fourier coefficient of the acoustic pressure 3t the
observation point x due to a pulse at time t'
emitted from a point source at the point x'.

To sunmarize,we solve Lilley's inhomogeneous
wave equation
b 2%
1) = 2
Llp') = 57 oo 57— - Sc? 3.12

by assuming the existence of the Green's function
ofx,t/x’,t'), which satisfies,

Llg) = 3= t6lx - x*) 8(c - 1)) 3.13

and by finding the solution to this equation for
the Green's function Fourier coefficient, g(zc_,w/_)_(",
t'). The solution to Lilley's equation for the
Fourier coefficient p'(x,w) is then
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p* (E_ﬂ.) =

+a
s,

"
[ J""G -(.;;— 5. {x',t*) glx,=/x'e') dx' de'. 3.4

ey

in cylindrical coordinates the right-hand side of
equation 3.13 is

B rety - x) HEEh 5o -9 - 00 3005

We now proceed to solve equation 3.13 by taking its
Fourier transfcrm with respect to t, X, and 23 the
circunferential waveaunber is restricted to integer
values, n, due io «.e usual continuity argument.
The result is an ordinary differential egquation

LI

1l
r dr

32
(S + g7 Lo, 1+

A dg ) aoz )
— 4 D Vi1 -
* TR,k /%) dr 158+ 9 @ U (onyk /W)

2
23 -2 =
- (ky /K2 - =]

r=pt
= - ﬁ;r_"_l exp[~jut' + Jkyxy + ja9'l  3.16

where k = w/ag, M, = V,/3o and the dependent
variable

g = gliy.rmufaf,r’ st,t)

4o 23

-]

A

glx,uix',t*) explikyx; + jnéldxyde.  3.17

oty

Once the soluticn to equation 3.16 is found, the
required solution g(x,w/x',t') is obtained by
inversion:

® 4w
glx,u/x',t*) = (-‘i;)2 Z {I g(k.‘,r,n.u/g_&.',t')

nE-® =
xexp{-jklxlldk,} . expf-jne] 3.18

When the inversion with respect to the axial wave-
number, k,, is restricted to the far-field solution,
as discussed in the previous section, it takes the
form (see Appendix 1~4B):

expl-jkx,cos8- jkrsing]
a{(xy-x})2+ X3}

g(x.w/ﬂ.t') =

xcxp[-jut']exp[jkcosex;]z‘ <, expl-jn{e-4')] 3.19

nE=w

— .

.-
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It might appear that a theoretical model of this
experiment is straightforward: Lilley's equation
could be solved with the velocity profile found at
two-diameters from the jet nozzle and with an
appropriate representation of this experimental
"point" source on the right-hand side of that
equation. We propose here a slightly different
apprcach based on the argument that the experimen=
tal source is surrounded by a thin annular ‘region
of disturbed fluid whose mean velocity in the axial
directicn is zerc adjacent to the source. This
disturbed fluid, which is the probe boundary layer
and wake, will of course spread at a certain rate
downstream of the probe hut once again we will use
a non-diverging, infinite, parallel flow mode)l for
this particular region and, further, for simplicity,
it will be assigned a fplug' flow representation.
In fact both the probe, ard hence the wake diameter
will be zero in the present model but, initially
equations are formulated for the mode! shown in
Figure 2. Regicn 1 (the diameter having a limit
2ero0) contains a stationary fluid and a point source
representing the probe excitation, Lilley's equa-
tion will be utilized in Region 2, which contains
the sheared jet flow, togetl r with the radiation
condition at its boundary with Region 3 arnd an
inner boundary condition at the interface with
Region 1. Region 3 contains the ambient fluid sur~
rounding the jet. Through this model of the source
and its immediate surroundings we can deduce the
eff stive source strength to be used on the right-
ha.d side of Lilley's equation.

Region
—Boundarv of 3
M) et Flow
2

» M
PR Vortex Sheet

f=0 _Jet Centerline

Point Source

Fig. 2 Parallel Flow Fodel of Probe-in~Jet
Experiment

In Region 1 the Green's function, G,, must
1

satisfy
46 d6
1, 1% L s(r)
a7 + v dr + k261= " S by
» S o= kY - k2
where ks k k3

S = - exp[-jut']exp[jk,x;]
and the solution is of the form
. Jzs . (2)
6, = A tk,r) + 22w B r) h.2

In Region 2 the Green's function must satisfy
Lilley's equation but in the vicinity of r = §
where the mean flow is uniform Lilley's equation
reduces to

426 d6
2,1 2
ittt K36 = 0 4.3
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2 u ke - 2 . 2
where K2 = k(1 k,ﬂl/k) (kllk) }

and the solution is the form
6, = 4, 3o (Kor) + 8, Y, (Kpr) 4.4

but as K,r+K,5+0 the first term in this solution
is negligible compared with the second so that

G, 3 BZYO(Kzr) (Kzr-'o) 4.5

Across the vortex sheet of the probe wake ''plug"
fiow the conditions of continuity of pressure and
particle displacement are applied

6, = G, 4.6

a6, 1 dG,

Er e ok T b7

which with equations 3.2 and 3.5 give in the limit
ks +0

=41 - 2g = dE |
B, =3 (-kM /k)%s = % s, 4.8

It follows that the point source of unit strength
and the surrounding wake "plug" flow can be re-
placed by a point source of strength ¥ located in a
region of uniform flow, that is, in a region, 2,
which extends to the jet center-line.

Accarding to this model the far-field pressure is
given by (sec Appendix I-LA)

exp{-jh R}
P(R.,Y,8) = R exp| juot]

. 2;
x(I-HRcosu)- {- ;L . Ay, 4.9

where Ry is the distance between the source and
observer, 0 is the observer angle to the jet axis,
Mg is the value of M,, the mean flcw Mach number,
on the jet axis, wg ® aghy is the source radian
frequency and A is, indirectly, the numerical
solution to Lilley's equation. If the jet shear
layer is also replaced by a vortex sheet then the
analytic expression for A is

A= 4.10
EO

where

TR CRB ORI

- (Rzro)Jo'(Rzro)Héz)(ﬁzro)

v =(1- MRcosu)’
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kzr = kroslne
k2r2 m 2 - s6)2 - 241
k32 (kro) {1 HRco.e) coss

HacGregor's (14) results are reproduced in Figures
3 and 5. (in Figures 3-7 the Doppler shift factor,
C, is defined 2s € = [(1-Y.cos0)? + uznéli;

Me = 0.5 ¥3/ag; a = 0.55.) The corresponding cal-
culated plug flow directivities

- _)'

-2 1
20 log,, -gJ(-/1—- (I~HRcos8)2|
[

are shown in Figures & and 6. At the condition
Mg = V3/ay = 0.5 the measured and calculated re-
sults, in Figures 3 and &, are not significantly
different for angles greater than 10° (when the
observer is either inside, or close to, the local
residual jet flow, a parallel fiow model cannot be
expected to be valid}. At the higher jet Mach
aumber, Figures 5 and 6 show that there are clearly
substantial differences between measurement and
theory over the whole range of frequencias and
angles.

~ 0y .
0
(=3
L)
* -104 1
* C./2+, XHz
& -29 1.9 xj/2e, E) L
1.
% 5 rir . x
2 =30~ 3.¢ ¢
“ 4.5 A 0.0
$ -10d
& -0 e 0.0 - 90 9
2
&
T _en
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e
<

Fig. 3 Measured Far-Field SPL Dircctivities of
a Source on Jet Center-tine (ro = 3/8")
Taken from MacGregor ..* 1! {l§)
(VJ/ao = 0.5)
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Fig. 4 Calculated Far-Ficld SPL Directivitics of a
Source on the Center-line of a Circular
“Plug" Jet Flow (That is, Axial Station at
Nozzle) for Comparison with MacGregor's
(14) Measurements Shown in Fig. 3
(VJ/«:I0 = 0.5)

o
o
» 3
47 - .19
. 0.9 s
=
= 2.0
© h
= - =
&
%3
S 5.0 s
=
>
z 0.0 - 30.0}
=
i g T v v T . v 7 v
[ 10 2 30 s 0 8¢ 6 80 W
«, OBSERVER ANSLE 70 JET AKIS
Fig. £ Measured Far-Field SPL Dircctivities of a
Source on Jet Center-Line (r, = 3/8") Taken
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Fig. 6 Calculated Far-Field SPL Directivitics of
a Source un the Center~Line of a Circular
"Plug" Jet Fiow (That i-, Axial Station
at Nozzle) for Comparison with MacGregor's
{14} Heasurements Shown in Fig. §
(Vyla, = 8.9)
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Fig. 7 Lilley Equation Solutions: Far-Field SPL
Directivities of a8 Source on the Center=
tine of a Circular Sheared Jet Flow for
Comparison with MacGregor's (14)
Measurements Shown in Fig. (VJ/"O =z 0.9)

The directivities of solutions to Lilley's
equation are shown in Figure 7 for the condition
Mp = 0.9; for the lower Hach number (0.5) the re-
sults are almost identical to those for a plug flow
profile. The Mg = 0.9 colutinns have been obtained
using a velocity profile which is a good approxi-
mation to that found in a convergent nozzie jet two
diameters downstream of the nozzle — the location
oi the probe termination in MacGreger's experiment,
There arc now less but still substantial dif-
ferences between these Lilley equation solutions

e m—




and MacGreqor's measursments and we now consider
the possible reasons for this.,

We have already stressed trat to obtain the
present results we have ignorca the existence of un-
stable modes and the effects of divarging flow. We
will also consider the possibility that the model-
ling of the probe source 15 ir quEstion. The effect
of unstable modes is outside the scope of this re-
port but we can consider rue effects of diverging
flow by reference to the work of Schubert (15) and
Mungur {i6). We fix the absolute Helmholtz numher
at kgry = .53, coasider three jet Mach numbers, 9.3,
3.6 and 0.9, and use Grande’s (17) experimental
results in which conditions are virtually tdentical
to thosc in MacGregor's work but here, in the direc~
tivity patterns, the frequency is held constant
{rathker than the Doppier shifted frequency). Both
Sehubert (15) and Hungur (16) take diverging flow
nto account, with certain approximations, but
Mungur's (16) results, shown in Figures 8-10, arc in
better agreement with experiment _Grande's (17)
measurements in this casej than Schubert's are with
his own measurements (15). Altbough the Lilley
equation solutions are not particularly different
from both Grande's measurements and Mungur's re-

suits at the conditions Mg = 0.3 and 0.5 {outside

the 0-10° sector) there are substantiatl differences

at the highest Mach number. In Figure 10 the plug
L flow model results are also shown; Lilley equation
solutions yield an improvenent over those for the
plug flow model but the characteristic shape of the
measured directivity pattern, st appears, cannot be
reproduced with either parallel flow modet. A
diverging flow rodel does give the correct shape as
well a5 excellent absolute levels and we are there-
fore forced to conclude, tentatively at least, that
an gecurate predictien of sound-mean flow inter-
dantivr effects requires some form of diverging jet

# tow rodel,

uUnfortunately, this conclusion can oaly be re-
gar;ed as teatstive, not anly because of the neglect
of the unst. ble wodes but because of some new ex-
perimental results recently reported by ingard (18).
The strony implication in these results is that the
injeztion of sound into a mean flow threugh a
boundary layer may not be correctly modelled by the
} assumpticn that the particle displacement §s con-

stont torough that boundary layzr, Further, the
results Indicate that continuity of particle

»locity, wnife not explicitly justified by tngard
‘ {18), should te used instead. While the experi-
mental configuration {a rigid walled flow duct) is
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different from that ot the prope-jet experiment,

it is of interest to modify our source model
accordingly and to compute the new directivity
patterns, at least for the "plug" jet tlow profile.
The results for comparison with MacGregor's (14)
measurements ate shown in Figure 11 and although
the appearance of a peak in the calculated results
is not consistent with measurement it may be more
than coincidence that there is yood agreement for
the two higher frequencies, outside the 0-10°

In spite of these results and our other areas of
doubt, Mungur’s impressive predictions have per-
suaded us that either his model, ot perhaps a

similar mode} still based on a locally parallel flow
representation, should be used in our future work.

In the next section solutions to Lilley's equa-
tion will be used to construct a crude jet noise
model and particular emphasis will be placed on the
dependence of these solutions on source location
and helmholtz number. In the light of the above

P ——
e
o S -
ra
» " e 5.53
70— uEaASURED, GRANDE (17} Yy, 9.3 sector.
» s 2.
2] caonaten, waveun e {2, o1
2 clr -
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2 -y r'/ro 0.0 S
N 0.0 - 96.0}
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W 20 30 L 5 6 70 8 90
. OBSERVER ANGLE 10 JET AXIS
i Fig. 8 Comparison of Theoretical Point Source
Directivities with Grande's (17
s Measurements (VJ/aO = 0.3)
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comparisons with experiment we should consider the
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trends exhibited by the sclutions to be only quaii-
tatively correct.
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Fig. 11 Comparison of Plug Flow "Constant
Particle Velocity Source" Direc-
tivities with MacGregor's (14)
Heasurements (VJlao = 0.9)

1-4.5 Solutions to Lilley's Equation

Having obtained the Green's function solution tc
Lilley's equation {in the far-field) as a function
of frequency, scurce position, x', and the time at
which the source emits a pulse.t’, the far~field
pressure, p(x,w), due to a source distribution (in
cylindrical coordinztes)

22
Ef?@ 5. (x.t)
is 4o .
o) = Jff] tary st
xg(x,w/x',t') dx’ dt'’ 5.1
where
x' = (x;,r',o‘)

dx' = r'dr'de’ dxj .

The form of S¢ i3 glven by equation 3.6 and the
Green's function is, from equation 3.19,

glxpuridow/xy,rt, ¢tat!) =
exp{-jkx,cos6 ~ jkrsing)

a((x-x})2 + r?)

©

exp{-jot']

exp( jkeos8.x}] Z ¢ exp[-jn(4~4')] 5.2

n=~o

where
2 A M)
Cfr') = T expi ja-/21
A = exp{~ni} A,

and Ag(r') = A (heost, r', n) is a numerical solu~
tion to Lilley's equation. Tha components of the
source distribution consist of first and second
derivatives, with respect to x,, r and 3, of the
velocity products vvi, Vy¥r, Ctc., but these con
be removed, as in Lighthill's anaiysis, by partial
integration. (From this point on we restrict the
analysis to isothermal jet flows). An example of
this manipulation is az follows; the leading term
in §. is

2y2

and the radisted pressure due to this component is

plx,0) = IEI%

which, after partial inteagration, is

glx,u/x",t') dx’ dt’

2

2,2
R vi
’§|

)

+0
2
plx,v) =ff” oqve s {x,w/x't") dx' dt* .
; oxt 2
o )
This is an exact result as long as w2/ax! and v2

vanish at x' » & «. We now use the usual® approxi-
mation, valid in the far-field,that teems like

5 1 _ €osb
SR PG S L
ax' | {lx,-x2)?% + )] Re
1 1
(where R2 = (x;- x})? + r?)
2 Zsin’e
and i (cos8) = R )
i

which appear in,

—37 {exp j kcosex;) = (j kcos9

ax,
+j kx; 3%7 cosﬁ)exp[jkcosex;},
1

can be neglected; so that for this exampie,

+o
plx,w) -fff glx,u/x'st') (-kZcos?8)povl dx' dr'.
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Repezting these steps with all the components of S¢
we obtain:

exp[-JkR ]

plx,0) = - --—:-—- . k{[[[ (x},r 4"

9{0 v .y cos6) expf-jut" ]r‘dr‘dé'dx’dt' 5.3

where
R2a - xt)2 2
Rr (xl x;} +
cosé = (xl - i;)/ir
K= - R
2(xi,r'0¢')
= exp[jkcoséX;] Z Cn(r') exp{-jn(s-4")] 5.4
n=~x
and

b(povivj, 2, cosd) =

jcosd a0 v jcosd m
q  akr)  1Yikrn)a 35

2 289
oO[vlcos 9 +vyv,

- 2
jeosd 3a Y2 3%

17T ke TR 3(kr)?

+ v

2 3
320 My

vyl (kr')Q 3(kr')2s’ (kr ¥a2s"

jcos® _ a9
+vin K B ¢ v, (T T

1 320
W Y T

1 N
* TorR 3y ) 5.5

Note that average values have been assigned to 0(0)
and Rr(Rr), corresponding to an average value of

X (x ) since the variation of 0 and Rr with xl has
benn ncglected in the above steps; X is chosen in
such a way as to minimize the errors incurred in
these approximations.

In view of the apparent cemplexity of the expres-
sion for p(x,w) given in cquation 5.3, it is of
interest to consider the simplified expressions for
the functions which appear in that equation when
interactions between sound propagation and the mean
flow field are ignored. This is a necessary
exercise in any case; for we need to calculate the
radiation in the direction normal to the jet flow,
which is unaffected by flow effects (in isothermal
jets), in order to compare this theory with experi-
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mental resuits (which are normalized by the
radiation level at 90° to the jet axis). The func-
tions (for no interactions) become

Q(X;,r',¢‘)
= exp{ jkcosd X: + jkr'sinBeos(4-¢')] 5.6
P 2
0(00\',vj #,c050) = p vy 5.7
where
vg = vlcoss + vrsinscu;(¢-¢') + v°sin§si1(o-¢')

is the turbulent velocity component in the direc-
tion of the observer. We now proceed to obtain
explicit expressions for P(x,u) the spectral density
of p{x,u) and for this purpose equation (5.6) is re-
written as

a(x],r,4")
= exp{jkcosex;] :E: cxp[jnn/Z]Jn(kr'sina)
n=-w

x expl-jn(p=4"}].

+o0
Plx,0) = ;z—%g%—ﬂ I{[[ erotincostix:-x

”:E: exp[ jou/2}d, (kr'sinB) exp[-jn(s-4')]

n==m

x:é: cxp[-jmw/Z]Jm(kr"siné) exp[+im($-9") ]

ma=w

x expl-jwt]. V;(Xi,XT.r'.f"'0'§®".r)

x r'dride'dXidr edridptdxy 5.8
where
T
T
x VE(XY, P, e 5.9

- .
Plx,u) = %121: p(x,0) p*(x,u)
2T

For simplicity we will assume that the source dis-
tribution is confined to a narrow annular region




such that its r dependence can be represented
approximately by a delta function; then the inte~
grations with respect to ¢! and r* can be discarded
to give

P(x,0/r') = "‘Zé‘;;z—' J.Ejjexp[jkcosﬁ(xi-)('l‘)]
r -

<Y explin/2(mn) 1, (kr'sind) 3, (kr'sinB)

n,m
x exp joim-n) expj(ag'-m'')} exp{-jut]
x v'ﬁ(x;,x'l',r',w,é".:) do'dX{dr dg™dxy. 5.10

Yo carry out the ¢ and XY integrations we make the
usual assumption that vg can be expressed in the
form

Ve = VS, () S,(7) S306%) SIX{Xp, #1-9thx) 511

but in the present analysis we make the realistic
assumption that the V§ is independent of o' for
zero separation $'-¢", that is 53(9") = 1, With
the transformations

X} - X =8y dx{ = da,
R d' = db,
m -n =2

equation 5.10 becomes

2yt
pok v Sz(r')

oy
P(x,w/r') = E:ﬁ_z-— jfﬂ]expljkAlcosé]
r -

x exp{-jut] { Z exp f jer/2]) Jn(kr'sina)
n,%

x Jnﬂ(kr'sine) exp{jté) .

x exp[jnag ] expl-jeei s, (xy) S(8,,,7)

x dbda,dt detdxy 5.12

The integration with respect to #" is non-zero only
when ¢ = 0 so that P(_)_(_.u/r') is independent of ¢ and

2K (1) n i
Px,0/r') = Lo 2z 1 fﬂ.exp[jka cost)
X = '
8r Ry b
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x exp{-jwt] Z J;"‘(kr'siné) cxp[jnaa}
n

s(2,,a,7) d8,dbydt 5.13

where

Fo
I1 = ISI(X';) dX'.;

-0

which can be calculated, aumerically if necessary,
independently of the other integrals.

To perform the remaining three integrations, we
again make the usual assumption for the form of S
and the functioral dependence on 4., L

5(61.63.7) = exp{'éf/lz = Ui'(z] 53(53) 5-”4

where 8y =4y - aghct and where S5(84) will be
?pemflcd later. Equation 5.13 “is then of the
orm

oy
Plxale’) = Fy - P [ [ explocf G +u2/a)))

-®

. exp[-jur(nz_ivca,/m‘{)} cxp[jk.xl«:os.-'ijd:d:l 5.15

where
2Kevis(r')
sl
Fy= _‘1_72_——- 1 5.16
BnRr
21
F,= 2, Jkr'sind) [ sataexslingy] sy 5:17
n o

The integration with respect to 1 is of the form

+o

earl =} 1 ol
J- ¢t e I% gy = (i),eb/ha 5.18
-0
2 12 /92
where aww ¥+ ‘»c/L1
= ' %2
b =w(l+ z,vcol/,.t‘)
so that
[ n H -2
Plx,/r') = F, . Fy 1 } expl—rs
e /% s 27:2
W +Vc/i1 ’i(u)*‘VC/tl)
o 8 >




v w/24
[ 1

exp [- jAl { - keosh)) da, 5.19

oy Y232
w vch’l
which again is of the same form as equation 5.18 and
after some manipulation we get

- L2 -
Plx,s/r) = Fy . F, ;‘-)-L cxp[fﬁ i(l-Hccosﬂ)‘ +
: o

. 1w, COs0
ol ]
——)
a

(]

+ ( 5.20

New consider the integral in equation 5.17 with
$.(5,) = exp .’-,‘:;/i';! .

If the correlation length > i3 sufficiently small
(-v2n), then to a good approximation the upper limit
can be extended to infinity

21
I expl="i/:q] exptjn 1 da,
o

i J‘expf-“.;/iilexp!jn‘.‘i 3,

-
vy

~ expl =410
‘e
J. P N O 1 LR

N
i Vo

and in the limit i 0 the integral is simply »-2 /2
for all values of n. Thus, equation 5.17 bccmcs

- (411
F o -2—’- 3w tketsing) = 7-1 5.21
n

that is, it is independent of source position, kr',
and angle of observation o,

The final expression for P(x,a/r') is

3/¢
uz"k"\l"s?(r‘)ll L] / 1ty
P{x,w/r') = - — }
8n8<¢ “o
r
w llcoso
x cxp ((I M coso)7 + (—2——-—)‘) 5.22
%

Although we will not be concerned with the intensi-
ty, 1(x/r'), where
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.,oaol(gg/r') = f Px,w/r') do 5.23

(o]

in the present work, for completeness we note that
the integration can be carried out without recourse
to numerical methods (in the ahsence of sound-mean
flow interactions); the integral is of the form

£
P Y )
J‘HZneuw do =

2

- (-])n 1! 2."-l ‘x-(zn”‘) Dzn(o) 5.24

where 0? is the parabolic cylinder function. With
0

n=2, D {0) = 3 and
) 1,€038 ;
1 =, v 1 <4
1E g H{1-K cosn)’ + (—-;-—) }
[
we get
. 3
- v ok CO‘E;‘ ., <fz
(1M _cosn)t + (==L )
3 a
o
so that
- s{r')i H (“V“-a"
Hx/r') = 3 LIMULE 00 5,25

LR » 2,005 - o]e
" on- Mcow\‘ + (= !
%

This expression for the intensity is identical in
form to the cxpression first obtained by Ffowes
Williams (19), but it should be emphasized we have
not employed a moving source analysis. As Lilley
has pointed out, provided the same source space=
time covariance function, S(4), -, 1) is used,
the present stationary source analysis and any
correctly performed moving source analysis must give
the same result.

The spoctral density result forms the basis for
the presentation of experimental data in the form of
difference spectra. With

. w t coso 73
= o {1-H_cost)? + (—mmm) }
s c 3

equation 5.22 becomes

2y4 1 32
iy Sz(r )Il 13 20,

") o (1
P(x,u/r') D { zuo } x
r o
4 2
us . enl"5) 5.26
0

c0s0)2}2

2 “oll
((I-Hccosu) + 5
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To allow for the fact that experimental spectrum
measurements are in bandwidths proportionat to fre-
quency, we consider the quantity, mP(i,u/r') where

wP(x,0/r') « !

w R 5.27
- a 1 M2
{(1-H_cosB)? + (—%—— cosd)215/2
Q

H and where we have retained only the 8 dependent
form. This is the predicted directivity factor
provided wg is held constant. In the rear arc
(8 < 90°) this means referring to increasing ob-
served frequencies with decreasing 6, The differ-
ence spectra are defined as the difference between
the measured sound pressure levels and the levels
predicted by equation 5.27.

We now repeat the analysis (given above) with at
least some sound-mean flow interactions included.
In the present study we neglect flow effects in the
function ¥ which, in the absence of flow, is

$ =ovt
o and is otherwise given by equation 5.5. We then
F have
exp(-jkR.} - -
plxw/r') o « ———r k‘ffff"ovﬁ alxg.rtiet)
LLTS i
exp{-jut'} d¢'dxidz' 5.3a

where

PVE =0 VE (X1,r'het,tt) = ¢

is assumed to be independent of sound-mean flow
interaction effects and, it will be assumed, has the

same space-time covariance. The function Q is de-
} fined in equation 5.4; it has the same form as in
the zero flow case,but with the Bessel function
Jn(kr'sing) replaced by a function Cn(r') which is
only known numerically and is a function of fre-
quency and the jet mean flow parameters as well as
the point source position r' and n. The dependence
of @ on X; and ¢' is otherwise the same as before
up to the point where the relation

-]
Z 92 (kr'sind) = 1

n=-o

is used. In the present case the expression

2 c (r') ¢ x(e!)

nR=c

cannot be further simplified and must be evaluated
numerically. The final expression for the frequency
weighted spectral density is thus

.- -

~ 3/
T f - .
, ;Ovsz(r )ll ‘l":‘! :

wP(x,u/r')= — { o™ .
n4R2 '
8 RS a o !
5 {
US |’

‘ioil
a
]

5/2 'ﬂ
1

{(I-Mccos(-))2 + cosd) }

w2 >
x exp(-,{ZT} Z e (rt) Ca(rt)  5.26a
o]

ns=o

We now present some results which show how the co-
efficient Cnh(r') depends on the Helmholtz number
kro, the radial position of the source r'/ro, the
mode number n, the jet exit Mach number Mp = Vj/ap
and the mean velocity profile, represented by the
distance from the nozzle where such a profile is
found in a real diverging jet. Temperature effects
are excluded and mean velocity profiles are confined
to those which would be found in the mixing region,
that is up to approximately four diameters from the
jet nozzle. Finally, with some further assumptions
we will calculate the sum

N
D> Culr) cpr(rt)
n=0
and cowpare this with the difference spectra ob-

tained from experimental results.

In the following results we evaluate 10 log,,
(CaCn%) = SPLy at five selected Helmholtz numbers
denoted by f;, i = 1.5, where

kro fd/ag
f) 09426 03
£, J31h2 1
f .9426 3 ’
f, 3.1k 1.0
s 9.426 3.0

These span the frequencies of interest in our model
jet experiments. In Figures 12+18 we keep the ob-
server angle to the jet axis constant at 22,5° and
show results for the (n=0) axisymmetric mode;
Figures 19-25 are at the same conditicns but for
(n=1) the first circumferential mode. Alil these
figures are plots of SPLp versus the radial position
of the source, r'/r, at the five selected Helmholtz
numbers. Figure 12 is for the trivial case of no
flow, showing that,except at the two highest fre-
quencies, the radiation level (which is proportional
to SPLp) is independent of the radial position of
the source. In Figure 13 the conditions are the

same except the Mach number is 0.32 with a “top-hat"
or "plug" profile (that is, corresponding approxi-
mately to the profile at the jet nozzle). At low
frequencies radiation due to sources anywhere inside
the jet are increased whereas at high frequencies




Downloaded from http://www.everyspec.com

particularly for sources near the axis there is a
substantial reduction or attenuation in radiation
levels. The discontinuity in level vhen the source
is on the "lip-line", r' = rg is due to the dis-
continuity in the mean velocity profile at the same
point: the source is either inside or outside the
mean flow. When we use a velocity profile like that
at the end of the mixing region, that is a continu-
ous mean velocity profile, the solutions to Lilley's
equation for SPLp are well behaved, as shown, in
Figure 14; the "low frequency 1ift' and the high
frequency attenuation characteristics of the "plug"
flow solutions remain although quantitatively there
are large differences between the two solutions.
Figures 13 and 14 illustrate one of the many ad-
vantages offered by Lilley's equation; the radiation
can be calculated in a realistic way for source
distgibutions within the jet shear layer. Tne use
of "plug" flow models inevitably leads to an un-
realistic discontinuity in radiation levels unless
the source distribution is arbitrarily confined to
regions either inside or outside the jet. At higher
Mach numbers Figures 15 and 16 (MR = 0.71) and

Figures 17 and 18 (Mg = 1.0) show that the "low T 0% - 9.%
frequency 1ift' and the high frequency attenuation " %Y
levels continue to diverge unless the source is 2 .
located in the outer regions of the jet where re- jni2e, b 0.0
sulting radiation levels are relatively insencitive N +o
to frequency. iy, 0.2
In Figures 19-25 the results are repeated for the 125
n=1 mode; the "low frequency lift" is far less n [
apparent but the high frequency attesuation effect
is clearly visible and is very similar to the n=0 Fig. 13 Variation of SPL, with Radial Position of
mode's behavior at the highest frequency. Source: Mg = .32, n =0
20 ——— v v
0p
2
_‘O
g .10
20
-30 = N
-0
50
60 N N N
0 2 & 6 B 1.0 1.2 L 16 L8 2,0
r‘/r0
ol L09% = 9.4
[N 0.0
xy/2ry 0.0 "‘,df' o
y N 032
t/r .. e .
o x2/2¢, By
rifey 0-2 Syl "":":"-‘
“® =
22.5 P 3
n ° et Sy
} o
Fig. 12 Variation of $PL, with Radial Position of

Source: Mg = 0.0, n = 0 Fig., 14 Variation of SPL, with Radial Position of
Source: Mg =0.32, n=0
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Fig. 15 Variation of SPLy with Radial Position of
Source: Mg = .71, n=0
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Fig. 16 Variation of SPLy with Radial of Source:
Hg= .71, n=0

Fig. 17
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Variation of SPL, with Radial Position of
Source: Mg = 1.0, n=0

Fig. 18

Variation of SPLy with Radial Position of
Source: Mg = 1.0, n=20
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Fig. 19 Variation of SPLl with Radial Position of '
n

Source: Mp =0, n=1

Fig. 21 Variation of SPL, with Radial Position of
Source: Mp = .32, n=1
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s4cina the followi=y results with wxperi-ental
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hodd

Howevar, 12 is worth cooparing our results with
neas.rernts <o 3 linited basis for an assused forn
of the source fistribution which leads o the exoras
sion fur spectral density given by equation 5,26a.
This expression is ideaticsl to that given by
equation 5.26. where sound nean flow interactions
have been igrared, except for the factor

Z ety C=(r")

nxE-

This infinite sum, over all mode numbers, is cqual
to unity for zers oean flow but when the C, coef-
ficieats are nuwericat solutions to Lilley's
equation, +¢ wan only evaluate this sum numerically
and inclul: 3 ~any terms as are necessary for con-
vergenze. The table below shows the highest value
of n regaired 1o obtain cenvergence in the zern
flow case for each angle/frequency combination.
These nunbers appear te be a good indication of
those required to evaluate the sum at finite Mach
aumbers.

hro/~  B2.5 6.5 52.5 37.5 22.5

©.09426 0 0 0 0 0
0.3142 1 1 1 1 [}
0.9426 2 2 1 1 1
3.142 4 4 3 2 1
9.426 1 10 9 7 5

We associate the sum

SPLy = 10 logy < » € (r') € (r)

n

with the non-zero difference spectra; that s, the
modei which ignores interactions between sound pro-
pagation and the mezn flow gives an expression
(equation 5.26) which predicts a certain dependence
on the observer angle . This dependence is
assumed to be correct and is subtracted from the
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eeasured directivity to yield the so-called dif-~
ference spectra. 1If the zodel was correct, the
difference spectra levels would collapse oa the 0 @8
line. An txaople of their actual tehavior for Mp=1
taken from referesce (21) is shown in Figure 30.

Our evaiuation of the sound-mean flow interactinn
effects for direct tomparison witk Figure 30 are
skown in Figure 31 (with r* = cg, that is a point
source radial distribution centered on the lip-line).
The agreenent s =ot good 3t low frequencies. as we
might have erpected: 3t high frequencies and smatl
sngfes the predicted trends are correct while at
larger angles the calculated spectrum levels are tos
high. Reverthcizss. we feel that this cosparison 15
fairly encourzging when we refiest upon the nunber
of assu=szions used to ¢btdin these theoretical
difference spectra. Both the gencral fow fregquency
behavior ans the high frequeacy~large angle discrep-
ancies may te radically izproved once (i) effects of
the diverging jet flow are sore acejuately rodelled,
{ii) other prodlem 3reas =entioned are satisfac-
torily resolved and {iil} 2 sore accurate source
function distritution is used.
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Fig. 30 Measured Difference Spectra: Hz = 1.¢
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Fig. 31 Theoretical Difference Spectra

*Some of the infrequently used sysals defined in the

76

E~5%.¢ Conclusions and Fut.re eork

1.  The boccgenonus form of Lilley's eguaticn is
recognized 10 be the sa7€ as the oquation which is
usdé to investigate the stability of iaviscid, ¢oo-
pressidle shedred flows. Tnus, two types of solu-
tion can be obtained: the "acoustic solution™ and
the “unstable solutica™. Unstuble solutions are
being studied in our theeretical progra= to provide
information for 3 model of the source funutiun in
Ltilley's equatina and are described eluentiere. The
"accustic solution™ is tne subject of this report.

2. Acoustic solutions to Likley's cquation can
be constructed from an appropriate specificatica of
the source function ard point source or Green's
function solutions.

3. The iufiucnce of sound-near flow interaction
effeces on the radiation levei and directivity of
point scurce solutions has been evalustes in so=e
detail for subsonic parallel jet flows with real-
istic mean vclocity profiles.

5.  The directivity of scdificd point solutions
are only in qualitative agreement with measuresent
and while questions remain concerning represenia-
tion of the experimental source and the type of
solution utilized here. consideration of theoreti-
cal results. obiained elsewhere, strongly suggests
that 3 =ore realistic »2an iluw model Is required.

5. A cooplete solution to Lilley's equation
for 3 sioplifisd version of the standard type of
source function is cvaluated in the form of dif-
ference spectra which are found to be in good
qualitative agreesent with oeasurement.

future work will conceatrate on the role of un-
stable solutions from the acoustic viewpoint, the
develogzent of a more realistic mean flow rodel
and tke evaluation of solutions to Lilley*'s equa-
tion for source functions based on a conbinition of
turbulence measurements and the theoretical model
curreatly under development.
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a(r), ao speed of sound iaside and outside
jet
b,c constants ir analytic representa-

tion of mean velocity profile

Cn nunerical solution to Lilley's
equation
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dispersion relationship in "plug"
flow odel

Green's functions
Helnholtz nuaber

Bassel function of the third king
or hankel function

Hernite polynomial

sound intensity

-1

Bessel function of she first kind
free space wavenumber

axial wavenumber

radial (r) wavenumber inside and
outside jet

source function carrelation
tengths in 3y, 8:1coordinates

partial differenzial operator of
Lilley's eguation

circunferential mode number
mean axia. Mach nusber

mean axial Hach number a* jet
nozzle and in potential cere

cddy convection Mach number
circunferential mode number
fluctuating pressure

me3n pressure - assumed constant
spectral density of p

coefficient in Lilley's trans-
formed equation

jet nozzle radius

nondimensionalizea radial
coordinate

radial position of critical point
Lighthill's source function in
cartesian and cylindrical
coordinates

time

fluctuating velocity components in
cartesian coordinate directions
x;, ©=1,2,3

mean axial velocity

mean axial velocity at jet nozzle
and in potential core

YR
x= (X) .xz,X])
x = (x3,r,2)

x= (R,,6,3)

»”

fa

™

&y

a(s), fo

wo

fluctueating velocity in direction
of observer

position vecter in cartesian
coordinates

positis- vector in cylindrical
coordinates

position vector in spherical
ceordinates

Bessel function of the secend kind

polar ccordinate angle in complex
R plane

admittance parauetey

ratio of specific hearts - assu=ed
consiant

separation coordinates in xy,
directions

pirac delta function
probe radius

separation coordinate in x)
direction in moving frame

£o 313 ¢5>2, 0> 0
Lilley transform variable

similarity variable in mean
velocity profile functions

source function in Liiley's
equation

displacement parameter ia r
direction

displacement in r direction

mean density inside and outside
jet

polar coordinate radius in complex
R plane

time separation variable

variable used in mean velocity
profile functions

radian frequency

probe excitation frequency in
section I-h. b

frequency constant of source
function in section 1~4.5
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APPENDIX 1-4A

Plug Flow Kedel

The Green's functions in region 1| (see Figure 2)
rmust satisfy the eguation

d“G.. 1 d6,, 2. _ 5(r)

'd—rzl* T dl‘l+ k:Gxi . S. At
where

K = k2 - ki A.2

S = - expi-jut'} explikyxj}

The Green's function in region 2 must satisfy the
cquation

d%_ 1.dg

1884 k26,=
G Tt K36 0 A3

where
K = {k = ky#y)? - K3 AL

The Green's function in region 3 must satisfy the
cquation

42 1 d
S 732—31‘ k3 g,= 0 A5
where
k3 = k2 - Kk} A.6

The required solution to equation A.1 in region 1
is

Gy = Adolkar) + 5. 5—’1 Ho ) (kor) A7

. N
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The required solution to equation A.3 In region 2
is

Gy = AxJplkar) + 8y Yolkzr) 4.8

The required solution to eguation A.5 in region 3
is

93 = Aa"o(z) (kar) A

The unknown cosfficients A, By (r = 1, 2, 3) are
deternined by the corditions of continuity of pres-
surc And particle displatement across the vortex
sheets at their ocan positions r > 8 and r = 1,

The continuity of pressure at r = &, rq gives
. 2
Apdolizt) + 5528, )

= Aydg(K8) + B, Yo(Ky8) a.e

AydolKrg) + B; Yolkaro) = Ao (kyrg) A1

and the continuity of particle displacement at
=5, ry gives

ky 1Aydg’ (ky8) +J_§.=.u°(‘“)'(k2,:)-,

= (1~ kN /KK, 18,000 (Ky3)

+ ByYy' (K,8) ) A2

(0= kW Ky 1Ad0 (Koro) + ByYg (Kyro)

= kyAq Ho (kzro) A.13
From equations A.10 - A.13 the solution for A is,
in the limit ké -» 0,

Ay = == Ak

where

2 U
Eq = vkpry Ho( ) (kyrg) Jo(Kyro)

- Kyro dg' (Karo) o' (kyro) A5

v o= (1 - kM /K)2. A.16

The required Green's function is thea obtained
by performing the two Fourier inversions (the
latter being trivial as n = 0):

93(’(] 'r)nv“’/xi »0’0,tl) =

4o
2 .
%- f Ay uo( )(kzr) expl=jk;x; ] dk,

-

gaix;r.é,ufx',0,0,¢') =

;—,ga(xl,r.-‘:,ulxi, 0,0,t'j. A.18

and from Appendix 1-48 the far-field approxinations.
kR, -+=, to cquation A.18 for the acoustic component
of g3 is

93(Rr,6.¢,ulxi ,0,0,t') =

-

exp[~jkR_1 (-2;/x)
TR exp[~jor'] —=——~ 3 A.12
r Eo

where

RE = (xy = x})2 + 2
7 = (3 - Hycos8}?
- - - 2 1 - -
E =9 kpry Ho( ) {kar ), (Kar )
- - {2} =

- Kord! (Kzro)Ho (kzro)
izro = krosino
;ﬂzroz = (ke )2 (01~ Mjcos9)? ~ cos?68}.

in principle the Green's function g5 (t/t') may be
obtained from equation A.19 with

+o
95(t/t') = —;—; }- gq(w/t?) expljut'] du A.20

~o

.
but this is not actually evaluated since we only
require the far-field pressure. p(t), due to the
source time dependence, f(t) = exp[;w t], rather
than &(t-t'), and with

+o

p(t) = I gs(t/t') £(t*') dr’

we obtain, formally,

expl-jk R _]
P(R_,0,4,t) = ——=—oL expuu t]-——z‘i-)— ¥ A.21
r ln-xRr (k r )

or, as to be expected, the funcuon E is to be

evaluated with krg = korg where k, % o/3n- For
0 = 90° that function takes the value -ZJ/n and
= 1 so that
(] -2j -
Lf Ly = SEL g A.22

50°) ~ Eo(koro) )
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APPENDIX 1-4B

Fourier lnversion by
the Hethod of Steepest Descents

The inversion integral is of the form:

-
I = -'2; [ a(k|)Hn‘2)(kzr) expliky(xy~x})jdk; 8.1
where (kzro)2 = (lv.rc,)z 1 - (k,/%)?} B.2

This integral can be evaluatad approximately in the
linit kR, + +o,where

B2 =2 + (x, - x})2 8.3

It will also be assumed hare that the argument
of the Hanke! function kar is sufficiently large
such that the function can be replaced by its
asymptotic representation:

o, B2z \/5—; expl-jz - - 4 0] B.4

This appreximation is made to simplify the analysis;:
however, a more detailed analysis [see for example,
Moretti and Slutsky(10)], does rot require this
approximstion and there is no restricticn on the
value of k,r, except, indirectly, as stated abtove,
that er—H"».

With equation B.4, equation B.! becomes

+wo

| = %— ( a(ky) \‘{';é: expl~jkyr - jky(x; = x{)]

. Py, E
expli G=+ P dk 8.5
By using spherical coordinates, (Rp, 8, &), (see
Figure B.1),
Xy - X{ = Recosd

r = Resind

{where 0 is the observer angle to the jet axis)
equation 8.5 is obtained in the required form:

h D
L[ oyl g expli, (- § o
=5 I a;(k,y) ReRpsTng SXP KRp(~ j 4 cos0

k2
- 3 g sin0)] exp[j(-'zﬂ+ P dky 8.6
that is
Ve | exp [KReF(ky)) Flky) diy 8.7
[

¥2

Jet Axis

fig. B.1 Spherical Ccordinate System

£li)) = -y{kprk)eose = j{h,/K)sing

1 2 N1 R
Latk.), —2 TELLA
F(k;) = = a.k,)\! TRrSTRE ¢ expljiz + 7)]

Equation B.6 is in a standard form which can be
evaluated approximately in the limit kip»» !sce
for example, Brekhovskikh(22), . 2451:

. = 3 1 ..
I = expik’, f (kl)]\fT; {24 T!R-r CAE S | B.8

where I.cl is a solution to the equation

m =0 8.5
and
-2 3 -
v {——1 F(k) B.10
f"(kl)
The required soluticn to equation B.S is
ky = kecos8 8.11

and
(i) = 'EZJ;nTE 8.12
flky) = -j

so that equation B.8 becomes

. a_ -2k%sinf0} . _
1 = exp[-Jer]\ﬁr- (—T—) F(k) = kcoso)

or

~2nk?sin20 2 .}
JKRp kRpsin%0’

1 = exp[-jkR]} {

2lkeos0) euplj (g% + 111

o
A

-
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or

1 = expl-jkR i =2~ . alkcoss} explj 2—"-1 B.13
“or

A uceful check for equation B.13 is the simple case

of a point source located at r' =<0 in free space:
then
a3 = - fexpl-jut'li n=0
and
expi-ijr]
! =-—‘.';R—r—-— exp{-jot') .
APPENDIX 1-4C
Lilley's Equations: Method of Solution

1-4C.1  Lilley's Equation for the Circular Jet:

Hethod of Solution of Fourier Iransiorned
Equation

The Fourier transform of Lilley's equation in
cylindrical coordinates for the Green's functica, G,
is
1y | (8 g @) 4 i T
rdr = dr dr e'a? {(1-R)k, 7Y dr ' dr

a -
+6 10217 (k7 - (/%) - 25

o Slr-rt)
r

where G i G(kj,r,n,u/x},r',$',t"') and where the
source strength factor § = - exp(-jut + jkjxj +
jn¢'] for simplicity has been suppressed. The jet
and its surrounding medium are divided into three
basic regions (see Figure C.1).

r r Region
4
e et e n——-m——————— rer, ===
Point Source G
--------- ferer! eee—-
5 \-Ilaaoﬂl 2
- o > om - o v v o ._r:rz--.--—-
aJ VJanHR 1
— P mm e
Fig. C.1 Cylindrical Jet Regions: (1) Uniform

Flow, (2) Sheared Flow (and “Below"
Point Source , (3) "Above" Point
Source ), (4) No Hean Fiow

- e =

DU V. -

61

Region 4 (r, < r<=): A homoganeous fluid at i
rest (speed of "scund a°§ containing no sources or S
boundaries. !

Regicn 3 (r; < r < ry): A fluid with 3 mean ve- 4
locity, agh;, and speed of sound, 3@ , which vary W
with r and which may contain a point source at
r = ¢ {that is, the jet mixing region}. 1

Kegion 1 (0 < r < rp): A homogeneous fluid with
a uniform mean velocity, V,, and @ uniform speed of
sound, ay, which may contain a source at r = r'
{thet is, the potential core).

In region 4 equation C.1.1 reduces to (3 = 3,
Hy = dHy/dr = 0

dg, ,da, 2 {
b A o1z
where :

> - k2
k3 = k2 - ki

{and where the rotation g is used €or the Green's
funztion in region 4). The soluton to equation
C.1.2 is of the form

gy = Ay, ﬂn(z)(kzr) + By Hn“)(kzr)

but By must be zero to satisfy the radiation
condition, so

g = a4 8D (r)

where A, is yet to be determined.

In region 1 equation C.1.1 reduces to (d3/dr =
dMy/dr = 0).

d%g, dG, 2 2
1 2 .=
T tra t K- =0 ¢.1.4

the right hand side being zero because we have
chosen the source position r = r' to lie in region
2. (The necessary modifications to the preseat
analysis for the case when the source does lie in-
side region 1 are given at the end of this section.)

The solution to equation C.1.4 is of the form

Gl = A] Jn(Kzl‘) + B]Yn(Kzl' )
where

a
K= k2 {2 (1 - Hk/? - (ke/k)?)

but 8y must be zero as Gy must be finite on the
axis %r = 0), so

G! = Al Jn(Kzr) c.1.5

in region 2, the Green's function, G, must satisfy
equation C.1.1 which, in general, can be only solved
numerically.
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We now consider how the solutions in the three
regions are matched tegether to provide numerical
values of the coefficients A, and Ay; the co-
efficient A, will determine the required Green's
function in the far-field, after one of the Fourier
inversions has been performed.

The first step is to introduce a variable, ¢,

which is proportional to the particle displacement,
£4» where

1 dé 1

d6
£=r ar
(=2)2 (1-M1k,7K)2

a

[:)
P = (,3_2)2 (l - H)k]/k)z

and

£= I;, kr(ﬁoao)

From the "plug" flow models it is known that, &4,
the particle displacement wiil be nearly constant
through thin shear layers, as will the pressure, G,
and therefore these are probabiy the most suitable
dependent variables for the type of numerical inte-
gration scheme described below. At present, however,
we find it more convenient to use the variable §
rather than £4; its variation through thin shear
layers will clearly be very similar as the varia-
tions in kr will be small.

With equation C.1.6, equation C.1.1 reduces to

----=G[Ql+“'("'r ) €.1.7
and rewriting equation C.1.6
-—=£[] c.1.8

where
r o2 2,02 n?
Q= -5 (KE(P - ki/K?) - =3}

we obtain a pair of coupled first order differential
equations, C.1.7 and C.1.8, in the dependent vari-
ables G and £. These are the equations which are
actually solved numerically, as described in section
1-4C.4, but one further step is required in order to
illustrate the principle by which solutions in each
region are matched. An admittance parameter, 8, is
introduced, where

B=%

and equations C.1.7 and C.1.8 are combined to give
a Riccati equation

dr‘ v r.+Q+ G c.1.9

a first order, non-lincar differential equation. We
now divide region 2 into regions 2 and 3 where
region 3 is r’ + . < r < r, and rcgion 2 is

ra <r s r'-¢, that is neitner region now contains
the point source which is assumed to exist in the
region r' = ¢ <r < r' + ¢ such that

rite
[ ale-rt) £(e) dr = £(r') c.1.10

r'-y

Consider now region 3 (r' + & < r < ry) and the
solution 23(r) to equation C.1. 79: “an initial value
of B84 at r = r, would, with numerical integration of
equation €.1.9, yield a {unique) vaiue of £ at

r= ' +e. Similarly an initial vilue of &, at

r = r> would yicld a value of s, at r = ¢! =~ €.
Analytic integration of equation C.1.9 across the
source position gives, in the limit 3s ¢~ 0, the
condition that

sa(r') = 52(r") = FTeyerey
or

G(r') =

1
{s3(r') - 8z(r*)} P(r') c.1.1

twhere G(r') = G3{r') = Gz(r'}].

The values of B3(ry) and 82(r2) are obtained from
equations C.1.3 and C.1.5. For r > ry:

B da B on

325|‘=Ear-———=(kzr)___(_)___kr T)
or

(2) (kzl‘n)

83 (ry) = (kyre) "Tk}?xT— €.1.12
n
[as P(r) =1, r > r,, by definition] and for r < r,
51 dG] J'(l\zl‘) 1
SRR M ok o)
or
9 (Kar) .
82(rp) = (Kpra) 7, (Kzr) 52 - C.1.13
(;:) (1-Hpky /K)

In principle the coupled equatlons may be integrated
numerically outward from r = r' to r = ry and from
r=r'tor=ry,with the starting value G(r') given
by equation C.1.11 and with

Thls equation was derived independently of a similar equation obtained by Hiles(23) for
the simpler case of two-dimensional incompressible flows.
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£a(e') = 83(r') G(r') C.1.14
and the "outward" iutegration and

Ea(r') = 8,(r") 6(r*) c.1.15

for the "inward" integration. Thus, absolute values
of G and £ would be vbtained at r = r, and r = r,
which immediately determines the unknown coeffi-
cients Ay and Ay; in particular:

gy (ry) G{ry)

= c.1.16
;1?2) (k,r) H“(z) (ko)

In practice we do not solve the Riccati ecquation
€.1.9 but instead integrate the coupled equations
€.1.7, C.1.8 with G(r,) and &(r») set equal to unity
to obtain 'guessed' values 6;(r*} and G,(r') and true
values B3(r'), 8,(r’). Equation C.1.11 is then used
to caleculate the true value of G(r') and the ampli-
tude Ay, is then still given by equation C.1.16 but
with

G{r,) = %L%%;T . c.1.17

Detailed aspects of the numerical integration of
equations C.1.7 and C.1.8 are given in section C.h.

We now consider the case when the source is
located inside region 1 which, since r; may be as-
signed an arbitrarily small value, amounts to the
case when the source is on the jet axis. From the
jet noise radiation point of view this special case
may not be particularly relevant when considering
the potential core region since the noise sources on
the jet axis are presumably insignificant, if not
non-existent. However, we will eventually consider
other regions of the jet flow and, perhaps of more
importance, we wish to model experiments where a
controlled source of sound is placed inside the jet
flow on the center-line, in order to compare the
measured far-field acoustic radiation from the con-
trolled source with solutions to Lilley's equation.

The modifications to the above equations for this
special case are as follows. The Green's function
in region 1, Gy, does not have to be finite at r = 0
and is zero for n # 0, so that B, # 0 and it can be
shown that G, is of the form

6y = Ay (Kkpr) + 42 0(2)(K2r) c.1.5
or as Kyr + 0.

n
6; » 7 YO(K;I‘)

Equations C.1.6 - €.1.8 still apply, as does the
radiation boundary condition given by equation
C.1.12; also the first integration pass from r = ry
to r =ry is carried out to obtain G3(r,). But now
we simply need to match Gy(r;) with Gy, defined
atove, and hence

Gy(ra)

Sr) = g1y C.1.17a

which with equation C.1.16 (and n = 0) gives the
required value of A,.

|-4C.2 Fourier Inversions of the Solution Outside
the Jet and Source Region (Region 4)

As described in the previous section, the solu-
tion in region 4 (outside the jet flow and source
region) can be obtained from the solutions to the
Lilley equation inside the jet flow and source
regions,and the radiation condition, and is of the
form

<)
g=A H(n(kzr) T, c.2.1

where the coefficient A is a function of the source
position, frequency, jet flow parameters (all these
parameters are suitably normalized in section C.1.4)
wavenumber, n, and the normalized axial wavenumber
ky/k. To obtain g as a function of the space coor-
dinates (x),¢) the Fourier inversions must be
performed:

oo
alxy,rn,0/x],r',é',t') = %; ' g expi-jkyx;} dky

~

4o
= ' A(kl,n)Hn(z)(k_Ar) exp(-jkpql dk;C.2.3

-

glxy,r.é,0/xi,r' 0", 1")

=%; l-ngupr.mwﬂ,ﬂmnﬁwsnwwﬁ
n=0
where v.=1 ¢ =2,n>0 C.2.4

Q n

The coefficient A is determined .with a source
function

§(r=r')
-

that is, the source strength, S, is suppressed but
can now be re-introduced so that

glxysr,n,u/xf,r',e',t) = %; exp[-jot* + jné')

o
x| =alkan) 8 B (or) expl-jky Gqap) ] de.2.5

-

It is the following step which is the center of any
significant criticism of the present work, for, as
in the "plug" ficw models (discussed in the main
text) the integrand in equation C.2.5 has one or
more poles which represent the unstable jet modes.
In principle there are two components which result
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from this Fourier inversion and these will be simply
referred to here as the acoustic solution and the
unstable solution. The acoustic solution is ob-
tained from the method of stecpest descents, as
described in Appendix I-48, whereas the unstable
solution results from the residue evaluation of the
integral along the contour enclosing one or more
poles in the complex k; plane. In the present work
the unstable solution is deliberately suppressed

for the reasons discussed in the main text.

Thus, the acoustic solution,is, from Appendix B
g(Rr,a, n,f/x',r!,e',t') = - exp[-jut' + jns']

exp[-jkR_] ;%— A(kcos8,n) exp[jnn/2]
and

exp[-jkR i

(R ,8,8,0/x],r" 18" ,t") = —gme—" exp{-jut’)
r

2

x
(Ve

e“(-zj é (kcose,n)e n&/ } cosn($=¢').

2
[]
o

It can be seen that, for this acoustic solution, the
coefficient A is only required for a specific value
of 'ky'(= kcos8); that is, when the equations with
appropriate boundary conditions are solved numeri-
cally, 'k, need only take the above value in those
equations. [In addition 'n' need only take positive
values. The equations with this specific value of
'k are given in section !-4C.h.

1~4C.3 Alternative Form of Lilley's Equation:
'q' Coefficient Definitions

In reference (1) Lilley transformed his equation
into the form

d’z,
- tabh €.3.1

as a first step toward obtaining approximate analyt-
ic solutions and to aid interpretation of the be-
havior of the solution both inside and outside the
jet. The alternative form is given here again
because a minor simplification can be made to the
one given in reference (1) and because we wish to
compare it with another alternative form which may
be preferable or even necessary in the present
coordinate system. Lilley transformed equation
C.1.1 with (in the present notation)

!
b 5t G = 4 G €.3.2

a
[+
(=) 1=kt /k)

into the form shown above (C.3.1) with

and
h o= S(r-r')
1 < o C.3.4
e (=) (1-ky 1y /R)
a
where
& 2 kyHy/k

" i+ TT_I}TT_7FY) {[10g, (2—)2]'

kiMj/k 3" kIHT/k 1
+ } 4+ {(&— + — } - €.3.5
(1 k]M,/ki a (1 k1H1/k$ Gir?

Fisher(24) has pointed out that the coefficient, qp,
defined by equation C 3.3, must inevitably be nega-
tive cn and near the axis due to the terms

-(n? + 1/8)/r2. When all the other terms add up to
a positive quantity in this region a zero or tran-
sition point will exist near the jet axis. It is
suggested here that a zero or transition point of
qy, due to this feature of q), may not have any
mathenatical or physical significance because the
transformed equation should be in a form appropriate
to the coordinate system on which it is based. Such
an equation can be obtained by using the transfor-
mation

I — c.3.6

3
(329 (1-kyHy /K)

Y

to give
4‘, ] 45, 2 S(r-r'
SFtrI—t @ ‘:—:} 2 =__a___(r_r)__ €.3.7
() (-ky#y 7k)
H

where
2202 ? 2
2 = k-’-((a 12 (1=kyMy/k)? = (ky/K)2}

2K My /K . kyMy/k
AR R L “) '+ o= k,n,/ki}

KMk

B fE v Le ¢

W
[+~

Note that the 1/r term is multiplied by gradients
of mean velocity and temperature which must vanish
as r»0 (at least in the context of axisymmetric
mean flows).

1-4C.%  Numerical Solution of Lilley's Equation:
Computational Details

We solve Lilley's differential equation

a i 1488 1S o ( 2c0s0 %M 146
q = k{2 0-Mky k)7 - (k) /K)2) R R R GR e * T1-R,cos8) aR_ldR
a
2 ' ., a )
- .Ez. - %'_ €.3.3 +@¢ (kro)’{(:_f)" (1-Mycos0)? -cos70}-%,-l=0 c.h
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in the form of two coupled, first order, ordinary
differential equations (see section I-4C.1 for
derivation)

R {olG + [=} c.b.2
S = tais + fole c.4.3

where
R =r/rg C.h.4
P(R) = 4:157)' (1-My (R)coss)? c.4.5
O(R) = - 5ray (Rlkro)? (P(R)- cos?0] - £ C.4.6

Hote that although the mean velocity gradient
aodM1/dR and the temperature gradient, d/dR{loge
(3%/a5%)), appear in the original Lilley equation,
these are absent in the coefficients of the coupled
first order equations and onc only has to specify M,
and 3 as a function of R. This i a rather useful
feature especially when necasurea values for My(R) and
3(R) are to be used, for, while these can usually be
measured fairly accurately, estimated values of
their gradients and higher derivatives almost in-
evitably contain relatively large errors. Of course,
this does not mean that soluticns for the dependeat
variables are necessarily independent of flow
gradients (although in the limit of vanishing shear
layer thickmess they in fact are): in general the
solution must depend on the variation of the coef-
ficient P and Q with R and hence the flow gradients
and higher derivatives.

Equations C.4.2 and C.4.3 are integrated aumeri-
callv from the outer boundary at R = Ry

w (2 (k»r R.,)
= (KproRy) -—(TT
r Ry)

- G=1,0; c.b4.7

where kyr = krosing to the point R = Ry (sce Figure
€.1). This upper bound of the aumerical integra-

/ tion, R = Ry appears to be unnecessary as the method
of solution outlined in section C.1 requires the
upper bound to be R = R*, that is the source loca-
tion. However, we will require the source location
to be varied in the range Ry <R' <Ry and hence we
include atl possible locations by choosing this
upper bound. The results from this first integra-
tion pass are stored and the same equations are
integrated again, starting at R = Ry with

(RaroRz) 48 (KaroRz)

3, (RoroRz) P(Ry)

10; ¢ = c.4.8

Ry (instead of R = R', again for
We note that

up to the point R =
the same reason).

P(Ry) = (ag/a;)? (1-Mpcos0)? c.h.9
and
Koty = (kro)2 ((-2-—0-)2 (l-MRcoso)2 - cos20} C.h.10
‘ 3

as, for convenience, Ry is chosen to be virtually on .
the jet axis so that 3 = ag, My = Mg. (This is only i
true, of course, for the potential core region, to

which the present analysis is restricted.} i

We now consider a particular source position and,
if necessary witn elementary interpolation, obtain ¥l
from the stored values of G and £ the value G (R') ﬂ
and the values 8;(R'), 83(R') (&8 = £/6). 1

Then G(R') is calculated from

1
Y =
R EN (D I N R P ) ¢A.n1
wpt the required coofficient A from
—GMRY
A, ClR c.b4.12

EENTOPRCIEEN

As an aid to the interpretation of solution te-
havior the coefficient q, is computed in the form:

a -
Qry = (hrg)” 1(32) (1-8,c0s8)? - cos?e}

M'cos@

il -M cososi

2Micos~

- = .__?
iR + TT:ﬁ:z;gay! xfloa ( ) jt

3 Mycoso
Tt il-M,cosoi} C.4.13

The numerical‘inlcgra(ion is performed by an 1BM
routine, HPCL, which utilizes the Hamming's modified
predictor-corrector method and which chooses and
changes the integration step size based on an esti-
mate of the local truncation error. In its original
form the local truncation error was calculated as an
absolute value so that the variables had to be care-
fully scaled; now the routine has been modified so
that the error is calculated on a relative basis and
no scaling is necessary. This type of routine is
particularly useful in detecting regions where
unusually small step sizes are required due to rapid
variations in the dependent variable. Conversely it
will use large step sizes where the variation is
small, for example, at low frequencies.

As long as the factor (l-M,cosO) remains posi-
tive, the computational procedure described above is
straightforward; but when there exists a point, R,
along the integration path such that

1 - My(Rc)cosd = 0 C.h.ik

the step size chosen by the integration routine
decreases indefinitely as this point is approached.
This behavior is caused by the appearance of a
singularity in the differential equations: the
above factor appears in the denominator of the co-
efficient Q, raised to the second power. This

singularity at the so-called critical point, R, is
wllhmmunsﬂhlmymeMS(B)aM|t|snw
well established that the correct Creatment of this
problem is to deform the path of integration into
the complex R plare so that is passes around the
critical point and hence the coefficients and the
The inte-

solution remain finite and well behaved.
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Fig. C.2 Integration Contour in the Complex R
Plane

gration path chosen is shown in Figure C.2; in the
present notation the integration path must pass
below the critical point (8), that is, a must vary
between 0 and -=. The contour is chosen to be a

semi-circle of radius ¢. On this contour the com-

plex coordinate R is relsted to a by

R=R, +ac'® C.4.15
and the differential operators are related by
d 1 d
R TR @ c.k.6
ige

so that equations €.4.2 and C.4.3 are transformed to

dG = [o]G + iloe -—-Ji-——ﬂ;] [4 c.4.17
(R, + 0e )
4 = (ie’®Q)6 + fo] ¢ C.h.18
where
ap .
P(o,a) = (gt;'gy)z (1-M; (0,a)cos8)? C.h.19

Qlc,a) = - FT%j;T {(Rc + ﬂei“) (kro)2

_"_2__..)

ia
R + ce
¢

x {P(o,a) - cos2@] - ¢.4.20

The Mach number, M;{o,a), and speed of sound, & are
expressed in the complex plane as a Taylor series
expansion about the point R = Rg:

(R'R )
My (R) = M)o,a) = M,(R ) + HI(R, )
+ MY (R) _T_._(R R)®
or
\ (oei“)
H] (O,G) = H] (RC) + H] (RC) 1
+ MR ) ﬁz + c.u.2
TR, 3T

and
a _a ¢ a ey
5; 3_(R ) « —- ( T ) + (3;) St C.4.22

The critical point R. is determined by solving by
iteration thc equation

1 - H,(Rc)cosﬂ =0 C.h.23

the velocity and speed of sound profiles used in
these equations are described in the following
section.

1-4C.5  Hean Velocity Profiles

The velocity profile used in reference (1),

¥ (R)
v = exp - \2} c.5.1

J

where
= tec

X b
and

e

' zxi/roi

b = 0.145 c = 0.104

had to be discarded because its second derivative
is non-zero at y = O where the shear layer merges
~ith the potential core. This causes the second
derivative of ¥, and hence the 'q coefficient' (sece
section I-4C.3) to be discontinuous at this point
and often resulted in excessive step size sub-
division in numerical integration; it would also
probably cause difficulties in the representation
of M (and 3) in the complex plane (see section
1=-4C.4). The expressions for the first and
second derivatives are:

v (R)

=._L2_X_._ > -yl . €.5.2
VJ bx{/ro expl = x*] 5
-n(R) 2
- L—Z-i—&x—expl-x ] €.5.3
J (bx'/r )

The magnitude of the discontinuity at x = 0 is

and is inversely proportional to the squarc of the
normalized distance from the nozzle.

Other velocity profiles, such as the hyperbolic
tangent profile, were used in the early stages of
this work but eventually the error function profile
given by Schl|cL|ng(25) was adopted. This is of
the form
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which is the value used to obtain the results pre-

vy (R) . [
: =1 - sented in this paper. i
VJ 5 {1 - erf [x]) C.5.k :
The erf function is evaluated using a rational
where approximation [(26), p. 299)
1+ ¢ N
X = =
erf(X) = .
o = R ; '
i 7ro) DT Ex T ok Fag e by 655 )
and {from Schlicting (25)]
Je(x)| =5 x 1074 €.5.5
b= 1/13.5.
where (
The constant ¢ defines the point at which ay = ,278393 a, = .230389
ag = .000972  a, = .078108 ]

< 1
i
n
o
o

Derivatives of V¥, for integration in the complex
R plane (sce section 1-4C.4), are evaluated using
the exact expression

in recent calculations the value of ¢ used was

c =~ M6
dn+| Vi (R) . n+l n+l 2
but work is in hand to provide values of b and ¢ { )= = (b )  (-1) (——)
which will give improved agreement with measured an+| VJ 2 xi/ry Vo

velocity
measured
C.3a and
the same

profiles. Currently comparisons with
profiles such as those shown in Figures
b indicate that b = 1/13.5 should remain
but a better value of ¢ is

¢ a3~ ,022

— e R L Om b w te
‘e oon

Fig. €.3a

Comparison of Measured Mean Velocity
Profiles with &rf Profile Used for
Lilley Equation Solutions: At 2
Diameters

1¢ 2y

8

X

H (x) expl-x*} (a - 0). €.5.6

where Hn is the Hermite polynomial of order n.

v

N L L L
NN

—gaf M b wts s K

.

Fig. C.3b

Comparison of Measured Mean Velocity
Profiles with Erf Profile Used for
Lilley Equation Solutions:
Diameters

At 4
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1-5 A HODEL FOR THE STRUCTURE OF JET TURBULENCE AS A SGURCE OF NOISE

Philip J. Morris
Lockheed-Georgia Co~pany
Marietta, Georgia

Abstract

A mode! for the organized turbulent structure of
a jet which describ.s the acoustic sour.es is pre-
sented. The noise radiation may be calculated
using Lilley's equation with the source terms pro-
vided by the turbulence model. The organized
turbulent structure is described as the sum of the
least stable fluctuations of cach azimutha] mode
number at any axial location. Thesc modes are ob-
tained using techniques analogous to those of
stability theory. Non-linearity leading to ampli-
tude limiting of the modes is described. The
effect of the background turbulence is accounted for
by a turbulent eddy viscosity. The downstrean
behavicr of single frequency organized motions is
described. PResults are presented for an axisym-
metric jet.

[=5.1 Introduction

The aim of this paper is to describe the large-
scale noise-producing turbulent structure of an
axisymmetric jet. The work represents the continua-
tion and expansion of carlier ideas on the structure
of turbulence in a two-dimensional shear layer(1),

The existence and importance of a large-scale
organized structure in turbulent flows has only
recently been justified by experimental results(2),

3). This is mainly due to the degree of sophisti-
cation in the experimental techniques that are
required. However, the postulation of such a struc-
ture is not new. The early work of Townsend
predicted a large-scale equilibrium structure for
the turbulence. The relationship between this
structure and the organized motion detected by Crow
and Champagne(2) and Lau, Fuchs and Fisher(3) is not
yet clear.

Evidence that a large-scale organized motion is
important in the noise generated by turbulence has
also been obtained. The work of Mollo-Christensen
(5) indicated that turbulence 'may be more regular
than we think it is'. Laufer, Kaplan and Chu%6)
also concluded that ‘the large~scale structures are
the primary sources of noise'. Bishop, Ffowcs
Williams and Smith(7) were drawn to similar conclu-
sions and proposed a model for the large sound-
producing eddy structure which in many ways
parallels the model to be presented here.

Considerable attention has also been paid
recently to the similarity between the large-scale
ordered motions in a high Reynolds number turbulent
flow and the instabilities of a laminar flow. The
transition from laminar to turbulent flow is domi-
nated by certain wave-like modes which grow very
rapidly before reaching a limiting amplitude and de-
caying. T' e appearance of harmonics of these
dominant waves also occurs. Occasional small explo-
sions or 'bursts' of turbulent fluid are detected.
All these phenomena have been determined analyti-
cally or numerically by various theories of hydro-
dynamic stability. The results indicate that the
transition process is dominated by the most unstable

88

or most highly amplifying mode. All the features of
this transition process have their equivalents in
turtulent flow. The existence of a large-scale
wave-like motion has been observed and 'bursting® of
turbulence is readily visible in jet flows. This is
to be expected since there is a close correspondence
between the stability equations and the disturbance
equations for the turbulent flow.

The work by Tam(g-ll) on the noise from super-
sonic jets has made use of these ideas. Tam chose
to only consider a single frequency for the large-
scale noise producing structure. This model is
essentially different from the work to be presented
here which is not so restrictive.

The paper first describes the model for the tur-
bulence in general terms. Secondly, the cquations
for the model are derived and their solutions
given. A few comparisons between the results for
the turbulence model and experimentally obtained
data will be made. A more complete comparison will
be left until later when results are available from
an experimental program paralleling this work. A
method by which the noise radiated by the large-
scale structure can be calculated has been covered
by Lilley, Morris and Tester(12), and this work will
not be repeated here. Further discussion of this
aspect of the work will be given by Tester(13),

1-5.2  The Turbulence Model

In this section a model for the large-scale,
noise producing, structure of an axisymmetric incom-
pressible jet will be presented. The corresponding
mathematical formulation will be given later.

The velocity and pressure in the jet are sepa-
rated into three parts{l The first being the
time averaged component, the second a time dependent
organized flu.tuation and the third representing the
background disorganized turbulence. This background
turbulence is accounted for by the use of a turbu-
lent eddy viscosity. This has the effect of
reducing the effective Reynolds number of the flow
which has a stabilizing effect on the organized
motion. Crow(15) has considered how a body of fine-
scale turbulence may be regarded as a continuous
viscoelastic medium. The relationship between the
time averaged disorganized turbulence shear stresses
and the rate of strain of the mean motion is also
represented in terms of an eddy viscosity.

If the equations for the organized motion are
Fourier decomposed and linearized and the mean flow

is assumed to be locally parallel,the fluctuations are

seen to satisfy the homogeneous stability equations.
Hente, the structure of the organized motion is seen
to be dominated by the spatially unstable modes
which are eigensolutions to the stability equations.
It was noted earlier that in the transition from
laminar to turbulent flow the motion was dominated
by that solution of the stability equations which
receives the highest amplification. The inclusion
of an eddy viscosity has meant that the organized
fluctuations exist within an equivalent low

£ e .
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R:ynolds number flow. Thus, it is a plausible
~usuzption of the turbulence rodel th2t the struc-
ture of the jet at any axial location is dominated
by the most preferred mode or the most highly
armplifying fluctuation at that location. 1t i. thi-
mode which extracts energy at the fastest rate fron
the mean motion,

The amplification rates observed in free shear
flows are very large and the organized fluctuation
quickly reaches a level where the assumptions of
linear theory are no longer valid. Under these cir-
cumstances it is the divergence and changing char-
acter of the rean flow and a self amplitude limiting
process which prevents the continued growth of the
fluctuation amplitude. The dowastreanm arplitude of
the organized motion and its cffect on the r=an flow
is determined by the solutions to a set of integral
equations(16),(17) | which are non-linear in the
fluctuations. Thesae products of turbulent veloci-
ties and pressures are approximated by the products
of the eigensolutions to the stability equations
assuming that the flow is locally paralle!. In this
wanner account :.ay be taken of the effects of flow
divergen7c in the integral equations. Ling and
Reynolds{18) | however, have skown that a non-
parallel flow correction to the amplification factor
for a two-dimensional jet is only required for a
Reynolds nunber of less than 20.

However. any Fourier component of the organized
motion will propagate downstream and pass through
regions where it is amplifying, neutral and decay-
ing. It is only at that location where it is most
amplifying that it dominates the flow structure. 1t
is clear that at any location the turbulent struc-
ture is not dominated by the component having the
greatest magnitude but rather by the mode having
the greatest amplification. For example, a
frequency component of the organized motion which
is most amplifying at the end of the potential core
will not reach its maximum amplitude until further
downstream. The local amplitude of any frequency
component may ke obtained by considering the local
growth rate, given by solution of the stability
equations assuming locally parallel flow, as a
function of downstream distance, noting that the
mean flow structure has been pre~determined by con~
sidering its interaction with the most amplifying
mode at any axial location,

The model may now be summarized. It is hypothe~
sized that the large-scale organized motions within
the shear flow dominate the flow structure. The
large scale motions are given by the locally most
amplifying disturbances in the flow. The disorga-
nized background turbulence is of smaller scale and
may be ccanected with a turbulent eddy viscosity
which reduces the effective Reynolds number of the
flow. The downstream growth of the organized large
scale motion is distorted and damped by non-linear
interactions and flow divergence effects. The
axial variation in amplitude of any single frequency
component is given by the local amplification or
decay rate from linear theory. 1t is the axial
variation in amplitude which enables a particular
frequency component, whose phase velocity given by
lincar theory may be subsonic, to radiate acousti-
cally. Associated with the typical streamwise
behavior of growth and decay of a disturbance will
be a wave number spectrum. This spectrum will
contain components with supersonic phase speeds, so
that non-linear vortical modes cause acoustic
radiation.

In the next section the integral cquations
joverning the downstream development of the jet are
derived.

1-5.3 Integrai Equations

The downstream development of the mean flow and
the large-scale fluctuations is governed by a set of
integral equations. The mean momentum, mean mechan-
ical energy and fluctuation encrgy integral equa-
ticis are derived in Appendix 1-5A

In order to sirplify the analysis and make inter-
pretation of the integral equations easier, certain
assumptions may be made. It is assumed that terms
invoiving differences of squares of turbulent

- = -
velocity components, such as {(@° - v<) are small.
Further, the turbulence production i assumed to be
dominated by the integral tern,

les

‘J;V — r dr 341

-

These assumptions are valid if the axial rate of
change of the mean flow width is small but are not
valid for very lo~ wave number fluctuations.

With these two cxperimentally justifiable assump-
tions the three intearal eguations reduce to,

x

d J'.? - ,
aﬂu rdr =0 3.2

» a0
d f—’ __ fw g
x4 U rdr= 2o e r dr

_ — 3, ?
2( vro)) ‘)J. G rdr 3.3
g; y 16{7 V7 FE)4TTHTVAHTRAA20p ) dr
; 2
(4

3

= TR 20wy [
ZOJ‘OV Tl dr 2(v+vr)0 adr 3.4

where ¢ represents the viscous dissipation terms
defined in Appendix [-5A.

Equation 3.2 which states that the momentum flux
across the jet is constant at any downstream station
is directly integrable and leads to,

@
J.ﬂzr dr = 42 r? 3.5
—L—o-
0 2
where ro is the jet exit radius. Nondimension~

alizing equations 3.5, 3.3 and 3.4 with respect to
the jet exit velocity and radius gives:

@
J‘E*Z rs dra = -l- 3.6
0 2
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i_ I-_“ Cae f——— g-
prrecil AL r-dr~ = 2« u- v :;Hrwdr

3.7

£y

]
dx’ }.{Gt(uk‘+JE?¥w;-)4u23+uﬁvbz+uzué:4zu¢p;)r4dra

x.

= "3_" Uiy~ -,:;:5 radrs -2{1-1» ;\‘f stdez 3.8

R
where
U.r - G.r a.r
Rs= P ) R, = e R, = o 3.9
¥ T 2 T 7

and nondimensional quantities are denoted by stars.

Inspection of equations 3.7 and 3.8 reveals how
the mechanical energy of the mean flow is balanced
by the production of turbulence and effective
viscous dissipation while the fluctuation gains
energy from the mean flow and is dissipated by vis-
cosity and the viscous action of the background
turbulence.

1-5.4  Shape Assumption for the Mean Flow
and Fluctuations

Ko et al{17) demonstrated that the unknowns that
exist in the integra) equations may be approximated
by a few shape parameters. The same approach will
be adopted here.

A sketch of the <oordinate system used to charac-

terize the mean veiocity is the same as that used
by Tam(11) and is sketched in figure 1.

BuwilAR MIKING A(CE5N

LAVLATHD (AT piats

I
——"

Fig. 1 Sketch of Coordinate System for Jet

It is convenient to divide the jet into two
regions: the first being the annular mixing region
which exists from the jet exit to the end of the
potential core and the second being the developed
jet region downstrean of the potential core. The
nean velocity takes the form,

ufa, = §- =1 r<h » < x
J <
G =y () r>h x < x 4.1
375 B >
afu, = U (7) x 2 x.

where n = r-h/b, h is the radius of the potential
core, xc is the length of the potential core and b
is the womentum thichness of the jet defined by,

b= .[ o-(1 - 9%) dr 4.2

7 = ¢/b and Uc is the center-line velocity of the
jet. The mean velocity shape function is shown in
figure 2. It has been compared with the results of
a jet mean flow prediction program which is accr-ate
for the subsonic, unheated jet. Also shown for
reference is the nriean velocity shape function used
by Tam(11) for a supersonic jet. The use of these
coordinate systems for describing the mean flow is
very convenient, however, close to the jet exit
deviations from measured velocity profiles are dis-
cernable.

FREEE
o wzen
o azety

..y arngd

PN T

fig. 2 Mean Velocity Profiles and Mean Velocity
Shape Function

Changing the independent variables in equations
3.6, 3.7 and 3.8 to x, n and £ leads to

i) in the annular mixing region,

(hx2-1) + 2h=b%B, + 2b%2B, = 0 4.3

%(-,:(h*2 + hab*85 + b¥2g,}

= 2brl, - 2{ L+ %_-)( 285 +80) b
RO

%?Z*“’*z('x + g+ 214)}

=z, - 2 e N ag + 1g) 4.5

R RT

e

s
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and (ii) i the developed jet region,

.-,c;ei‘bazn = 12. 4.6
.:_x.*{ ﬁck3 b%2y, }

=25 #eal, - 2 (e by G g i.7
¢ R Ry

S5 I 1y + 1+ 213
dx-‘-“’n boe 1 : 3)

= =25 3pxq, ~ 2§ Ly g b, + I} 4.8
c R . c

p--]

where the ='s and 1's are integral functions of the
mean flow and the 1's are integral fuactions of the
fluctuations. These are defined in Appendix 1-5C. In
these definitions the independent variables n and £,
defined above, are both used for convenience. All
velocities in the integrands are referred to the
focal center-line velocity.

Once the fluctuation integral terms in these
equations have been defined, they present a simul-
taneous system of differential equations which may
be solved for b* and h* or uc* as functions of x*.

The organized turbulent fluctuations are de-
scribed in terms of the eigensolutions of the
Fourier transformed fluctuation continuity and mo-
mentum equations. The Fourier transform of any
velocity or pressure fluctuation is defined such
that

'™ (rik,n,0)

= ,rl—'; f I ei(Ul-kx)'ﬁ(r;x,o,t)dxdt 4.9

The continuity and momentum equations for the
Fourier transforms of the organized motion are,

ikG+\}'+‘-’-+-%§:-to 4.10

-

ik(@ - c)4 + U'v + ikp

A ' ?oa
= () (E + = -0+ 7)) 5.1

ik(@ - c)v + p*”

SN ! 241) .~ P
= (v v+ - (2 +-(ll-r—:.-'-)—)v - z—l'rglw) h.12

9N

ik(u - c)w+-r—p

=t Gt v o o SO 2i0G, g gy

The boundary conditions are:

v(0) = w(0) =0 o#l
v(0) = -iw(0) n=1
u(0) and p(0) finite n=0 b1k
a(0) = p(0) =0 n#0

u{r), v(r), wir), plr) 40 as r -0

where k is the wave number, w the real frequency,

¢ = 2/k and 31 is the turbulent eddy viscosity re-
lating the tire dependent random shear stresses with
the rate of strain of the organized disturbance.

in the annular nixing region of the jet the
equations are nondimensionalized with respect to the
jet exit velocity and the local momentum thickness.
Downstream of the potential core the reference
velocity used is the jet center-line velocity.

The eigensolutions are found using the method of
solution described in Appendix 1-53

The assumptions that led to the mean momentum
integral equation being written in the form of
equation 3.6 have enabled the potential core radius
h% and the jet center-line velocity uc* to be di-
rectly related to the local momentum thickness b¥.
Thus, the integrals of the fluctuations may be
written

I = 1A|-’ki(b':) i= 1,2,...6. 5.5

The turbulent diffusion integral 1, involves triple
products of the fluctuations and thus becomes zero.

The integrals are normalized 'such that
Ky + 2ky = 1, 4.16

so that

e = [ @7 TR ) ¢ e L

The total fluctuation mechanical energy flux,
Eg, is given by

* ——
£ =% f(a(1‘,7+32’+c72) + B84 . 418
F 2 6 '

Then, in the annular mixing region,

1 D=
£ =3 |A|2b-¢2uj‘ , L.y
and in the developed jet region,

E

= 1 1ar2peeg w350
=7 1AI2DREG % LI 4.20
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In terms of Ep the mean mechanical energy and fluc-
tuation energy equations may be written,

« By 9%
F(hs,be) 902
£ R P
=hgf ke - 2=+ = Hh#ae +b*3e) 4.21
R: Ry
?%g::-zk..-z(li-}}q ks + kel k.22
F Re &Y

in the annular mixing region, where

f(h*,b¥) =
hilleyen) + 2hibe(eusy) + 2bsHeagmsay) | o
(ht + b¥z) !
and
db=

T gE = 82 %Fz': kk"‘Zfl*é‘ ve h.24

X R" R

T
g%=‘2kh°2{l+l}!ks+h} 4.25

F Ix R: Rx ’
T

in the developed jet region, where,

R: = " and Rf = P X <X,
ﬁcb ‘_‘cb 5.26
Romm oo Rpenn xxx

Equations 4.21, 4.22, L4.24 and 4.25 may be
solved to determine the axial variation of b%, Ep
and h* or U:%. These results are given in the
next section.

1-5.5 Results and .iscussion

Before calculations can be made the values of
the eddy viscosities VT and 9T need to be specified.
Tam(11) has argued that since the effects of vis-
cosity on the organized motion are confined to a
thin critical layer whose dimension is much smaller
than b*, the value of U7 will be an order of magni-
tude smaller than 37. However, the thickness of
the critical layer is a function of the viscosity,
increasing with decreasing viscosity. Also, as will
be seen below, the wave length of the most ampli-
fying mode is only of the order of four times the
local physical width of the jet. Thus, the eddy
viscosity coefficients are chosen to be equal.

The same hypothesis was used by Reynolds and
Hussain(‘hy. In physical terms it states that,

since the large scale and the mean flow structure
of the jet are of a similar scale, then the action
of the background shear stresses in the form of a
viscosity will be of the same order of magnitude on
each. The notation vy is used to represent both
coefficients of eddy viscosity and in the two jet

regions they are

T =Kb uj r- x < xc
5.1
= Kb u - rs uj X2 X,

The value of K is taken to be .02. This corre-
spords to the value used by Tam{11) and is approxi-
mately equal to the values given in Schlichting(23)
for the two dimensional and axisymmetric jet. It
can then be seen that the local turbulent Reynolds
number, Ry*, defined in equation 4.26, is constant
throughout the jet.

With this definition of eddy viscosity the
solutions to equations 4.10 to %4.13 with boundary
conditions L4.14 may be found. The viscous solu-
tions for all values of n have not been obtained
but a qualitative comparison between their ampli-
fication factors may be obtained by considering
the inviscid solutions. The amplification factor
-a. as a function of frequency is shown in figure
3. Clearly, the order of modes from rost unstable
to more stable is n =1, 0, 2. This is in agree-
ment with the re ulfs for axisymmetric pipe flow by
Garg and Rouleau 19 , who also continued this
sequence to higher mode numbers. The results of
Batchelor and Gill1(21) for linear temporal stabil-
ity show that for a plug flow the amplification for
all modes is equal at high wave numbers and for a
bell-shaped profile, characteristic of the devel-
oped jet, only the n = 1 mcde is amplifying in the
inviscid limit. These results are confirmed by the
present viscous analysis. The amplification factor
as a function of frequency for the n = 0 mode is
shown in figure & and for the n = | mode in figure
5. As the jet width increases, the n = 1 mode be-~
comes increasingly more amplifying relative to the
n = 0 mode. However, for small jet widths the n=0
mode and n = 1 mode have similar maximum amplifica-
tion rates. This is shown in figure 6. The
detailed radial variation of the mean velocity pro-
file governs the relacive magnitudes of the modes.
The phase velocitices defined by ¢r = w/ar, where ar
is the real part of the wave number, are shown in
figure 7 for both n = 0 and 1 modes for two jet
momentum thicknesses. The value of b¥ = 4128
corresponds to the momentum thickness at the end of
the potential core, since 8, = 2.93408. The phase
velocity of the n = 1 mode increases with increas-
ing frequency. This relationship is characteristic
of the fully develope? ayisy«metric jet {e.g.
Wygnanski and Fiedler{22)], 1t is in the fully
developed region of the jet that only the n = 1
mode is amplifying. The n = 0 mode has a phase
velocity which decreases with increasing frequency.
It is interesting to note that the results of Crow
and Champagne 2) indicate a different phase-
velocity/frequency relationship for the axisymmet-
ric mode. However, their results were for a plug
flow jet velocity profile and inviscid flow vhereas
the n = 0 mode was growing in a jet flow whose mean
flow characteristics were becoming more smooth as a
function of axial distance. The inclusion of vis-
cous effects would have reduced their overestimate
of the amplification rate and the use of realistic
velocity profiles would have improved the phase
velocity agrcement for spatial amplification. Thus,
their conclusion that temporal instability theory
is more valid by comparison with experimental
results is open to question.
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In order to determine the axial behavior of the
organized motion as well as the growth of the jet,
it is necessary to specify which eigenfunctions are
appropriate at each axial location. In the work of
o et al{l7) the problem of transition in an incom-
pressible wake considering finite amplitude
disturbances was studied. In this case it was
appropriate to look at the development of a mode
with a frequency corresponding to ths measured fre-
quency of the fundamental mode. Tam(11) also chose
to look at a single frequency to represent the
noise-producing, large-scale, turbulent structure of
a suparsonic jet. However, the spectrum of turbu-
Ience does not consist of a single frequency but a
continuous spectrum whose peak varies with axial
location.

It has already been noted that in stability
theor¢ the mode which dominates is that receiving
the highest amplification. It has also been argued
that the mode within the turbulence which locally
dominates the flow structure is that which is
locally most amplifying as it is this mode which
extracts energy at the greatest rate from the mean
flow. Thus, it is clear that at each axial loca-
tion the integrals to be used to determine the
dovwnstream behavior of the turbulent energy and the
growth of the mean flow, are those given by the
cigenfunctions of the most amplifying mode. However
in the axisymmetric jet there is a most amplifying
or least damped solution corresponding to each azi-
wuthal mode number. The amplification factor for
all these modes is of a similar magnitude close to
the jet exit, 1t is only away from the jet exit
that the n = 1 mode is the only amplifying mode.

The overall organized structure can only be fully
accounted for by considering all these modes. If
only the n = 1 mode is used, the rate at which
enerqgy is transferred from the mean flow to the
organized motion will be too great. Although the
other modes huve gained energy from the mean flow in
the region near the jet exit they will be losing
this energy back to the mean flow and by viscous
dissipation as they propagate downstrzam.

The mean mechanical and fluctuation energy
equations are written,

db

f(h;i'b,’:) -&—‘;
m
] N .
= 2 Ep k-2 e Dohegbing) 5.2
e i i R R
T
m
d
b == { Er }
dxsr ;g; Fy
m
= -2 Z {(ky, + el )(k5i+k("))EF-} 5.3
i=0 1 R RT 1 1

dx« -

m
Yy —dbk a -8 r7; 2_, EF k[,. + 2 [-'- + "I' b oYe 5.4
uc.': i=0 i R Rzig
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The fluctuation energy equation 5.3 and 5.5 take
an identical form in the annular mixing region and
the developed region of the jet. However, the
reference velocity used in the evaluation of the
integral terms is the jet exit velocity in the
annular mixing region and the jet center-line
velocity in the developed jet.

It will be assumed that the growth of each mode
satisfies equation 5.3 and 5.5 independently.

The fluctuation energy equaticn must give the
same: amplification factor as the eigenvalue solu~
tion, that is,

L d .
bk G Ep = - 2a¥ 5.6

For example with Rf¢= 50., R% = 2.15332 x 105 at
b = .2, 4b% = 174533 for n = 1

Ky = .05402
ks = 1.144
ke = .08733,

equation 5.3 then gives b* dEp/dx: = ,058716,
which agrees closely with the eigenvalue a* =
.2771248 - .0293371i.

Having established the validity of the solutions,
equations 5.2 to 5.4 will be solved. The calcula~
tions are made for only the n = 0 and n = 1 modes.
This is expected to increase the rate at which the
jet center-line velocity decays and the jet spreads.

The frequency for maximum amplification as a
function of “the jet momentum thickaess b* is shown
in figure 12 for the n = 0 and n = ! modes. Near
the end of the potential core the least damped (n =
0) mode is at zero frequency, however, the frequency
used in the calculations was chosen to coincide with
the peak in the amplification curves in the damped
region. The Strouhal number at the end of the po-
tential core, that is b* = %4128, is .385 for the
n =0 mode and .35 for the n = | mode. Figure 13
shows the amplification factor as a function of jet
momentum thickness for the n = 0 and n = 1 modes.
The n = 0 mode is seen to be damped for b* > ,29
whereas the n = 1 mode is always amplifying.

The downstream growth of EF; for the n = 0 and 1
modes are shown in figures 14 and 15 respectively
for various equal initial amplitudes of the two
modes. Examination of equation 5.3 and 5.5 reveals
that the value of Ef, tends to a constant as b* be-
comes very large. The corresponding center-line
velocity profiles are shown in figure 16. The best
agreement is seen to be obtained with initia)l
values of EF, and EF) equal to | x 10-5. As noted
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earlier, by considering only the first two azimuth~  The effect of the initial ratio of Ef, o Ef, is

al mode numbers, the rate at which energy is lost shown in figure 18. Increasing the n = 0 mode

by the mean flow, which is reflected in the center- initial value decreases the center-line velocity
line velocity decay, is too high. This is shown in  decay but moves the end of the potential core down~
figure 17 where the decay of uc* is calculared, stream. The following calculations will be made
assuming only the n = 0 mode or the n = 1 mode is with initial values of Eg_and EF; cqual to 1x10°%
present. The n = 0 mode does not cause sufficient Their relative amplitudes are shown in figure 13.

energy loss by the mean flow whereas the n = 1 mode
alone causes too great a loss of mean flow energy.
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1. T T
~a Examination of equation 5.4 revials that for
" ~Sa db*/dx* to asymptotically approach 1 constant in the
8} developed jet region,
(Ep) « 1 x 107
. . mn
*3 € ¢ =0,
!
= Z EF; kl&;
§ \\\\ i=0
; af s =0 //;>;\ must be proportional to uc* or else ba zero. If
5 o . only the n = 1 mode is considered, then Ef; tends to
S (€} =1 x 10 a constant since the mode's amplification is
z : approaching zero as the jet momentum thickness in-
.. 2 creases. Thus, the asymptotic behavior of Ep must
B be determined by the sum of several azimuthal modes.
However, it is also probable that for long wave-
. A . N " length motions the transfer of energy from the mean
4 ? o] v 8 10 12 flow to the fluctuation does not obey a simple
* x/d linear relationship and the sub-harmonics and har-
. monics of the fluctuation contribute to further
Fig. 17 Effect of Single Mode Number on Jet amplitude limitation of the mode.

Center-Line Velocity (1)
’ Ko et al have correctly noted that a more
/ realistic indication of the amplitude of the turbu-
lent fluctuations is given by an energy density

} rather than a total energy calculation. Defining
Wr —
. 3 4 = 2 '?E.;.-”-Z- ? + R .
.8 £ 20J{u(u vZ +wd) -o)gde 5.7
l:u
bl bF E
S this gives
g
> E
w ] _ |AlR—
5 (€,)., Ve ET == .l__l. j3 X <x¢
& 7 a{i.50e
S s 2 . 5.8
w
2r 1 Al2 —
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«/d

The magnitude of E1, and Ety for initial values of

) . Er of 1 x 10”5 are plotted in figure 20. Both

r Fig. 18 Effect of Rates of Initial Mode Energy modes are seen to peak at approximately 2% diameters
Amplitudes on Jet Center-Line Velocity downstream of the jet exit.
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Fig. 22 Radial Distribution of Hean Square Radial
Velocity Fluctuation; x/d = 2.75

i Y T

Fig. 20 Energy Density as a Function of Axial
Location

With this information on the relative magnitudes
of the turbulent fluctuations the mean square tur-
bulent velocity distributions in the jet may be 1S 4
obtained. The radial distributions of mean square,
axial velocity fluctuations, Ju*[?, radial velocity et
fluctuations, [v¥[2, azimuthal velocity fluctua-
tions, Tw¥|2, and u#v% at x/d = 2.75 are shown in
figures 21, 22, 23 and 24, respectively. The same
distributions downstream of the potential core at
x/d = 8 are shown in figures 25, 26, 27, and 28.

The distributions are ail normalized such that % " I 30
v*(0) = unity for the n = 0 mode. In the annular iy .
mixing region the axial velocity fluctuation is . . T .
dominated by the n = 0 mode in the potential core Fig. 23 Radial Slitrbet;Tn of M?an ?qua;e_Azu-F
region. However, it is to be remembered that no muthal Velocity Fluctuations; x/d = 2.75
account has been made of the intermittent character .osl T
of the real turbulent flow. In the model the or-
ganized motion is assumed to be evolving continu-
ously and uniformly along the mixing region of the
jet. The n = 0 mode need not possess an azimuthal
velocity fluctuation, since this fluctuation satis~
fies a completely independent ¢ifferential equa~
tion. The wv* distribution, which for incompres-
sible flow, is proportional to the Reynolds stress
exhibits similar characteristics for the n = 0 and
n = | modes in the annular mixing region and is
dominated by the n = 1 mode in the developed region
of the jet.
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L Fig. 21 Radial Distributions of Mean Square Axial i o4 pagial Distribution of WW¥; x/d = 2.75

Velocity Fluctuations, x/d = 2.75

98




/ro

Radial Distribution of Mean Square Axial
Velocity Fluctuations; x/d = 8
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The axial growth and decay of single real fre-
quency velocity fluctuations may be determined by

solution o

f equations 5.3 and 5.5 or equation 5.6,

~ith the axial dependence of b* already determined

by the mos

t amplifying modes. The value of a; for

several frequencies as a function of axial position
is shown in figure 29. The downstream behavior of
a number of different frequency components for the

n = 1 mode
1 x 1078,

, for a given equal initial amplitude of
is shown in figure 30. The higher fre-

quency components grow very rapidly to a peak
before decaying at a similar rate, whereas the
lewer frequency components peak further downstream.
The downstream distance at which a particular fre-
quency component peaks is given in the table below.

6

Fig. 26 Radial Distritutions of Mean Square Radial
Velocity Fluctuations; x/d = 8 o~
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Single Frequency Components as a
Function of Axial Location, n =1

The relative magnitude of these frequency compo-
nents may be determined since the magnitude of each
is known at the axial location where that frequency
co™ ent was most amplifying. The relative magni-
tudes of the frequency components computed in this
manner for the n = 1 mode are shown in figure 31.

Since the magnitude of EFy tends to a constant
far downstream in the developed region of the jet,
the peak amplitudes of lower frequency components
will eventually decrease with decreasing frequency.

1-5.6  Summary

A model has been presented for the organized
large scale structure of an axisymmetric incompres-
sible jet. The structure is described locally by a
sum of the least stable modes for each azimuthal
mode number. The downstream growth of the mean flow
dimensions, jet center-line velocity decay and tur-
bulent energy are found by solution of the integral
forms of the momentum and cnergy equations for the
mean flow and the fluctuations. The mean velocity
profile is characterized by a shape function and a
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coordinate system depending on the*jet momentum
thickness and the potential core width in the annu-
lar mixing region of the jet, and the jet center-
line velocity in the developed region of the jet.
The integrated energy flux associated with the
first helicei azimuthal mede, n = 1, is shown to
increase at a gradually decreasing rate with axial
distance whereas the energy flux of all other modes
decreases with axial distance. The amplitude of
the organized fluctuations, which is characterized
in terms of an energy density, is shown to reach a
peak in the annular mixing region of the jet before
decaying. The downstream growth and decay of
single frequency components is found by determining
the local amplification rate as a function of
downstream distance with the scale of the mean flow
predetermined by the most amplifying mode analysis.
The relative magnitudes of the single frequency
componen’s are calculated usirng the amplitudes of
the components when they are most amplifying, which
are calculated in the determination of the overall
structure. The location of the peak magnitude of
high frequency components occurs close to the jet
exit and increasingly lower frequency components
have their peaks further downstream.

Future work includes:

(1) extensive comparison with measurements
currently being obtained using a laser velocimeter,

(2) calculation of radiated noise using both an
extension of Lighthill's theory of aerodynamic
noise, Lilley et al{12), and solutions of Lilley's
equation with the source wavenumber/frequency
spectrum determined from the present work,

(3) extension of the work to include compres-
sible flow. Results are already being analyzed for
a two-dimensional compressible shear layer, and
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(4) examination of the role of harmonics of the
fundamental mode in the distribution of energy from
the mean flow to the organized metion.
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Notation
b jet momentum thickness
cr phase velocity
d jet diameter
Ep integrated fluctuation energy flux
Ep integrated fluctuation energy density flux
h radius of potential core

integral functions of fluctuations
k wave number
n azimuthal mode number

P, p pressure

r radial coordinate

R Reynolds number

Ry turbulent Reynolds number
o jet radius

U, u axial velocity

u; jet exit velocity

ue jet center-line velocity

v, v radial velocity

v, w azimuthal velocity

x axial coordinate
o non-dimensional wave number
8; integrals of mean flow profile in annular

mixing region

¥Y; integrals of mean flow profile in
developed jet region

n diverging coordinate in annular mixing
region

v kinematic viscosity

101

vy kinematic eddy viscosity
w radian frequency
4 diveraing coordinate in developed jet region

bar denotes a time averaged quantity

tilde denotes a fluctuation associated with the
organized motion

prime denotes a fluctuation associated with random
motion

asterisk denotes a non-dimensional quantity
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Making use of the equation of continuity, the where vy is defined by

equations of motion in cylindrical coordinates may
be written
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This relates the time averaged components of the
background shear stresses with the rate of strain of
the mean motinn. Phase averaging is denoted by «< »
and time averaging by an overbar. Fuller distribu-
tion of the definition of phase and time averaging
and their corresponding properties are given by
Reynolds and Hussain (14). In the light of the
results of Reynolds and Hussain, the eddy viscosity
has been assumed to be independent of radial
position

Use of the boundary layer approximations for an
axisymmetric mean flow allows the pressure to be
eliminated from equations A.# and A.S, yielding,

982 , 1 389.r , 3(02 - ¥2) | 1 suv.r
9% roar X r ar
r _ —_— -
-L /VZ""zdflJMvT)a— &) ar
Ix Y I r ar ar :

Integration of equation A.7 across the jet with the
assumption of no fluctuations at the edge of the
jet gives finally,

«@ r
%; {r(iz + (@2 -7) -_/ ("—‘;"——‘)dy) dr = 0 A8

The integral equation for the mean mechanical
energy is obtained by multiplying equation A.7
throughout by Ur and integrating across the
jet, giving,

| gp——
g—jr(23+i(ﬁ—--5)-ﬁ/-(-‘lz—y-y-2—)dy)dr=

N
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w
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The organized disturbance kinetic energy equation
mey be obtained by multiplying the x, r and ¢
organized disturbance momentum equations by G, V
and w respectively adding. The resulting dif-
ferential equation when multiplied thrcughout by r
and integrated across the jet is,

L [[u(7+—7+—7) +0 + 0

r 2+uw2+2—"'2]rdr=

]

--2[(u2 vz) rdr-qu -g—-rdr+

o o«
2| 9(F-32)dr - 2(v+57) | e, A.10
D [+

where the integrand in the dissipation term is
given by,

S| @2 e @ @D BT @

- - a2
)] '{vuwhzv"—”-z‘;u%g)

v.2 o2
+(-g-¢v- +(%) }, A 11

and the eddy viscosity vr relates the time depen=-
dent part of the random gackground shear stresses
to the rate of strain of the organized motion, such
that,

S, =-2vT a.. A.12

where §,. =
1}

<ygl>ecyi2s> u'v!> - <uty'> <u'w'> - <u'w'>

w'vis-<utvis  cvi2sa<yiZs > -v'ws

a'w'> - <u'w'>  wiw!'> - <vlw’>  <wiZ>-cwids>

A.13
and e, =

ij

au 1,3V , 3 1,126, 3w

Y 205x * o) 70r 36 * 3%
19V, 3 w 18 gy 13V
1 AT T 20 YT Es
P30, W 1,3 W 13V Law v
7(7:_5+ ax f(rﬁ{r} YT M) ra

A1k

. In the derivation of equation A.10 the value of
vy has been assumed to be constant across the jet.
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APPENDIX 1-58

THE SOLUTION OF THE STABILITY EQUATIONS IN CYLINDRICAL
COORDINATES FOR ARBITRARY DISTURBANCE MODE NUMBER

The study of the stability of axisymmetric flows
has not been as extensive as that in problems where
the flow is described in a rectangular coordinate
system. Michalke and Schade(24) have considered the
problem of the inviscid stability of various para-
bolic piecewise mean velocity profiles to axisym-
metric disturbances. Batchelor and Gill{21)
analyzed the stability of axisymmetric jets and ob-
tained general results for the inviscid case. The
viscous stability of bounded axisymmetric flows as
pipe flow has been investigated. Recently, Garg and
Rouleau(19) looked at the linear spatial stability
of Poiseuille flow using a numerical technique and
achieved good agreement with the anmalytic work of
Gi11(25),

The analysis below presents a method for the
solution of the viscous stability of unbounded axi-
symmetric flows, such as round jets, to disturbances
of arbitrary mode number.

v Let us define the Fourier transform of any
velocity or pressure fluctuation such that

insa
e "q(ria,n,u) =

l_" l Iei(wt - ox) .q(r;x,é,t)dx dt 8.1
LT

Then the linearized continuity and momentum
equations in terms of the transformed fluctuations

are,
fau + r + Dv + . w=0 8.2
2 [ 2 02 . - ~
, / ) +-;-(a +;—;+mR(u-c)])u-
- RD@.V - iaRp = 0 3.3
2 A
{p2 + 2. (2 + .(L+—‘)+ jaR(@-¢)]) ¥ -
r 2
. :;—"»‘: -ROp=0 8.4
2 .
(02 + [ —[a2+ ﬁ‘_.f_‘_)_.; iaR(G-c)]) w +
r r2
+ -2—'2-’1\7 -8Rp=0 B.5
r
A
where D = d/dr, ¢ = w/a the phase velocity and the
h equations have been non-dimensionalized with re-
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spect to an appropriate velocity, length and
density such that

U L
R=-2-2,
"

For the case where n = 0 the terns involving w
are decoupled from the equations leaving a fourth
order system of differential cquations. The
analysis below is for the case of n # 0 since this
requires a3 more complicated technique. A similar
method may te used to solve the n = 0 case.

The solution to equations B.2 to 8.5 may be
found for small r using a series expansion for the
dependent variables. The same result is obtained
as that by Garg (20). The dependent variables are
found to have the series form,

i) = ¢ (Fy + Fpr? + Fort 4 oon 4 Ftrz("‘) +
+ ==-)
a(r) = rn-l(G! + G612 + Gyr® + === 4 GLrZ("-I) +
+ ---)
- 2{x-1
G(ry = e"(U) + Upr? o Uprt e e U G-y oy
and plr) = r"(Py + Pyr2 + Pyr® 4+ -o- & P;rz("') +
+ -==)
where flr) = v + iw
and a(r) = v - iw

The recurrence for F;, G , U, and P, are given
by

n
1 o
6 =77 RP T 3meTo) EGm-iai} 8.6

i=1

+
w1-i%

ARE
<

Ve -
Yom = Talesy U10RP,

+R [E (i-1) (F
i=2

i ¥ G- 61 B.7

m
P 1 S
Py =g ey *m‘l F
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and

1 1~ C
R Y crere) SALILI® z_zlz Fon-iBi !} 8.5

i=1

where B, = - a’ - iaR(C, - ¢)

and Bi = - ;aRCi

and the mean velocity U is written in a series such
that

. 2 Yo, o 2(m-1)
g= C] + Czr + C3r + + cmr

Inspection of these recurrence relationships
reveals that the solutions may be written in terms
of three coefficients, for example Pl' U‘ and Gl'

The solutions to che equations in the region
outside the jet where the mean velocity is constant
may be obtained in analytic form and are found to
be:

i) = 8, 1 Miar) + 8, 8 (D ier)

ey = -8 e w Wiaryy -
Y ,,,“)(iar) s, ;_n H,,(:)(isr).
w(r) = 8, % L‘i‘"')_l' 8, %gﬂnnm“gr) *
8.10
;5—:7 (Hn“)(iﬂr)}

pr) = 8, - ) B (M ier)

where G is the constant mean velocity around the
jet and 8 = [a? + iaR(G, ~ c)J}. Hankel functions
of either the first or second kind are used in
equation B.10 so as to satisfy the boundary condi-
tion in the outer region,

~

G,V,W,P»C as r >,

Equations B.2 to B.5 may be written as six first
order dufferentnal equations in the dependent
variables 4, ¥, w, P, x and ¥, where

i and

alx
afes
<>
u
ala
Y )

These six equations are integrated numerically
outward from the jet axis using the starting con~
ditions provided by the series solution. In order
to maintain the linear independence of the three
solutions with coefficients UL' P, and G; a nor-
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malization and orthogonalization procedure is per-
formed at each step of the numerical integration.
{See Bellman and Kalaba (26) and Betchov and
Criminale (27).])

The numerical solution at some radial position

in the uniform flow outside the jet will.be in the
form,

ufa) = P, 4,(a) + v, Gz(a) + 6, Ga(a). etc. 8.1

The six coefficients in equations B8.10 and B.11 may
be found by elimination of the six dependent
variables which leads to

Flayw,R)x =0 8.12

where F(a,w,R) is a 6 x 6 matrix whose coefficients
may be easily found from equations B.10 and B.11.

The eigenvalues are determined by satisfying the
condition

det. F = 0. £.13

The eigenvalues may be located using the method
proposed by Garg (20) which was found to work well
for this problem.

As an example of the solution, the resuits for
an axisymnetric jet profile at x/d = 2.29 is given
in figure 32, The results are for the n = 1 mode
and the first five eigenvalues have been located.

A more complete derivation of the above equa-
tions and a study of the viscous spatial stability
of several axisymmetric jet profiles will be pre-~
sented later.

et

3 .
AT et s,

Fig. 32 Location of Eigenvalues for n = 1 Hode
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APPENDIX 1-5C

DEFINITION OF INTEGRALS IN EQUATIONS 4.3 TO 4.0

.
2y = UA%(n) dn ; 3 = J u#Z(n) ndn
) )
gy=  Ux¥(n) dn ; &, = J ux3(n) ndn
0 Q
X Todur2, - [ dus2
s = ('E) dn g .,-(dn )° ndn
) ¢
¥z = IU*Z(C) 8085 Yu = fuﬂ(r,) gdg
o 0
du=, 2 .
) % = J' (3?_ ) 5dg 3
0
1 = J'U*(m+;ﬁ_"‘-+;*—2) £dg
0

o
1- = J- (us? + usvil 4 unes) dtog

=3

Juin2 |, avE2, dwh 3uF 2
15 = [ G2+ G5 &) &)

A ———

1~ T Swit _ IV

and g = f: (v + Wit + 2viss sy
J 5 v 4

0

+ @)% (&2 &)
RE 29

£
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1-6 A MODEL FOR THE ORDERLY STRUCTURE OF TURBULENCE IN A TWO-D!HENSIONAL SHEAR LAYER

S. S. Kapur and P. J. Morris
Lockheed-Georgia Company
Marietta, Georgia

1-6.1 _ Introduction

The aim of t?l§ work is to extend the model pro-
posed by Morris{1), for the large-scale noise-
producing structure of an axisymmetric jet, to
include the effects of compressibility. In view of
the simplicity afforded by a rectangular coordinate
system the first look at compressible flow has been
chosen to be a two-dimensional conpressible free
shcarllayer.

The basic philosophy behind this model for the
turbulence has been discussed in Section -5 and
further elaboration is not felt to be necessary
here. However, in order to properly account for
changes in the turbulent structure as, for example,
the temperature of the flow increases or the Mach
number changes, it is essential to consider the full
compressible problem. |If the turbulence, as a
source of noise, is taken as incompressible, Crow(2)
has shown that this so-calied ‘Liepmann approxima-
tion' leads to errors in calculation of the radiated
noisc.

The first stage in the extension of the madel to
include compressibility is to demorstrate the abili-
ty to formulate and solve the relevant differential
and integral problems analogous to those of Section
1-5. This has been done and the results are
wresented below. This exercise has been formulated
only to demonstrate the ability to solve compres=
sible flow problems and is the stepping~stone to
the problem of the axisymmetric compressible jet
flow problem. In view of this, only a limited
amount of calculations have been performed and a
detailed model of the large-scale structure has not
been obtained.

In this study the mean flow is two-dimensionul
and is assumed to be compressible as well as
wviscous. Both of these considerations add a deyree
of complexity to the formulation of the mathematical
model. The dependent variables in the probiem are
the fluctuating components of the velocity, the den-
sity, pressure and temperature. To sclve these, the
internal energy equation and the cquation of state
have to be considered as well as the momentum equa-
tions and the equation of continuity. The viscosity
is assumed to be a function of the varying
temperature.

In order to determine the structure of the finite
amplitude organized disturbances, all flow quanti-
ties are separated into three components; a time-
averaged component, an organized fluctuation compo-
nent and a disorganized random component. The
effect of this disorganized motion has been repre-
sented in this study of organized turbulence through
the use of an eddy viscosity and an cddy thermal
conductivity. The dounstream growth of the shear
layer thickness and the amplitude can be described,
through an integral formulation of the equations of
continuity, momentum and energy in terms of local
transverse distribution of fluctuation quantities.
This is described in Section 1-6.2. By assuming
the flow to be locally parallel, the local trans-
verse distribution of fluctuations can be determined

through an eigenvalue analysis of spatially unstable
modes described in 1-6.3. A discussion of numerical
results is included in Section 1-6.4.

In the following, the starred quantities refer to
dimensional variables whereas non-starred quantities
will refer to ncn-dimensional variables.

i-6.2 Finite Amplitude Effects on
Shear Layer Growth

The interaction between mean flow and the finite
amp!itude disturbances is discussed here, in terms
of an ingz2aral formulation, where products of the
organized fluctuations heve been retained. An
integral formulation of the type to be described has
been used to consider the finite amplitude eff?cis
in a laminar compressible w?k? by Liu and Lees 3
and by Ko, Kubota, and Lees Y for an incompressible
wake. The formulation below for a two-dimensional
compressible flow is more general for two reasons.
First, the effects of viscosity varying with tem-
perature have mot been ignored. Secondly, following
Reynolds and Hussain(S), the total flow quantities
have been separated into three parts; viz, mean,
organized disturbance and disorganized random dis-
turbance. The effect of the random disturbance has
been taken into account by the introduction of an
eddy viscosity.

Denoting a flow quantity by q, we define
q=a+a+q', (Z.l)

where bar, tilde and prime refer to the mean, the
organized disturbance and random disturbance com-
ponents of the flow. Averaging over a long time
interval determines §. Then, the phase average <q>,
i.e. the average over a large ensemble of points
having the same phase, is

<q>=a+{]

That is, it is assumed that the phase average of the
random motion for a large ensemble is zero. From
these definitions, several properties can be easily
deduced, for example,

F=T == 0

For ecach of the continuity, momentum and energy
equations the flow quantities q can be replaced by
the form given in equation (2.1). The time average
of the equations then provides the corresponding
equation for the mean flow. Subtraction of the
mean flow equations from the phase averaged equation
provides the equation for the organized disturbance.

In order to simplify the model to be presented
here, it will be asvumed that the temperature of the
two strcams is equal. It will also be assumed that
the mean flow profile may be defined in terms of a
shape function whose derivative in the transverse
direction is symmetric about the x-axis. It will be
seen that the development of the shear layer and the
organized fluctuations can be determined by the use
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of two integral equations. These are the mean
mechanical energy equation and the disturbance
kinetic energy equation.

The mean kinetic energy equation is derived by
eliminating the pressure term from the mean momen-
tum equations and multiplying the resulting
momentum equation by G. After application of the
appropriate boundary-layer approximations and after
non-dimensionalization, we obtain:

e 1 - ~e ;T Y I TIRET)
g—x 63 0(@-1) + 557 -v2) + (G2 -5v9))
+.3_['l-(-z-|)+-""+-"_" -
3y Pz v PU uv + U pav - T Ty,]
- - +h - &
aX
N Y TR P R
z 3y

where Ty, is given by,

e (Baly 3,1 du FOu, 3% :
le (RO+RT) ay + Ro d T(')Y + ay) \2-3)

Here the kinematic Reynolds number is given by,

ud

Ro = 0g ‘;o" (2.4)

and the turbuleat Reynolds number is given by,

Ry = —= (2.5)

where the coefficient of eddy viscosity €7 is given
by

Bt ux ! = - e (2.6)

with t%;, the rate of strain tensor given by

2 43
o= 2en, 45 (2 X,
thy =2 v 3 GRS ey &y

and

1 . .
X o= e o) %+ Juk &
cij 3 (3ui /3xj auj /axi ).

u3 is the second coefficient of viscosity and its
ratio to n* is ossumed constant. The eddy viscosity
€y in (2.5) describes the effect of background turbu-
lence on the mean flow. Noting the results of
Reynolds and Hussain<5). its value is taken to be
independent of the transverse coordinate y as a
first approximation.

The time-averaged organized disturbance kinetic
energy equation is derived by multiplying the x and
y disturbance momentum equations by u and v respec~
tively and adding. Using the normal boundary layer
approximations, the non-dimensionalized form of the
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equation can be shown to be,

& (Grp) @+a) 302430

+ g—y (G+5) @+) $@2+32))

+ [p (@2 - 72) + 632 - 532) g_:

= T, 03U _ = 1 <3 -~ 3
+ 5 +puv) =3 - s+ 7L, (2.9
3y Ylhf ax 3y
where, using summation convention,
< T =
& = —
’ Y X, TIJ
J
%, = (p* + ¢ B
Tij (v + E7) tij (2.10)
p(<ut! uf'> - ui! u¥! - . TE L.
3 Bui uj> u¥ uj) = cTtij (2.11)

e1 in (2.9) is an equivalent definition of eddy
viscosity describing the effect of background turbu-
lence on the organized disturbance. For the reasons
discussed in Section 1-5 the values of Ef and £y are
taken to be equal.

The integral form of equation (2.2) and (2.9)
can be obtained by elimirating y through integra-
tion from the lower edge of the shear layer to the
upper edge. The range of integration can, however,
be extended from ~» to +» by noting that the inte-
grands vanish outside the disturbed region.

1-6.3 _Shape Assumptions for the
Organized Motion

In order to evaluate the integrals involving
fluctsations in equations (2.2) and (2.9), it is
necessary to describe the transverse distributions
of the fluctuations.

Following Liu and Lees(3), we introduce local
'stretched' coordinates x' and y' given by

x' = x/b

(3.1)

v'=% fﬂdv
y

The fluctuations are assumed to take the form

A(x) f(y') exp(-in't') + conjugate

ct
L]

A(x) a'¢(y') exp(-iw't') + conjugate

<t
n

A(x)  r(y") exp(-iw't") + conjugate (3.2)

A -2
u

A(x)  n(y") exp(-iw't') + conjugate

ot
u

-t
L}

A(x)  7(y') exp(-iw't') + conjugate
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where A(x) is the amplitude of the disturbance. The
primes have been used to indicate that the quantily
has been non-dimensionalized with respect to the
local thickness b. It is assumed that the local
derivative of A with respect to X' is ia'A +
ofal?y.

Substituting these relations io eguation (Z.2)
and (2.9), one can ecasily obtain

b1y +b A2 1) =

d
- 1. - |A? (a§ I3+ 1, + 1) (3.3)
ar 3
d
ax [blal? 1 + blaj? 1;] =
T3E: t% 3+ 0y = lg+ Iyg # Iyy) (3.4

where g are integrals involving the mean velocity
and the shape parameters, given in Appendix I-6A,
These inteqrals can be evaluated at any downstream
distance x, by determining the transverse distri-
butions of the eigenfunctions from the locally
parallel flo~x theory. Thus, after specifying the
initial values of the unknoun quantities b and |AlZ,
their downstream growth can be determined by inte~
grating the differential equations (3.3) and (3.4).

The solutions of the equations for the fluctua-
tions are given in the next section.

1-6.4 Eigenvalue Analysis for a
Two-Dimensional, Compressible,
Turbulent Free-Mixing Laye

The eigenvalue analysis for unstable modes in an
incompressible, two-dimensional free-mi?igg layer
has previously been performed by Lessen 6) and
Morris(7) among others. The extension of this work
to compressible, viscous flows has now been carried
out. Apart from the mathematical complexities
introduced by the compressible and viscous nature
of the problem, the major difference between the
two analyses is that the single fourth order dif-
ferential equation for the fluctuating viscous
stream function in the incompressible amalysis, is
replaced for the present problem by three second
order ordinary differential equations for the
fluctuating axial velocity, pressure and tempera=-
ture. Using the fact that a three parameter
analytic solution can be found on either side of
the disturbed region, the eigenvalue problem con-
sists of finding a single parametric family of
solutions which will integrate from the solution on
‘the upper side to a solution on the lower side.
Again, the effect of the background turbulence on
the organized motion has been described using an
eddy viscosity and an eddy thermal conductivity
coefficient.

the problem to be considered is that of finding
eigenvalues for spatially growing two-dimensional
modes in a compressible, turbulent free-mixing
layer sketched in Figure 1., The equations which
describe the fluctuations are the organized dis-
turbance equations for contintLity, x, y-momentum

y*

Fig. 1 Coordinate System for Two-Dimensional
Shear Layer

equations, internal energy and equation of state.
As bafore, the disturbance equations are derived

by subtracting the time-averaged mean equation from
the phase averaged equation. The mean flow has
been defined in terms of the shape function; i.e.,
mean velocity is known as a function of position,
and the coefficients of viscosity, thermal conduc-
tivity and specific heat are described as functions
of mean temperature.

The disturbance equations are linearized by
assuming that the product of fluctuation quantities
is small. Further simplification is introduced by
assuming that the mean flow is locally parallel
which allows one to ignore the transverse mean
velocity components as well as the derivatives,
with respect to x, of the mean flow quantities. The
fluctuations 1* and k* in the viscosity and thermal
conductivity are approximated as follows,

o= B g
dT*

k% = 3%3 Fx,
dTx

The eddy viscosity coefficient is introduced as in
(2.9). The eddy thermal conductivity coefficient
is defined as follows

- N LTI o o o
px ((uai' Tx'> u*i‘ T:’t') = kT -3—)(-"?i
The eddy coefficient ¢ and kT are related to each
other by using a turbulent Prandtl number, Py, de~
fined by
€r C*
P, = -T—_B

T kT

The ‘stretched coordinate' introduced in Section
1-6.3 will be used, that is, the independent vari-
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ables x,y are transformed into x',y' by using equa-
tion (3.1). The equations are non-dimensionalized
with respect to the local shear layer width b.

By introducing the Fourier transforms r, f, a4,
= and £ of the disturbance quantities ¢, 6, v, p
and T respectively, we can reduce the partial dif-
ferential equations of the fluctuations to a set of
ordinary differential equations. These equations
are given in Appendix 1-6B. introducing the vector
Z of unknowns, as defined below, one can obtain a
tinear, homogeneous, system of six differential
equations

2 =az OR)

where

lﬂ [fu fl) ¢) ’/YlHIZ’ 5) C‘]T

Here, prime denotes differentiation with respect to
y', Yy is the ratio of specific heats of the high
speed stream, and M; is the Mach number of the high
speed stream. The coefficients, a;;, are complex
expressions involving a single unknown, the parame-
ter ¢, which is the ratio of real frequency to the
complex wave number.

To describe the boundary conditions necessary to
solve for Z, equation (4.1) is examined at either
side of the shear layer. Since steady state condi-
tions prevail on either side, the matrix A reduces
to a constant function of the parameter c. Thus,
if A; are the eigenvalues of A, the most general
solution of (4.1) in the far region is of the form

where Z; = w; ¢ » W, being the eigenvector
corresponding to the eigenvalue Aj. a; are arbi-
trary constants. However, it can be easily deter-
mined that the eigenvalues occur as :A; pairs.
Thus, depending on the sign of the real part, three
of the solutions which do not satisfy the boundary
conditions but increase with distance from the
shear layer must be discarded. Only three solu-
tions satisfy the boundary conditions on either
side. Let )%, Zo*, Z3% and 217, 27, 23~ be the
solutions above and below the mixing layer,
respectively.

Because of the homogeneous, linear nature of the
differential equation (4.1), it is clear that if
21, 25, Z3 are integrated solutions corresponding
to initial values Z1*, 2%, 3%, then ay2; + ayZ, +
a3l is also a solution corresponding to initial
condition ay2)* + azZo* + a323%. Thus, in order to
match the boundary conditions at the lower edge,
one must have

a12) + a2y + a3Z3 = bIZ[ + bpZy + byl

In other words, this homogeneous linear 6 X6 system
must have a non~trivial solution. The values of
the parameter ¢, for which this condition of non-
triviality can be met, are the eigenvalues of the

problem. An iterative procedure can now be set up
to find the eigenvalues.

1-6.5  Results snd Discussion

Before considering the solutions to the integral
equations for the development of the shear layer
and the growth of the organized fluctuations, we
will look at some solutions of the stability equa-
tions derived in Section 1-6.4.

The axial behavior of an infinitesimal distur-
bance in a parallel shear flow is governed by its
compiex wavenumber, a. For a fluctuation componrent
of frequency w the change in amplitude as a func-
tion of axial distance depends on the imaginary
part of its wavenumber. We will consider the pro-
tlem of a two-dimensional parallel shear layer
where the mean velocity profile can be represented
by,

u(y) = .5 [1 - tanh(y)] (5.1)
and the mean temperature profile takes a similar
form. The amplification factor -a; is shown as 2
function of frequency for several flow conditions
in Figure 2. The inviscid, isothermal incompres=
sible curve gives the greatest amplification.
Increasing the Mach number to 1 reduces the maximum
amplification rate by 30 per cent. Increasing the
high speed stream temperature to 2.54 times that of
the ambient air for the same Mach number does not
decrease the amplification rate further but shifts
the frequency at which maximum amplification is
reached to a lower value. It also stabilizes the
higher frequencies.
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Fig. 2 Curves of Amplification Rate Against Fre-

quency for Compressible 2-D Shear Layer

Let us now look at the results for the finite
amplitude organized disturbances. The Mach number
of the moving stream is taken to be 0.50883 and both
the moving stream and the ambient air have the same
temperature. The turbulent Reynolds number defined
in the same manner as in Section |-5 is a constant
throughout the flow of value 50. The mean velecity
profile is given by

u(y') =.5 [1 - tanh(y')] (5.2)
where y'is defined in equation (3.1). The local
amplification factor -a;' is shown as a function of
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the local frequency o' in Figure 3. The maximum : i
amplification occurs for a local frequency of .176
and the neutral mode occurs at a local frequency of o
388. Since the local frequency w' is given by

w' = wb (5.3) ) [33 /

a frequency component of fixed frequency w will pass
through growing, neutral and decaying stages as b
increases.

v v -
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Fig. 5 Phase Velocity as a Function
/ of Frequency

Using the distributions for the most amplifying
s \\\ st v vy v pode the integrals in equations (3.3) and (3.4) may
be evaluated and the development of the shear layer
can be found for various initial conditions. The
amplitude of the fluctuations as a function of
downstream distance is shown in Figure 6 for various
initial amplitudes. 1t can be seen that in spite of
a change in initial amplitude of one thousand times
the limiting amplitude of the disturbances is the
came. The growth of the shear layar width for an
} initial disturbance amplitude of 1 x 10~® is shown
in Figure 7. After an initial transition region the
width increases linearly with axial distance. The
Yocation of most amplifying frequencies is shown in
Figure 8. The high frequencies dominate at small
shear layer widths whereas the lower most amplifying
frequencies are inversely proportional to their
axial location.

Fig. 3 Local Amplification Rate -aj, as a
Function of Local Frequency

In the same manner as for the incompressible
problem, the organized motion is considered to be
? locally dominated by the most highly amplified mode.
The transverse distributions of the mean square
axial and radial velocity fluctuations and the shear
- stress parameter uv for the most amplifying mode are
shown in Figure 4. The phase velocity as a function
of frequency is shown in Figure 5. The phase ve-
locity of both the most amplifying mode and the
} s neutral mode is .5.
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Fig. 6 Growth of Amplitude with Downstream
Distance
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Fig. 8 HMost Amplifying Frequencies for
Two-Dimensional Disturbances as a
Function of Downstream Distance

1-6.6 _ Conclusicns

A differential and integral formulation has been
carried out to describe the development of a two-
dimensional compressible shear layer. The organized
structure at any axial location has been determined
from the most ampl«fying eigensolution to the
viscous compressible stability equations.

Future work will
(i) examine the effect of three-dimensional
disturbances in the two-dimensional compressible

shear layer, and

(ii) extend the compressible flow solutions to
an axisymmetric compressible jet.

Notation
A(x) amplitude of organized fluctuation
b shear layer width
c eigenvalue, = w/a
Cp specified heat at constant pressure
Cy specific heat at constant volume
f axial velocity fluctuation shape function
I integral functions of fluctuations
M Hach number
p pressure
P turbulent Prandtl number
q typical dependent variable

11?

S

a1

F-1]

rean value

organized fluctuation

random fluctuation

density fluctuation shape function
kinematic Reynolds number
turbulent Reynolds number
temperature

axial and transverse velocities

axial and transverse coordinates

(x',y') stretched coordinates

L_____“ e nin P

wavenumber and local wavenumber

transverse velocity fluctuation shape
function

ratio of specific heats

coefficient of eddy viscosity
coefficient of eddy thermal conductivity
frequency and local frequency

pressure fluctuation shape function
density

temperature fluctuation shape function
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APPENDIX [-6A APPENDIX 1-6B
Definition of integrals in Equations 3.3 and 3.4 Governing Equarions of Motion
® 1. Continuity
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where
9 Ro .
°TY1RT v

is the turbulent Prandt] number, defined as

kt=k+

o7

P -
T k.r*

(L]

c.r‘f and k.l.* being the eddy viscosity and eddy
thermal coefficients respectively.

In the above equations, the primes denote the
derivatives with respect to y', as defined in (3.1).
Furthermore, all non-dimensionalization has been
carried through with respect to the local thickness,
b. Thus, the cymbols “lRo a5 used here correspond
to the symbols a'iRy in Appendix 1-6A. For
simplicity, the bars over the mean flow quantities
have also been dropped.
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1-7  THE HOMENTUM POTENTIAL FIELD DESCRIPTION OF FLUCTUATING FLUID MOTION i
AS A BASIS FOR A UNIFIED THEORY OF INTERNALLY GENERATED SOUND ;
P. E. Doakit s
Institute of Sound and Vibration Research s
University of Southampton 1
Southampton S095NH, England ,u
Abstract Here, o is the mass density, v; the fluid velocity, .
x. the Cartesian position coordinates, t the time, ‘U
A new, concise, exact expression for the scalar and ¥ is the scalar momentum potential. B; is the
momentum potential of a time-stationary, but other- unique solenoidal component of the linear momentum
wise arbitrary, fluid flow is derived and dis- density and - 3y/3x; is the unique irrotational com-

cussed. The expression is shown to lead to a gen-
eralized analog of the Landahl-Lilley equation,
which is presently being used as a basis of studies
of local and radiated pressure fluctuations associ-
ated with turbulent shear flows.

1-7.1 Introduction

In recent publications(1-4) results of initial
investigations of the momentum potential field de-
scription of fluctuating fluid motion as a basis
for a unified theory of internally generated sound
have been reported. In particular, equations de-
scribing, to quite a good approximation for many
purposes, both the generation and propagation of
pressure fluctuations associated with turbulent
flows, such as jet flows, have been derived and
some of their properties and implications have been
investigated and discussed.

In the work reported here, a new expression for
these purposes, which is both exact and symboli-
cally much more concise than the previous approxi-
mate expressions, has been obtained. Also, this
expression leads naturally to an exact, generalized
analog of the Landahl-Lilley equation. These ex~
pressions provide some new insights into the nature
of the local physical processes which result in
production of "sound gererated aerodynamically' by
fluctuating fiuid flows.

1-7.2  Momentum Potential Theory:
/ Basic Definitions

In the momentum potential formulation of problems
of fluctuating fluid motion, the linear momentum
density, rather than the velocity, is regarded as
the primary dependent vector field to be determined
in terms of space and time coordinates. It is ex-
pressed, by means of Helmholtz's theorem, as a
linear superposition of unique solenoidal and irro-
tational ccmponents:

ovi(xk,t) =8, - SW/axi, (1)

asi/axi 0. (2)

tHawker Siddeley Professor of Acoustics.

out during August 1973.
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ponent (uniqueness of these components, of course,

is fully guaranteed only after application of ap- f
propriate boundary conditions in each particular

situation).

From the mass transport equation, the mass den-
sity can be expressed in terms of the scalar momen- i
tum potential only, and thus is explicitly inde-
pendent of the solenoidal momentum field:

/ot = 3%y/ax,2. (3)

Also, from the mass transport equation (3) it fol-
lows that when the fiow is time-stationary (that is
when each scalar and vector field variable can be
expressed as a sum of a time averaged component and
a purely fluctuating component of zero time aver-
age), then the time average of the scalar potential
is both irrotational and solencidal: i.e.,

/%2 = 0,

where the overbar indicates the time average (or
mean). Any vector field that is both irrotational
and solenoidal can be expressed in terms of either
a scalar potential or a vector potential, both
satisfying (in Cartesian coordinates) Laplace's
equation., Therefore, it follows that for time-
stationary flows, without any loss of generatity, ’
the mean value of the scalar momentum can be taken
as zero, so that the scalar momentum potential be-
comes a purely fluctuating quantity, and the mean
value of the irrotational momentum component, B;,
then includes all of the mean field that is both
solenoidal and irrotational. The mass transport
equation thus becomes, for time-stationary flows,

3p' /ot = 3%y'/3x;2, (4

(the primes indicating purely fluctuating quanti-
ties) and the definition of the linear momentum
density components, equations (1) and (2), can be
rewritten as

jConsultant, Lockheed-Georgia Company, Aeroacoustics Revearch and
Technology Laboratory, where much of the work reported was carried
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ov,(x,t) = B,(x) +Bi(x,t)
- W' (x.0/, (5)

aﬁi/axi = ‘eiai'/axi 0. (6)

These results comprise the essential physical
and mathematical simplifications, in both concept
and analysis, that are introduced by the momentum
potential description, especially for time-
stationary flows. First, one of the five (scalar)
equations specifying the two scalar and one vector
dependent fields (say, pressure, entropy and linear
momentum density) becomes linear, and involves only
the fluctuating quantities [equation (4)]. Second,
the vector dependent field can pe expressed as a
linear combination of three ficlds: (i) the sole-
noidal mean field, B;; (ii) a solenoidal fluctu-
ating field, B;, which can meaningfully and un-
ambiguously be called the 'vortical" (or, less
preferably, the “turbulent") component of the
field; (iii) an irrotational fluctuating component,
-3y'/3x;, which in turn, if desirable on physical
grounds (3), can be expressed as a linear super-
position of "acoustic' and ''thermal' components.

1-7.3 A Concise, Exact lnhomogensous Equation
for the Scalar Momentum Potential

In previous work(1'3), an equation for the
scalar momentum potential was developed which is
valid for situations in which the fluctuating
thermodynamic quantities are relatively small (i.e.
p'/p<<1 and p'/p<<1, p being the thermodynamic
pressure, but all mean quantities and the vortical
momentum fluctuations, B;, are, a priori, arbi-
trary). In these previous descriptions all compo-
nents of the fluctuations -- acoustic, thermal and
vortical -- werc explicitly identified throughout
and their interactions were thus explicitly dis-
played. The approximate equation previously
obtained for the scalar momentum potential is of a
general ized convected-wave-equation type, and con-
tains terms explicitly displaying both convective
and shear refraction interaction of the scalar
potential disturbances with the mean flow and
temperature fields.

An exact generalization of this equation can be
obtained, as follows. (For convenience and brevity
of notation, not all of the interactions among the
mean, acoustic, vortical and thermal components of
the motion will be explicitly displayed, ini-
tially.)

For a Stokesian fluid, the exact equation of
linear momentum density transport can be written as
(for time-stationary flows)

3_ (g -y 4 423 - -
5t (8 -3-?‘-;-)+3"i+3"j (ovivj Sij) 0, (7)

where S;; is the viscous stress tensor,
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: ple—t - =X,
SiJ = U(axj + . 2axk IJ)
avk
+ (-§u+ ;)a—xk—{)ij (8)

u being the coefficient of shear viscosity and ¢
that of bulk viscosity, and §;. is the Kronecker
delta (6ij = 0 when i ¥ j and 5ij = | when i = j).

The irrotational part of equation (7) car be
isolated by performance of the vector divergence
operation, and the fluctuating part by partial dif-
ferentiation «ith respect to time. Performance of
these operations yields directly

32 ’g) 32¢l\ 32 3 4
GE- ) + {v. =={ov;)
3xiz 3t a2 Bxiaxj it )
v, asi.
. m— - = -]
+ovj 57 _‘Lat } =0. (C)

8y elementary operations, and use of the mass
transport equation (4) and the momentum definition
(5), the double divergence terms in equation (9)
can easily be rearranged as follows:

32 32 3 )
e 13 axiaxj(vi Felovy) + vy gglovy)
a0 _ i)
BMMERED }

3s,
Ci (2v, 2(ov,) - v.v, .0,

= ax; 3% i3t i'jot ot
3y \
Cha ay
" o Y so, VY oy }
K
B, 3S..
32 —i.Zi
+ 3;;3;} (2vi =T n ). (10)

Finally, provided only an equation of state exists,
the pressure time derivative, dp/dt, can always be
expressed in terms of the mass density derivative
and those of any other appropriate and convenient
thermodynamic variables, such as entropy, for
example., When the equation of state is that of an
ideal gas, an appropriate second thermodynamic
variable is the adiabatic variable

o = In (p/oY), (11)

where y is the ratio of specific heats, y = Cp/C,.
The variable o is obviously closely related to the
entropy: variations in o are in one-to-one cor-
respondence with entropy variations, and vice
versa. In terms of p and 0, exactly,
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3 ez X 33 _ 2 v L= 12

TeCtispres=C ;;:;— P 3T (12)
k

where C2 is the instantaneous local speed of
sound,

€2 : yp/lo. (13}
Straightforward substitution of expressions (12)

and (10) intc equation (9) then gives the new,
exact equation for the scalar momentuw potential:

o ez Bl ety
ﬁxi‘ ﬁxkz at?
3 32.;,1 ’24-
R TR TS TI Vi 2)
X
38, 4 3,
e Bvisre sty o W

This exact expression has many very interesting
properties in its physical interpretation. Con-
sider first the limiting case of constant mean
velocity: i.e., vi in equation (14) is equal to
V;, a constant vector, plus a fluctuating part,
vi, which is a priori arbitrary. Then equation
(14) becomes

222 2y B oty

2 v 2 2 z
axi % Dt axk
3. .
R INPOR - P § Y
T b5 "5t ;) (15)

where

D/Dt = 3/3t + v, o/ax,.

In equation (15), the quadrupole fluctuating source
strength density tensor , Q;-, is of quadratic (and
higher) order in the fluctua{ing velocities, v;,
and/or the mass density fluctuations, p', (or, what
is the same thing, quadratic in the mass density
fluctuations and/or the fluctuating momentum compo-
nents, Bi and - 3y'/3x;). The linear term
a2(V;38,/3t)/ax; 9x; vanishes because Bj is purely
sol:noiﬁal. In the atsence of mean shear, then,
the scalar momentum potential is coupled only gua-
dratically to the vortical momentum fluctuations,

Bi. (Strictly speaking, the double divergence of
the time derivative of the viscous stress tensor,
3S;:/3t, on the right side of equation (15),
formally throws up some linear coupling terms in-
volving Bf, but these are usually very small in-
deed, especially as they depend as well upon gradi-
ents of mean mass density and/or the viscosity
coefficients.)

ii.-;_A.“_____AJ.:::;-~ K L aa
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Furthermore, in this limiting case of a constant
mean velocity, it is clear that equation (18) is
simply an inhomogeneous, second order, convected
acoustic wave equation for the Laplacian of the
scalar momentum potential, #2y'73xkZ, which, by
virtue of equation (12) can be replaced by

1 2.p 3
3 =
c2 t cz 9t

Thus, again exactly, for this limiting case of con-
stant mean flow, equation (15) can be written as

3y _ B2 (1 3o
t 3t
pt? ¢?

=~ q

<

»

"X
H

_ . % . asii _DLp az
= 1xi;xj (Qij 7t ) ;:; (c2 3;9- (16}

Equation (15) thus becomes, in the form of equation
(16), an inhomogeneous convected acoustic wave
equation for the time derivative of the pressure.
The only linear source terms are those arising from
irreversible processes (i.e., from S;; and 7).
Further analysis (which will not be described here)
readily shows that these simply provide, to first
order in the Stokes number [see section 2.1 of
reference (2)], the well-known viscous and thermal
attenuation of the acoustic pressure waves. The
remaining quadratic source terms are dominated by
the equivalent quadrupole source strength density
tensor Q;;. The leading terms of this tensor [see
equation {h)] are of the form v;38:/5t, or, when
the velocity fluctuations are largely vortical in
nature, as in turbulence, (1/5)8;885/31.

Apart from the assumption of a constant mean
velocity, the results expressed in equations (15)
and (16) are exact. No assumptions have been made
about the mean or fluctuating behavior of the local
instantaneous speed of sound, €2 (i.e., the temper-
ature), or about the behavior of the adiabatic
variable, o (i.e., the entropy), or about the mag-
nitude of the mean velocity, or about the ampli-
tudes or space-time behavior of any of the fluc-
tuating quantities of primary interest, such as the
pressure itself and the velocity fluctuations (i.e.
the vortical, "turbulent' fluctuations, B;). In
this connection, it is interesting to observe that
the momentum potential approach yields, for this
case of uniform mean velocity, a slightly simpier
and more physically satisfying (note, for example,
the automatic presence of a quadrupole type of
source distribution) description than does
Phillips' equation. (See, e.g., section 2.4 of
reference (2); further details of the results which
can be obtained by comparing equations (14), (15)
and (16) with Phillips® equation will not be given
here) .

Thus, the pressure fluctuations, in the case of
uni form mean flow, but otherwise arbitrary condi-
tions, are, like the scalar momentum potential,
only guadratically coupled with (i.e., "driven by")
the vortical and/or irrotational momentum (or
velocity) fluctuations. Furthermore, this coupling
is via a source term of guadrupole type, in a
(mean-flow-) convected acoustic wave equation.
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Again, from the point of view of the physics of
the situation, comparison of equation (16) with the
Lighthill "acoustic analogy" description of the
same situation is instructive. These points will
not be pursued further here, however, as much of
the ground has already been covered in a previous
publication 2), The main conclusion that emerges
from such a comparison is simply reinforcement of
the need, in the interest of retention of a realis-
tic physical conception of what is actually yoing
on in a moving, turbulent flow, to explicitly dis-
play in the theoretical description, as in equaticn
(16), terms that explicitly represent the convec-
tion of the pressure disturbances by the mean flow,
and the possible contributions to radiated noise by
entropy fluctuations.

In sharp contrast to the situation obtaining
when the mean flow is unifcrm, the presence of a
mean velocity gradient, in a direction either par-
allel or transverse to the mean flow direction,
results in equation (14) displaying linear coupling
of the solenoidal momentum fluctuations with the
scalar momentum potential and hence, by inference,
with the pressure fluctuations. Of course, if the
mean velocity field and the fluctuating solenoidal
momentum vector (and the entropy fluctuations, if
significant) are known independently, and accurate-
ly enough, either from theory or experiment, equa-
tion llaf can still then be used, perfectly
validly, to calculate the scalar momentum poten-
tial, and hence, for example, the near and far
field pressure fluctuations associated with a tur-
bulent jet flow, via equation (12). Here it is
most interesting to observe that since the linear
coupling source term in equation (14) is, exactly,

22— ),

3x.
i

which is a dipcle-type source distribution, repre-
senting physically a mean shear/vortical fluctua-
tion interaction, it follows that linear coupling
of vortical fluctuations to the scalar momentum
potential (i.e., "pressure") will only occur im-
portantly in regions where both strong mean shear
and strong vortical fluctuations are present. The
quadratic coupling, via terms like

(again note that by virtue of the solenoidality of
B:, this term reduces automatically from quadru-
pole-type source distribution to a dipole-type),
which provided the only coupling in the uniform
flow case, Is, of course, still present as well.

As regards propagation effects of a non-uniform
mean flow (as distinct from the generation effects
Involved in 2v;2B;/3t on the right side of equation
(14)),it is clearly evident that, in the general
case, those terms involving the velocity on the
left side of equation (14) that are linear in the
fluctuations collectively display explicitly all
the convection, convective refraction and shear
refraction effects on the scalar momentum potential
caused by its interaction with the mean flow. Also,
of course, the linear term involving €2 on the left
side of equation (14), T23y'/3x2, explicitly rep-
resents thermal refraction. Convection, and con-
vective refraction, by the mean flow is explicitly
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represented by the terms

2 240 2 24,0
-2% _j_(é_“{)-;,,;__a__(_a_%)

V. »
i axiat axk i 3xi8xj axk
pure shear refraction by
-2 a2 i MR ¥ 2y a2y
3x, 9x. '3x.dat 3x. 9x. [
3 i 3 J i axk

dilatational '‘refraction' by terms like

S i3 %
axi ot 3xk2

and also there are mixed convective-refractive
terms |ike

L
v, k2 (2,
i ax; axi 3xk2

With only the lirear terms on the left side, all
the quadratic and higher order terms being repre-
sented by an equivalent quadrupole source strength
density tensor, Hi., and transferred to the right
side (note that eath term in "ij' of course, will
contain either 3%y'/ax2 or 3%y Yatax; as a
factor), equation (14) can be written exactly as

2 o, 324 24,1
27 gz 3L

2 2 2
X, 3xk at

FY3 - 3y - - 32y
- — (2, i TP A il 25
axiaxj i ataxj i'j axkz
2 8, % 3. .
- - . 4 ' ag * _lt
- 3xi3xj(2 vVige t Mij + p5E6|J at (7

Note that, as for the sources in Lighthill's acous-
tic analogy description, all terms in this equa-
tion, and, for that matter, in equation {14), have
equivalent '"quadrupole source' representations, as
double divergences of tensors. Equation (17), in-
cidentally, is not a linearized or otherwise
approximated version of the exact equation (14). It
is the exact equation simply rewritten in a form
such that the left side is linear in the scalar
momentum potential (and In all fluctuating quanti-
ties generally).

On the computational side, linear partial dif-
ferential equations with known variable coeffi-
cients, of the type of equation (17), can be solved
without too much difficulty with the aid of modern
analytical and machine-computational techniques.
Thus, given knowledge of C2 and V;, say, and suf-
ficiently accurate estimates of the gquadrupole type
source strength density terms on the right side of
equation (17), it is entirely practical to use such
an equation for theoretical studies of aerodynamic
noise problems and other preblems of fluctuating
fluid flows.
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Finally, although equation (14), the central new
result here, is explicitly valid only for an ideal
Stokesian fluid, the same procedure can be used,
with formally similar results, for studies of time-
stationary fluctuations in any continuous medium,
provided only that, as in the case here, constitu-
tive relations arc available to express fluctua-
tions ir the pressure, and in the rest of the
stress tensor in the particular medium, in terms of
the scalar momentum potential (and other convenient
variables, if necessary).

1-7.4 The Generalized Analog of the
Landahl-Lilley Equation

It has been pointed out, in the previous sec~
tion, tnat the exact scalar momentum potential
cquation (14) exhibits linear coupling between the
scalar momentum potential and the fluctuating sole-
noidal momentum, whenever the mean flow is either
sheared or possesses a gradient in the direction of
flow. On the other hand, it is well-known [see,
e.g., section 3 of reference (4)] that for the
special case of a uni-directional, transversely
sheared mean flow, an expression can be derived,
the Landahl-Lilley equation, in which the fluctu-
ating pressure (or logarithm of the pressure) ex-
hibits no linear coupling to any other fluctuating
quantities.

In previous work [see section 2.3 of reference
(3)] it has been proved that, insofar as all linear
terms are concerned, the partial time derivative of
the Landahl-Lilley equation is equal to the materi-
al derivative of the previously obtained approxi-
mate version of equation (14) for the scalar momen-
tum potential. It is therefore of interest to re-
examine this relationship for the new, exact
equation itself,

The comparison can be effected in a very simple
manner, which has the advantage of bringing into
focus a very close interrelationship between the
process of pure shear refraction and the process of
linear coupling of the fluctuating pressure (or
scalar momentum potential) to other fluctuating
variables. The procedure is as follows. When the
differentiation with respect to x; is performed on
the first convective-refractive term of equation
(14) two terms are obtained:

a2y )

32
T X, ex, (Zviatax.
y J

Ve 2240 30
=-L(23_'.3_'£_)-L(2v,_3_4'_), (18)
X, JtIx. ax. i 2
J J 1 3t3xj

If the first of these two terms is then transferred
to the right side of equation (14), it can be com-
bined with the first term of the right side to give

_azavia() )
3;? ( 3;}'3? ov; I. (19

For the case of uni-directional, transversely
sheared mean flow, in which the mean mass density
may also have a transverse gradient, one has, say,

Downloaded from http://www.eve[yspgc._corp

Vi = [Vi(xp), 0, 0] ,

b= S(Xz)-

The only linear contribution to expression (19) is
then

S b 2
%) axy 205t )

Operation on_this term by the mean flow material
derivative, 0;/Dt = /3t + V{(xp)3/3x;, evidently
gives

w(xa) Dyvsy
3% % (x,) 5o

- == (2 e

But from the equations of linear momentum for such
a flow,

Dyv,! 55
o 1v2 20! 102k
Sx) 5+ FYRET o

to first order. Hence, to first order, and apart
from the viscous stress tensor term, the mean flow
material derivative of tha first term of expression
(19), in the case of uni-directional, transversely
sheared flow, with mean mass density also varying
only in the transverse direction, becomes a pure
shear refraction term for pressure, transferable to
the left side as

S PO Il O
x, [ ij dtox, ° (20)

It follows from this that the material derivative
of equation (14) is a generalized analog of the
Landahi-Lilley equation: that is, it will have the
same property of exhibiting only gquadratic (or
higher) order coupling of the pressure (and/or
scalar momentum potential) fluctuations to other
fluctuating variables in the case of a uni-direc-
tional, transversely sheared flow, with only a
transverse mean density gradient.

It is a straightforward matter to obtain this
equivalent version of the general, exact Landahl-
Lilley equation, which is, for comparison [see
equations (15, (42) and (45) of reference (2)],

D or D2r l r

L . I et R g (L)

Dt bxi pt2 axi axj axi
Iv. 3v. v,

a2y b d kDD By iy (yy
x, 1xi axi Dt Dt axi p 3xX,

The desired analog to equation (21) can be obtained
by following the procedure outlined in the two
preceding paragraphs. As the algebra is somewhat
tedious, it is omitted here, The final result,
however, can be expressed in relatively simple
terms, as follows.

The time derivative of the equation of linear
momentum density transport can be written as
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the analog of the general Landahl-lilley equation
(21) is, exactly,

D 3 i3 0 'Sy
(e 2 s 2 =2 Jq, = o e
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(The term arising from the viscous stress tensor
term in equation (22) has been split because the
principal effect of the left side term in the vis-
cous stress tensor in equation (24) is to nrovide
viscous attenuation of acoustic pressure waves via
diffusion of momentum, while the corresponding
right side term in equation (24) provides terms of
3 general character like the others on the right
side, but which are usually considerably smaller
in magnitude.)

The left side terms of equation (24) are clearly
al) propagation terms in the scalar momentum poten-
tial and/or pressure fluctuations. A3 was noted
previously, the pure shear refraction term of
equation (18) in the scalar momentum potential will
be replaced in the expression, when it is worked out
explicitly, by the pure shear refraction term in the
pressure, expression (20). Thus, broadly speaking,
the left side of equation (24) can be expressed
either as a fourth order differential operator
acting on the fluctuating pressure, or as a fifth
order differential operator acting on the scalar
momentum potential. When the fluctuating pressure
is used, the equation is obviously a direct analog
of the Landahl-Lilley equation for the logarithm of
the pressure.

The right side terms of equation (24) are, in an
explicit form,

right side of equation (23) = 6 —d — 1
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It can be seen by inspection that ali of the terms

in equation (24) (apart from the viscous terrs, of .
course) becore of quadratic (or higher).order in
the solenoidal morentun (luctuations, B;, and the
velocity fluctuations, v;, when the mean flow is
uni~directional, transversely sheared, and has mean
mass density variation only in the transverse
direction.. ,

These source terms on the right side of equation
(24) can be seen from equation (25) to all be ex-
plicitly decendent on the solenoidal linear moren-
tum density fluctuations, Bi. It follows that
radiated sound fields can only be produced "aero- i
dynamical Iy'" when the flow in question has vortical
morentum density fluctuations.

for the case of a turbulent mixing region having
a uni-directional, transversely sheared mean flow,
with zero mean pressure gradient and mean nass
density varying only transversely, when all the
flow in expression (25) becomes at least quadratic
in the fluctuations, one would expect the dominant
quadratic terms in equation (25) to be themselves
dominated by the solenoidal momentum fluctuations.
That is, factors like

8, - v'/ax ,
=i (X %

[

can be satisfactorily approximated by

- [

vy
IX.
]

~ 3 V=
3;? (Bk /5)

because, from equation (4), the scalar momentum
potential is of the same relative order as the mass
density fluctuations.

An interesting consequence of such dominance of
the source terms by solenoidal fluctuations (which
also has practical uses in analytic and computa-
tional work) is that, because of the solenoidality,
terms like

! 228,

. 9x.dt ’
! J

X
say, automatically become expressible as
B ' 32B;

]

3 (ko i
’
axi [ ijat

and so on.

It is also relevant to note, in equation (25),
that the velocity divergences can be replaced by
the material derivative of the logarithm of the
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mass density, since

— -
Dt  Ox. '

and also that the term involving the material
acceleration can be expressed in terms of pressure
or entropy gradients and viscous stresses, since

Dv. 3S. . o 95..
.13 1 Tij_ sh _ .35 _ 1 Tij
Dt ) axi ) axj axi 3Ki o axj '

where h is the enthalpy, T the temperature and $
the entropy.

Comparison of equation (24) with the general
Landahl~Lilley equation (21) shows that equation
(24) is the partial derivative with respect to time
of equation (21), rewritten in terms of the fluc-
tuating pressure, instead of the logarithm of the
total instantaneous pressure which is used in the
Landahl-Lilley equation. Thus, when fluctuating
quantities are of interest, the new equation (24)
nas the advantage of being automatically and ex-
plicitly expressed, to the first order, in terms of
fluctuating quantities. It aiso displays explic-
itly the nature of the fluctuating flow field --
i.e., its irrotational and solenoidal components =--
again to first order. In this latter respect it
can be made completely explicit by expressing the
particle velocity as

(8, + By - ay'/ax;).

Like the general Landahl-Lilley equation (21),
the new equation (24) is exact and thus is not
restricted in its applications to special cases
such as that of uni-directional, transversely

sheared mean flow, although the advantage of a
quadratic right side will not necessarily be
present in general. However, for relatively slowly
diverging jet mixing flows, for example, such as
those of aircraft engines, it can be easily estab-
lished by inspection of expression (25) (or from
the Landahl-Lilley equation) that quadratic source
terms can be expected to continue to dominate, as
long as the expansion angie of the jet, in radians,
is smaller than the representative turbulence
level, |v;|/]%;|, in the mixing region. Also, of
course, the accuracy of the parallel flow model for
a slowly diverging flow can easily be increased by
the well-known coordinate transformation methods
of, say, acoustic horn theory or boundary layer
theory.
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APPENDIX 1

A NEW ANECHOIC FACILITY FOR SUPERSONIC HOT JET NOJSE RESEARCH AT LOCKHEED-GEORGIA

R. H. Burrin, P. D. Dean and H. K. Tanna
Lockheed-Georgia Company
Marietta, Georgia

Abstract

The facility described in this paper has been
carefully designed accounting for shortcomings of
other facilities, being guided by the stringent de-
mands of oa-going jet noise research at Lockheed-
Georgia. The design goal was the capability of
testing 2 in. diameter model jets up to 2000°F
stagnation temperature at pressure ratios s high
as eight, in a free-field environment, anechoic at
311 frequencies above 200 Hz.

A comprehensive series of flow visualization and
temperature mapping experiments in a one-sixth
scale model of the proposed facility, conducted to
establish foundations for the unique design fea-
tures, are descrited. A test program using a
specially designed impedance tube to cxamine full-
scale, four-wedge arrays is discussed, leading to
the final selection of an acoustic material and
design for the wedges to be used as lining for the
new facility to ensure the 200 Hz frequency
requirement.

Details of construction of the room and exhaust
nuffler/collector are given together with a de-
scription of the design and fabrication of the air
supply system.

Finally, tests conducted to evaluate the perfor-
mance of the complete facility are discussed in
detail. These include (i) exhaust muffler/collector
attenuation measurements, (ii) inverse-square law
tests to determine the anechoic quality of the room
and (iii) a systematic study to establish the lack
of any significant internal (or upstream) noise
levels for cold as well as hot operation of the
facility.

11=1  Introduction

Much confusion about jet noise has arisen in the
past as a direct result of inadequate facilities
and insufficient knowledge and control of test con-
ditions, in many cases giving rise to completely
erroneous conclusions.

The facility described here has been very care-
fully designed accounting for other facilities'
shortcomings and being guided by the stringent de-
mands of on-going jet noise research at Lockheed.
The fundamental nature of this research requires a
meticulously controlied environment for all tests.
This includes not only the quality of the basic
acoustic measurements to be made in the anechoic
room, involving correct placement of microphones,
minimization of air circulation over the micro-
phones which would otherwise affect noise measure-
ments, adequate supply of entrainment air to
simulate free-field conditions for the jet, and
elimination of adverse temperature gradients
affecting sound radiation, but also the precise
control of mean flow parameters, which is probably
one of the most critical aspects of a jet noise

control the jet efflux velocity.

The following pages outline the design philoso-
phies and steps taken to ensure the best possible
facility obtainable, utilizing the existing basic
laboratory buildings available in the Lockheed-
Georgia Acoustics .search Center, for present and
future requirements of fundamental hot jet noise
research.

11-2  Facility Planning

The Lockheed-Georgia Company's aeroacoustics
laboratory consists of three adjoining rooms: a
smatl 11 x 11 x 17 foot tall anechoic chamber, a
21 x 22 x 28 foot tall reverberation chamber and
an instrumentation and control room. In order to
conduct the supersonic jet exhaust noise experi-
ments with the required precision, a new facility
was needed at Lockheed. It was evident that use
of existing buildings would be most desirable from
the standpoints of both development time and cost.
As a consequence, the existing reverberation room
(which had been lined with 6-inch foam slabs to
act as a semi-anechoic room in a program of experi-
mental research into the characteristics of duct
acoustics) was chosen as the prime candidate for
conversion to the new anechoic facility. This new
facility was designed to satisfy the following
acoustic criteria and physical requirements.

11-2.1  Design Criteria

1. Tests were to be conducted on model jets de-
signed to simulate full-scale jet engine noise
throughout the frequency range from 20 Hz to 10 kHz,
which is typical of modern jet engines.

2. For the far-field tests, the microphones
should be placed in the acoustic as well as the
geometric (or interference) far fields of the jet
exhaust.

3. Model jet nozzles up to 2 inches in diameter
were to be used, which typically is of the order of
1/5 to 1/20 scale.

k. Measurements were to be made over a wide
range of jet exit velocities from 400 fps to 3500
fps.

5. Stagnation temperatures of the order of
2000°F were required.

6. Provision should be made to measure the
directivity of jet noise both downstream of the
nozzle exit plane and in the forward arc.

7. During testing, a continuous and adequate
supply of fresh air must flow into the anechoic
room to provide both entrainment air for the jet
and cooling air to prevent undue heating of the
room lining material.

test, since the mean flow pressure and temperature /2§Z>
Poage 122, 133 and 124 ane Yok
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8. Safety required that the material used to
line the chamber should have flame retardant char-
acteristics.

11-2.2 Requirements and Decisions

The criteria led to the following requirements
and decisions:

1. Assuming a minimum model-to-engine scale of
1:10, the lowest frequency of interest in the model
facility would be 200 Hz. In order to ensure that
the microphones used to record the sound field
would be in the acoustic as well as the geometric
(or interference) far-fields of the jet exhaust at
all frequencies of interest above 200 Hz, the
microphones ideally had to be mounted at least 60
or 70 nozzle diameters from the jet exit (i.e., 10-
12 feet for a 2-inch diameter nozzle).

2. The room had to be anechoic at all frequen-
cies above 200 Hz, based on the spectrum of interest
from 3 2" jet. It was anticipated that this could
be achieved by lining all six walls with nominally
18-inch long, polyurethane foam wedges, 9 inches
square at the base. The optimum shape and material
for these wedges would be evaluated acoustically in
a specially constructed impedance tube (see section
11-3).The length of 18 inches was chosen based on
the available room dimensions and the required
microphone distance from the nozzle exit. It wa:
also essential that the microphones be sufficiently
far from the wedge tips to be away from any near-
field influence. The 9-inch square base size was
chosen for convenience to tie in with the fact that
anchor points were available in all walls on three
foot centers. The method chosen for mounting the
wedges involved gluing an array of 16 wedges onto 3
feet square boards, each board being attached to
the wall by a single threaded rod and nut at the
center of each board. This system would allow easy
replacement in the event of any localized damage
during subsequent operation.

3. Another important consideration affecting
the final anechoic performance of the room was the
design of platforms or equipment required to gain
access to instrumentation for calibration and to
test installations for modifications. In most
facilities of this type platforms or cable floors,
etc. are used which provide some degree of unwanted
sound reflections. In this particular facility, it
was decided to employ a "'cherry picker" telescopic
crane for access. The room itself has an access
door which is located about 11 feet abcve the con-
crete floor of the room. The crane could conve-
niently be placed in one corner of the room with
the boom stowed parallel to the floor and side wall
when not in use. It had to be of appropriate
length when retracted for the required stowage and
to have sufficient extended length to reach all
points in the room. It had to be totally electri-
cally operated since the possibility of hydraulic
fluid leaks would be undesirable in such close
proximity of the foam wedges. A further require-
ment was the provision of crane controls in both
the bucket and remotely at the door. The door
control was to be used to park the crane in its
stowed configuration during testing.

L. During all tests this crane must be com~
pletely enclosed by some form of anechoic cover to
eliminate unwanted acoustic refiections which would
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interfere with the experimental sound field. The
cover, like the crane, was also required to be
remotely controlled from the access door.

5. The required velocity (and hence SPL) and
frequency ranges dictated that microphones with a
broad dynamic range and a broad/flat frequency
response be used. The 1/2 inch BEK type 4133 free-
field microphone has a dynamic range of 32-160 d8,
and a flac frequency response from the 20 Hz to 40
kHz. A system based on these microphones was
chosen.

6. The existing reverberation room was furnished
during construction with a 13-foot long, five~foot
square concrete exhaust duct in one outside wall,
the center of which was some 16-feet from the floor
and offset some 3% feet from the horizontal center=
line of the room. Exactly opposite this duct,
provision was made to insert an air supply duct
through the front wall from the laboratory control
room.

7. This five foot square exhaust duct was to be
modified to serve a number of purposes:

o Provide a means of exhausting air from the
room.

o Provide an anechoic termination for the jet.

o Provide a means to prevent significant levels
of outside noise from entering the room.

o Provide air for room cooling during heated
flow tests.

o Provide entrainment air for the jet to
simulate free-field operation,

8. A unique feature of the exhaust collector/
ejector design philosophy was that entrainment air
was to be supplied to the jet in quantities dic~
tated by the jet operation conditions themselves.
In most facilities extra air required for entrain-
ment is forced into the faciiity. The main diffi-
culty in these designs is knowing exactly how much
air to inject so that a natural free-field entrain-
ment is ensured. In this facility it was planned
that the entrainment air would be injested into the
room by the operation of the jet itcelf, thus pro-
viding a natural self-gencrating system. This was
to be accomplished with a minimum static pressure
drop in the room.

11-3 Impedance Tube Design

In order to evaluate the acoustic performance of
selected samples of acoustic flame retardant poly-
urethane foams, a special impedance tube was
required. It was designed to measure the basic
acoustic property of acoustic impedance (and normal
incidence absorption coefficient) of an array of
four wedges. [n order to accommodate these wedges,
each with a 9-inch by 9-inch base, the impedance
tube was designed to have an 18-inch square cross-
section.

The lowest frequency for these tests was chosen
to be 50 Hz; thus, in order to obtain at least one
pressure maximum and minimum in the tube, a length
of 15 feet was required. The side walls were con-
structed from highly polished 5/8-inch thick alumi-
num plate, thus ensuring that the wall losses would




be negligible for all cases of interest. The end
termination plate behind the wedge arvay was made
from 1-inch thick aluminum plate which was fitted
with a rubber gasket and clamped to the end of the
tube. A loudspeaker was mounted in the opposite
end from the test specimens.

The 18-inch square cross-section of the tube
places an immediate frequency limitation for the
{0,0) mode (plane wave) operation at approximately
370 Hz, since the (0,1) mode cut-on frequency is
374 Hz, (see below).

The 1/2 inch B&K microphone (Type 4133) used was
mounted on the longitudinal centerline of the tube
and in order to extend the tube frequency range, a
four-armed “spider" made from 1/2-inch stainless
steel tubing was attached to the grid (see Figure

t ). This mcved the measuring points from the
exact centerline to the quarter points of the duct
cross-section. The ends of the tubes were precisely
terminated in the same axial plane. In order to
move the microphone axially in the impedance tube it
ws  .nted on a "trolley" which could be manually

v !.ied along the tube to locate pressure maxima
ard 4 “oima.

Fig. 1 Microphone "Spider' and Trolley

Thus, this system samples and sums the sound
pressurc on the quarter points of the tube cross-
section diagonals. It is easily shown that, for any
higher order mode combination up through the (3,3),
the higher order modes cancel (to the accuracy of
the spider construction and alignment) and only the
plane mode component is measured. However, since
this technique relies on the measurement points
>cing on node lines for even modes and cancellation
for odd modes, the four point system will not be
valid for even modes greater than 2. Higher order
mode cancellation systems can be conceived based on
greater numbers of microphones.

Theoretically, the mode cut-on frequencies (fo)
can be determined from the following relationship:

_ % _ /mn,2 An; 2
f°(m,n) T (3_) + (B_ :

where co is the speed of sound, m and n are the mode
orders and 3 and b are the duct cross dimensions, so
that in the present case,
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fo(m,n) = 374 Vm2 + a2 :

The mode orders, in ascending frequency, are given i
in Table 1. .
i
TABLE | 1
CUT-ON FREQUENCIES FOR 18" x 18" DUCT I
1)
1
Mode Mode ¢ Mode f ‘ﬁ
Order ° Order o Order o .
0,0 0 2,2 1058 1,4 1542 .
0,1 374 0,3 1122 3,3 1586
1,1 529 1,3 1182 2,4 1673
0,2 748 2.3 1348 0,5 1870
1,2 836 0,4 1496 3.4 1870

The "spider" microphone head eliminates all modal
components in order up tom = 3 and n = 3. The im-
pedance tube results will be valid to an upper
frequency limit of only 1490 Hz based on the cut-on
frequency of (0,4) mode. This behavior was vali-
dated experimentally, prior to proceeding with
impedance tests.

11-4  Impedance Tube Wedge Evaluation Tests

Anechoic room wedges have traditionally been
evaluated in terms of a normal incidence absorption
coefficient as derived from the measured standing
wave ratio in an impedance tube. It is recognized
however that the absorption coefficient is usually
less at other angles of incidence, but this reduc-
tion is not very significant until an angle of 60
or 70° is reached.

Thus in the general case the 99% absorption fre-
quency as measured in the impedance tube will be
lower than that in a completed anechoic room.
However, for this application the ncarest walls to
the proposed microphone positions will present an
angle of incidence not less than 80° or so and thus
the normal incidence absorption coefficient should
adequately reflect the properties of room walls for
the strongest reflected signal situation. .

Five different types of poiyurethane and poly-
ether foams were selected for testing, the types
largely being determined by the manufacturer's
ascertions to good acoustic quality. Three of these
foams were of the flame retardant variety, the other
two being of similar density (but highly flammable)
and pore size, thus providing some data for compari-
son purposcs. A wedge configuration consisting of
four wedges placed in alternate directions (71) was
tested for all samples, with no air gap between the
wedges and the tube end termination plate.

The logic of the tests was to attempt to opti-
mize first on the materiol composition and then
optimize on the wedge geometry while still attempt-~
ing to remain compatible with the original idea of
a wedge height being no greater than 18 inches (as
dictated by the aforementioned room volume limita-
tions). Thus, the most promising materials were
tested with various air gap depths and wedge dimen-
sions. 1t should be noted here that the interpre-
tation of the meaning of the word “'promising"
involves the consideration of cost as well as
acoustic performance, as differences of 400% in cost
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between sinilar Lypes were encountered.

Finally, the effect of wedge layout in the imped-~
ance tube was investigated, together with the effect
of a plywood backing plate on the wedges, which
simulated the proposed wedge mounting system in the
anechoic room,

The most significant results of these tests are
shown in Figures 2 through 6. It can be seen
that all but one of the tested materials in Figure

2 exhibited similar absorption characteristics
with a pronounced and well defined "knee" denoted
loosely as the lower cut-off frequency. One material
stanus out; the Dunlop DF129 flame retardant foam
sample, with its cut-off frequency point markedly
lower than the rest. This material was therefore
chosen as the most promising acoustically and was
used for all subsequent wedge design and mounting
investigations.
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Fig. 2 Comparison of Acoustic Performance of
Different Foams Under Consideration
for New Anechoic Chamber

The effect of an air gap on wedge performance was
then investigated. Figure 3 reveals that while an
increasing air gap lowers the frequency of the
"knee" point (i.e., increasing the absorption below
100 Hz), an unacceptable decrease in absorption be-
tween 100 and 200 Hz occurs; this "valley" in-
creasing in depth as the air gap increased. The 99%
absorption value however remained essentially un-
changed at a frequency of about 300 to 350 Hz.

In an effort to modify the loss of absorption in
the 100 to 200 Hz band, the wedges were shortened by
removing 2 inches from each wedge base. The results
of this modification as shown in Figure 4 were an
increase in the 99% absorption point (of 50 Hz or
so) and a 10 to 15% improvement in the 100 to 200 Hz
absorption coefficients. This improvement however
was not sufficient to meet the targeted minimum ab-
sorption in this band of 963 and it was considered
that the pursuance of low frequency enhancement by
use of an air gap would be fruitless within the
current bounds of the geometric constraints of the
room.

The question of wedge layout was then investi-
gated and Figure 5 shows conclusively that the
three possible wedge layout systems in the impedance
tube had negligible effect on the absorption
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measurements. The system of alternate horizontal
and vertical) wedge instailation was therefore chosen
for its basic aesthetic appeal in conjunction with
an unsubstantiated feeling that parallel periodic
structures should be avoided from a near field
scattering point of view. This aspect could not be

tested with such 3 limited test array.
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Fig. 3 Effect of Air Gap on 18-Inch Wedge, 6-Inch
Base Height, Dunlop DF120 Acoustic Foam
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Fig. 4 Effect of Air Gap on 16-Inch Wedge, 4-inch

Base Height, Dunlop DF120 Acoustic Foam
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Fig. 5 Effect of Wedye Mounting Layout in
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Fia. % Effect of Taper Angle Variations
on 18-1In.h Vedge

Th  wedge taper angle and base height were the
next geometric parameters to be studied. From the
ecarlier tests it was apparent that the 18 inch over-
ali length had w be maintained in order to keep the
"knee" roll-off frequencies in the desired region of
less than 150 Hz. Thus, modification of the wedge
base height was directly related to the taper angle
in order to maintain the desired overall length.

The three test wedge configurations are shown on
Figure 6, with the obvious compromise between high
relatively flat absorption with frequency and an
acceptably low '"knee' roll-off frequency being ex-
hibited by the 4-inch base height wedge layout.

The final test involved the replacement of the
aluminum backing plate by a 1/2 inch plywood panel.
No significant changes in absorption over the fre-
quency range of test could be discerned and thus
this proposed method of mounting the wedges was
confirmed to be acceptable.

The primary conclusion reached from all these
above tests was that the optimum configuration (for
the previously defined constraints of a 9 inchx 9

fabricated in Dunlop
complete ability to provide the required low fre~

; inch base and an 18 inch overall height) was one
/ having a 4 inch base height with a 14 inch tapered
height. In addition, this optimum configuration,

DF120 foam, demonstrated its

-

L

quency performance in the proposed anechoic room
application.

11-5 One-Sixth Scale Model of Room

The primary objective of building this model was
to aid in the design of the jet ejector such that
the wedge thermal and the jet entrainment criteria
could be satisfied. In addition, the positioning
of the microphones for the proposed acoustic mea-
surements and the best location for the crane in
terms of accessibility to microphones and test
installations could conveniently be assessed.

The completed model is shown in Figure 7. Tne
rear wall on the left side containing the exhaust
duct was made removable for convenience. The plexi-
glass window in the side was included so that the
flow visualization tests could be accomplished using
a smoke generator. Another window was included in

- " coanilt; — B aiae
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the roof. The extension at the left represents the
concrete room exhaust duct with the modified exit
and intake hardware. [In order to make the best use
of this existing duct a rectangular concentric tube
system was adopted for the exhaust collector. The
design philosophy was to use the centrally ex-
hausting jet together with its entrained air, to
injest fresh, cool outside air through the outer
concentric duct, and diffuse this throughout the
room in order to cool the wedges and provide a
free-field type entrainment for the jet. Several
designs were investigated for the collector intake
and for the method by which the injested air could
be distributed eveniy throughout the room. The
final design is shown schematically in Figure §.
This system involves a false wall behind the acous-
tic wedges creating an air gap between the wedges
and the concrete wall. The outside air is drawn in
ané directed betwer~ the two walls (concrete and
false) and allowed to diffuse into the room around
the periphery of the rear wall. This system was
devised to minimize or eliminate a collector lip
vortex that existed when intake air was allowed to
enter the room from immediately behind the collector.

Fig. 7 One-Sixth Scale Model of Anechoic Room
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Fig. 8 Schematic of Final Design of
Exhaust Collector
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Flows Visualization Tests

1=5.1

Flow visualization tests, using a smoke gener-
ator probe inserted through the wall of the model,
with a model jet operating at various velocities,
indicated that the intake air diffused very evenly
into the room from around the rear wall periphery at
extremely low velocities. Also, the undesirable lip
vortex was virtually eliminated, thus minimizing any
reflections of hot turbulent air from the collector
back into the room.

Although the visual observations of the air flow
circulation patterns obtained in the model room
were very clear, attempts to photograph the smoke
through the plexiglass windows were rather unsuc-
cessful due to surface light reflections and opticat
imperfections in the windows. The observed air flow
patterns are therefore shown schematically in Figure

9. The figure shows that as soon as the cold in-
take air leaves the air gap between the walls it
diffuses evenly throughout the room and provides
essentially free-field type entrainment for the jet.

A smoke generator was also used Lo investigate
performance of the intake end of the system. Figure
10 illustrates that the cold ambient air was being
drawn into the outer concentric duct for distribu~
tion throughout the room. The absence of any short
circuit between the air exhausting through the
central duct and the intake duct is demonstrated in
Figure 11,
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Fig. 9 Air Flow in One-Sixth Scale Model

Smoke Flow into Juter End of Room
Air Intake

Fig. 10

Fig. 11

Smoke Flow 1llustrating Lack of Short
Circuit Between Intake and Exhaust

11-5.2 Room Temperature Distribution Tests

A vital requirement of the jet exhaust collector
was that it should provide sufficient cooling air
for all jet operating conditions so that the room
temperature would never reach a level that would
exceed the temperature limit of the foam wedges. In
addition, the temperature gradients in the room
were required to be small cnough so that acoustic
measurements would not be affected.

In order to investigate these aspects of the col-
lector performance, a one-sixth scale jet of 0.33 in.
nozzle diameter was operated at a temperature of
750°F at three pressure ratios. The temperature
distribution in the model room was measured using
seven thermocouples placed at critical locations
inside the room and in the collector, and an eighth
thermocouple mounted on a hand-held '‘wand'' was used
to measure temperature distributions within and
surrounding the jet flow.

The results of the three tests are shown in
Figures 12, 13, and 14 where, in addition to the
temperature values at various locations, contours
of constant temperature are also illustrated. The
shaded areas indicate temperature between 75° and
80°F. The temperature of the entrainment air
measured in the outer concentric duct was less than
70°F during all tests, with an ambient air tempera-
ture of 69°F.

It is interesting to note that, as the pressure
ratio was increased while maintaining an essen-
tially constant stagnation temperature of
approximately 750°F, the room temperature distri-
bution remained approximately constant. This was
due to the fact that as the pressure ratio in-
creased the mass flow through the nozzle of course
increased, but the jet static temperature decreased.
At the same time, the amount of entrainment air
injested through the collector also increased.

The temperature at the collector walls was less
than 100°F and the temperature on the foam lining
on the wall closest to the jet axis was between 85°
and 90°F. Outside the jet flow region the tempera-
ture gradients were found to be too small to produce
any significant effect on the proposed acoustic
measurements.
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"

by coarse glass cioth and wire mesh was installed.
Figure 15 shows the top and side walls almaist
complete and the plywood floor installea.

et

Figure 16 shows the completed exhaust collector
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Fig. 12 Mode! Room Temperature Distribution, Plan
View Jet Velocity = 730 fps

Fig. 13 Modcl Room Temperature Distribution, Plan
Vic. Jet Velocity - 1090 fps
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Fig. 15 Completed Plywood Installation of Exhaust
Duct Showing Sides and Top Partially
Lined with Acoustic Material
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Fig. 14  Model Room Temperature Distribution, Plan
Yiew Jet Velocity = 1420 fps

11-6 _ Construction of the Exhaust Collector

Following the design principles established
during the one-sixth scale model tests, a conceatric
sound attenuating duct system was to be coastructed
utilizing a 5 foot square, 15 foot long exhaust
tunnel in the wall opposite the jet air supply
ducting. A square cross-section plywood duct, 4
feet by 4 feet was constructed in situ, being
attached ‘o threaded rods mounted in wall anchors
and forming, with the concrete duct, a central tube Fig. 16 Completed Exhaust Collector/Muffler
surrounded by a square section annular outer duct 6
inches wide. As indicated earlier, this exhaust

duct was also required to act as a muffler to mini~ Figure 17 shows rhe outside construction of the
mize outside noise interference in the interior of exhaust duct. This is seen to be exactly like the
the anechoic room and to provide an amechoic termi- one-sixth scale model. The intake was connected to
nation for the jet. An acoustic liniang consisting the outer annulus, all joints being sealed to pre-
of 4 inches of polyurethane foam covered by 1 inch vent short circuiting between the exhaust and

of thermal/acoustic insulation (Kaowool) retained intake sections. An identical intake/exhaust "wing"
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was installed on the opposite side of the concrete
tunnel shown, forming s symmetrical system. An
anti-insect and bird screen was installed across the
intakes.

Fig. 17 Details of Collector Exhaust and Intake
at Exterior of Building

11-7 Anechoic Room Construction

A number of preliminary tasks were required to
be accomplished prior to installation of the room
lining:

1. An overhead monorail crane installation was
removed.

2. Light fittings were suspended from the
ceiling, electrical outlets extended from all four
walls and the sprinkler system was modified to
position the heads below the level at which the
ceiling wedges would be mounted.

3. A false wall on which to mount the wedge
boards was installed to enclose existing air supply
ducts and valves.

The first major task was to install the ''cherry
picker" crane. Its optimum location was determined
by making a one-sixth scale cardboard replica to be
placed in the room model. Installed in the chosen
pesition, with the bucket removed, it could be
stowed parallel to the floor and left wall farthest
from the jet exit.

Although the majority of wedge boards required
were the standard 3 x 3 foot configuration shown in
Figure 18, a considerable number had to be custom
made because the room was not a standard rectangu-
lar shape. In fact, the right side wall, rear wall
and ceiling were built at 3 degree angles relative
to the front wall, Igft wall and floor to meet the
requirements for reverberation tests. Also, the
wall dimensions were not exactly multiples of 3
feet and in addition, boards had to be fitted around
the exhaust collector.

The anechoic wedge boards were made by applying
contact adhesive to the plywood panel and spraying
the base of each wedge with the same adhesive.
Application of the adhesive to the foam wedges by
means of a paint spray gun was found to be far
superior to application with a brush. The adhesive

Downloaded from http://www.everyspec.com

Fig. 18 Standard 3 Feet by 3 Feet Wedge Board

remained on the surface much more satisfactorily
whereas a brush seemad to cause the adhesive to
penetrate further into the foam, consequently not
enough remained on the surface to create a good bond
vhen applied to the board.

Threaded rods were screwed into anchor points on
the walls located on three foot centers. Each
board, with a hole at the center, was slipped over
a rod and secured with a single washer and nut.
Short stand-off legs were attached to the back
corners of each board so that tightening the nut
firmly positioned the board. This simple mounting
arrangement allowed for removal of any board, when~
ever necessary, with a minimum of effort.

All corners of the room, except those around the
periphery of the rear collector wall, were fur-
nished with 14-inch blocks of foam to ensure that
no resonant cavities would be produced where wedges
on adjacent walls met.

At the periphery of the rear wall a different
configuration was required. The wedge boards form-
ing the rear wall were positioned six inches from
the concrete wall creating the air gap required to
distribute intake cooling and entrainment air. A
six-inch gap was required between the rear false
wall wedges and those attached to the ceiling, floor
and side walls in order to allow the free flow of
intake air. To ensure that sound waves generated
during testing could not be reflected from any hard
wall surface behind this six-inch gap, special
elongated wedges were attached to the side wall,
floor and ceiling boards to extend behind the rear
false wall.

In order to ensure that the crane would not
impair the anechoic quality of the room during
testing, in addition to placing the crane as far
from the jet and the microphones as possible, a
special anechoic cover was designed and constructed.
Because of the inaccessibility of the crane in its
stowed configuration, this cover, like the crane,
had to be remotely controlled from the door. A
“clam-shell-like" cover was built from 1/2-inch
plywood stiffened with aluminum angle. The cover
was hinged on two axes as shown in Figure 19 and
pulled over the crane by a motor connected through
a cable and pulley system to the top edge of the
cover. Since the cable was required to pass over
the telescopic boom of the crane, extra cable was
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fig. * Schematic of Cable System to Operate
Anechoic (~ane Cover and Allow Free '
Opueration of Crane When Retracted .
{
required when the cover was retracted, so that the Fig. 20 Crane Under Anechoic Cover Just Prior ‘
-rone would be raised without breaking the cable. to Closing

Th's was achieved by threading a lead weight free
to slide on the cable between the cover and the wall
pulley as shown in Figure 19. When the crane was
to be used the cover would be retracted and the

L motor run until the lead weight rested on the ¥loor.
This wouid allow sufficient extra length in the
cable for complete operation of the crane and ob-
viate any possibility of undesirable slack in the
cable. The telescopic boom of the crane was perma-
nently wrapped with & inches of acoustic foam which
cempleted the anechoic cover.

Figure 20 shows the crane stowed under its
anechoic cover and Figure 21 shows details of the
entrance door.

* Completion of the crane cover and its remote
operation system left only ore task to be accom-
plished before initial acoustic evaluation tests
could be conducted; namely, the installation of a
sound source and travelling microphone system which
is discussed in Paragraph 11-9.1. Two additional
} ! tasks were required to be accomplished before jet
' noise tests could be initiated. 1lhese were, (1) the

construction of the air supply ducting and (2) in-

stallation of the microphone system. These phases

are discussed in Section 11-8 and Paragraph 11-9.2,
respectively.

11-8 Design and Installation of the Fig. 21  Entrance Door Details
Air Supply System

The control of mean flow parameters is one of 11-8.1 Design and Fabrication of the Air Supply
the most critical aspects of a jet noise test, System

since the mean flow pressure and temperature

directly control the jet velocity. The main air supply continuously delivers 20

pounds per second of clean, dry air at 300 psi. !'u
addition, storage tanks retain 12,000 pounds of air
at 300 psi for higher demands. The main air,
initially controlled with a 4-inch automatic regu-
lating pressure control valve located within the
acoustics laboratory cerves three systems: (1) the
Jet noise facility, (ii) the small anechoic room,

and {iii} o flow measurement facility located out~
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The supersonic heated jet tests to be conducted
in this facility required that a system be built
z capable of supplying a controlled flow of air to
the 2-inch diameter jet nozzles at pressure ratios
up to 7.4 (approximately 105 psi) and at stagnation
temperature ratios up to 4.6 representing about
2000°F .
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side the building. This main control valve isolates
all three facilities from most pressure demand
fluctuations in other facilities, such as the low
speed wind tunnel. Downstream of this valve, cold
air is delivered to the Marquardt Sudden Expansion
(SUE) Propane Burner through a 2-inch automatic
requlating control valve. This burner operates best
at relatively high pressure and if test requirements
dictate low flow, hot air is bled off at the burner
exhaust stack through a 2-inch manually controlled
high temperature (1200°F) valve.

A plan view schematic of the new jet noise
facility is shown in Figure 22. In order to con-
trol both pressure and temperature to a high degree
of accuracy for jet noise tests, hot and cold air
are mixed just downstream of the burner. The 2-
inch cold air vaive is automatically regulated by
plenum pressure and the new 2-inch ho. air valve
(nominally temperaturc limited to 1500°F) is con-
trolled by plenum temperature. These servo controls
provide ideal regulation cf test pressure and tem-
perature simultaneously.

Initial design of the hot air supply system
utilized the super alloy Hastelloy X in order to
withstand air temperatures up to 2000°F. It con-
sisted of a U-inch supply line from the SUE burner
which carried the air throuch the outside wall into
the laboratory area, follovrad by a diffuser leading
to a 2h-inch diameter 48-inc long muffler, follow:d
\ by a 24-inch diameter, 48~inch long section in which

an electric after-heater was to be installed. Down-
stream of this was a conical contraction to a final
settling chamber or plenum at the end of which the
jet nozzles would be attached inside the anechoic
room. The maximum air temperature to be supplied by
the SUE burner was to be limited to 1500°F because
of the control valve temperature limit. The electric
after-heater was included in the design considera-
tions to raise the air temperature to the required
maximum of 2000°F. In view of both the estimated
high cost and long lead time for supply of this
material, a compromise design was arrived at, such
that a refractory lining inside the 1/U~inch thick
- 30k stainless steel ducts could be used. All ducts
except the 4-inch supply line were fabricated from
174 inch stainless steel and lined with 2 inches of
vacuum formed, or mold formed, Kaowool ceramic

} / material (used primarily in furnace applications up
’ to 3200°F), the foot long sections being sealed with
ceramic cement. By wrapping all assembled ducts
} with a further two inches of Kaowool blanket, the

metal temperature would be maintained below 800°F
in all proposed test operaticas of the facility and
also the thermal loss of the system would be mini-
mized. The 4-inch line from the SUE burner to the
diffuser was made irom schedule 40 Inconel 600 pipe
and wrapped wich 4 inches of Kaowool ceramic blan-
kets tc prevent excessive heat loss.

The muffler section was designed to minimize the
propagation of upstream valve, burner and pipe
noise into the anechoic room. Virtual elimination
of this upstream noise is a most important require-
ment to ensure meaningful jet noise measurements.
The muffler was made with two concentric 2-inch
wide annular tubes and a central 4-inch tube in-
serted into a Kaowool lined 2b4-inch internal diame-
ter 4-fool long duct. Each tube consisted of an
L inner wall of stainless steel mesh lined with
Kaowool ceramic paper used to retain a filling of
Kaowoo! blanket. The outside was then wrapped with
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Fig. 22 Plan View Schematic of the New Facility
another layer of ceramic paper and finished with an
outer sleeve of stainless steel mesh. The ends were
retained with rings of 1/8 inch thick high tempera-
ture gasket material and stainless steel locking
wire.

Details of fabrication of the muffler section
are showr in Figure 23. The complete installation
wragped with Kaowool insulation is shown in Figure
24 .

Fig. 23 Completed Muffler Section

Fig. 24 Air Supply Ducting Installed and Wrapped

with Heat lInsulating Material

134




The electric heater section is required to have

a large heating surface area in order to achieve
the required heat transfer and is to be designed
for minimum production of turbulence or other noise
generation mechanisms. Since it is very difficult
to accurately predict the heat transfer coeffi-
cients of any heater <lement, consistent with the
philosophy applied to other aspects of the facility
design, model heater tests were planned. Initial
testing of one type of rectangular element has in-
dica*ed that the preliminary design should be
capable of providing the required temperature in-
réase. At this time samples of a more efficient
rand mory desirable from the turbulence point of
view) hul®-round element have been ordered for
.inilar evaluation. The electric heater section in
- cur~.nt configuration simply serves as an addi-
*tonal plenum.

11-8.2  Alignmc it of the 5,5% v with Lhe Eahaust
Tollector —~ —~ — 0 TT

In order to ensure ! at flow wouid be
aligned with the exhaust collect.r, an alignment
system using a 1 mw continuous wa ¢ luser way de-
vised. The laser was .unted o the central axis
of the exhaust collectur.  oiir of cross wires
were positioned at the ent. n « to the parallel
section of the collector.

» The air supply duct . raghly positioned
through the front w2}l trc~ « . laboratory. A
s mirror was secured 'y the “lan.- plate and cross
wires were attoch:d to th »mirrer indicating the
o sitien of the nozzle centerli.ae. The laser was
t + ond the ducting was mancuvered until the
1 beam was reflected from the center cross
<175 on the mirror, tack along its length to the
cro 5 wires in tne exbaust duct entrance. In this
s < the jet acis was aligned to better than 1/2
el ACIUFALY.

3 11-8.3 Fiovision for Foruard Arc Noisc Measurements

In order to determine the effects of noise radi-
aoted in the upstrean direction, particularly in
connection with shock-associated noise investiga-
tions, provision had to be made to move the jet
exit plane closer to the exhasust collector in order
} that microphones could be placed as far as 150°

/ from the downstream jet axis. This required that

10 fuut extension to the plenum be made.

| 11-9  The Systems for Acoustic Measurements

This section is divided into two parts. The
first part deals with the special installations for
acoustic performance evaluation tests associated
with the anechoic quality of the room and the second
part deals with the microphone installation to be
used for jel noise measurements.

11~9.1 Acoustic Performance Evaluation System

In order to check the performance of the room
and to determine the best location for the micro-
phone support structure for jet noisc measurements,
a movable travelling microphone system and station-
ary sound source was devised. This system consisted
of a small electric motor mounted on a wooden strut
just behind the proposed position of the jet exit
plane. A support bracket and pulley designed to be
' attached to the wedge boards or sprinkier pipes was
made. A cable, whose length could be adjusted, was

attached to the wooden strut at the jet exit plane |
and secured to the pulley bracket. A 1/2 inch BgK {
4133 microphone was mounted by means of teflon

bushings on this cable so that it would run freely. !
Another cable was run from the microphone carrier
over the pulley on the pulley bracket to a take-up
spool on the motor shaft. in this way the micro-
phone could be traversed from close to the jet exit
plane outwards in any selected direction toward and
into the troughs between wedges or from the wedges
toward the jet exit plane. A further refinement of
mounting a deflection box on the wooden strut and 1
attaching its cable to the microphone carriage
allowed microphone position to be ascertained.
Using the microphone output signal and the loga-
rithmically converted signal from the deflection
box, a sound pressure level versus position plot
was recorded on an X-Y recorder during each test
run.

Initially a loudspeaker was used as the sound !
source, but later an acoustic driver unit which was
much more representative of a point source was used.
The arrangement with loudspeaker source is shown in s
Figure 25.

in addition to the discrete frequency and 1/3 :
octave band random frequency spectra measured for a
number of different microphone paths in the room
(discussed in Section 11-10), a cold subsonic jet was
also used as the sound source and a similar series
of tests was carried out. The results of the tests
are discussed in Section [1-10.

Fig. 256 Traversing Microphone System (with
Loudspeaker) for Acoustic Perform-
ance Evaluation TFests

11-9.2  Jet Noise Measurement System

Based on the results of the inverse square law
tests to be discussed in Section 11-10, the micro-
phones were required to be mounted 72 jet diameters
from the exit plane in order to be in both the
acoustic and geometric far-fields of the jet exhaust.
Accordingly, a microphone boom made from an arc of
3/L inch stainless steel tubing was installed in a
room diagonal so that the microphones would not be
vithin the wedge near field. The boom was supportad
rigidly and located accurately by using adjustable
struts as shown in Figure 26. Initially the micro-
phones (twelve mounted in 74° intervals from 15° to
971° to the downstream jet axis) were attached di-
rectly to the tube by means of standard chemical
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retort-stand clamps. During the preliminary jet
noise measurements, an interference problen created
by reflections from the microphone hoom was dis-
covered at about 400 Hz. The interference resulted
in a 3.5 db reduction in jet noise in the 400 Hz 1/3
octave band. This problem was experimentally deter-
mined to be eliminated when the microphones were
moved 8 to 10 inches forward of the boom. Accord-
ingly, the original boom was removed, modified
slightly to have an increased radius and remounted
closer to the wedges. The microphones were then
attached to the support boom by extension tubes
approximately 1 foot long so that they were still
located at 72 nozzle diameters, but were signifi-
cantly forward of the mounting boom. The final
installation is shown in Figure 26.

Fig. 26 Microphone Boom Arrangement

11-9.3 Data Acquisition System

A twelve channel 1/2 inch B&K microphone system
was installed consistent with the requirements of
the type of tests to be performed in the new
facility. Bruel and Kjaer (Type 4133) microphones
with FET cathode followers (Type 2619) were rounted
on the microphone support boom at 7i®intervals from
15° to 971¢ from the downstream jet axis. The re-
cording system as shown in Figure 27 incorporated
a twelve channel B&K model P-220 microphone power
supply unit. The responses of these microphones
were recorded simultaneously on a lh-channel Honey-
well Model 7600 FM tape recorder at 120 inches per
second {ips). An Ampex Time Code Generator and
Search Controller was used for input to channel 14
to expedite the location of data on tape for subse-
quent analysis. Provision was made to monitor the
response of any selected microphone on an oscillo-
scope during recording to ensure that the system
was functioning correctly.

Before any test runs were made an SPL signal of
approximately the same level as the test noise was
applied to each microphone using a Photocon Model
PC-135 calibrator, and recorded on tape to provide
an absolute reference level for data reduction.

The atmospheric absorption corrections to be
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applied to the measured jet noise spectra will vary
with the environmental conditions (relative humidity
and temperature) in the anechoic room. The magni-
tudes of these corrections at all one-third octave
frequencies from 5 kHz to 40 kHz will be derived
experimentally at the end of every test run as
follows. Using a compact high frequency driver
unit, the SPL at each frequency of interest will be
measured at two convenient distances, say 3 feet and
12 feet, from the sound source using two microphones
permanently mounted on the axis of the driver unit.
For frequencies above 5 kHz, both measurement points
will be in the acoustic far-field of the sound
source, and hence, any additiocnal decay over and
above the familiar inverse-square law decay in the
SPL's measured at these two locations will give the
atmospheric attenuation at the frequency under test.
in this manner, it will be possibie to obtain
accurate atmospheric attenuation calibrations for
11 tests carriel out in the facility.
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Fig. 27 Sound Pressure Instrumentation and
Recording System Schematic

The noise data analysis system utilizes a
Hewiett-Packard Model 8804-A Real Time 1/3 Octave
Audio Spectrum Analyzer. The data reducticn block
diagram is illustrated in Figure 28. In order to
obtain the 1/3 octave spectra from 200 Hz to 40
kHz, the tape speed was reduced to 30 ips on play-
back. The 1/3 octave levels were then recorded on
digital magnetic tape using a Hewlett-Packard Model
2547A Digital Coupler connected to a Kennedy Model
1406 Incremental Tape Recorder for later detailed
analysis using a data reduction program developed
for use on the Univac 418 digital computer. This
program incorporates the microphone frequency
response corrections and atmospheric absorption
corrections. The results are finally displayed to
include test conditions and computed jet flow
parameters, 1/3 octave acoustic spectra, and com-
puted overall sound pressure levels. The day-to-
day repeatability of the complete measurement and
analysis system is $0.5 dB.

11-10 Facility Performance Evaluation Tests

11-10.1 Exhaust Collector Noise Attenuation
Measurements

A multilayer lining arrangement as described in
Sections 2 and 6 was adopted for the reasons out-
lined therein. This type of duct presents a diffi-
cult problem in regard to attenuation measurements.
Any microphone system installed in the duct will

o
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Fig. 28 Jet Noise data Analy:1s Systen Schematic

invariably be affected by higher order duct modes
of propagation. Total power attenuation measure-
ments are hampered by the duct end terminations
presented at one end by an anechoic room and at the
other end by an outdoor environment.

Thus, a simple test arranges ‘. was adopted
which, although not perfect pernaps for discrete
frequency noise, was considecrea to be sufficiently
accurate to provide a means to establish noise re-
duction between the outsice and inside. The method
chosen 1»2% to position loudspeakers five feet from
w2 00 tsi ‘e exhaust duct openings and to compress
the swund levels at cach opening such that a con-
stant 90 dB, in-phase amplitude was obtained at each
exit point over a frequency range from 150 Hz to 10
xHz. Microphones were then positioned on the ex-
baust duct centerline at various axial locations,
with the inner-most microphone actually in the ane-
choic roon at the location of the 15° microphone.
Figure 29 shows the layout of the measurement
system.
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Fig. 29 Test System Layout for Exhaust Collector
Attenuation Measurements

The swept frequency SPL measurements showed
marked evidence of higher mode propagation cut-on
effects but still the SPL decayed at a constant
rate down the duct. For clarit,, the results are
presented in Figure 30 in terms of the separate
attenuation of the three distinct components of the
system in 1/3 octave bands. These components were
(i) the initial bend at the outer end, (ii) the
parailel duct section, and (i1i) the "bend" butween
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Fig. 30 One-Third Octave Attenuation Spectra
of Exhaust Collector Sections

the duct "line of sight'" axis and the microphone
arc measurement point in the room.

As can be seen the initial bend provides ‘the
most attenuation, particularly above 1 kHz. At the
higher frequencies the instrumentation noise level
was reached at about 40 dB down for the microphone
at the 15° measurement point (number 7).

In an attempt to estimate the probable levels of
outside ambient noise, a time history was taken
during a "typical" day. The maximum observed level
of 78 dB overall occurred when a low flying jet
aircraft passed over the facility. It was concluded
that this type of interference would not intrude on
the interior room microphone measurements, since
the exhaust duct attenuation will reduce the out-
side noise level in the room to below the room
ambient. One source of 85 dB occurred when a lawn
mower approached the duct termination, but this
source is considered to occur sufficiently rarely
or may be appropriately diverted so as to present
no problem,

11-10.2  Anechoic Room Performance Evaluation Tests

in order to confirm the design criteria and to
ensure the accuracy of the subsequent jet noise
measurements, the facilities were subjected to
rigorous performance evaluation tests at appropri-
ate stages. The major results are given below.

1. The background (or ambient) noise in the
anechoic room was measured with a 1 in. B&K micro-
phone (Type 4131), which has a dynamic range of 15
to 146 dB. The overall SPL in the room is 45 dB
and the corresponding 1/3 octave spectrum from 50
Hz to 10 kHz is shown in Figure 31.

2. In addition to the detailed collector atten=
uation tests described in Paragraph [1-10.1, a crude
test was conducted where the attenuation produced
by the lined exhaust collector was approximately
determined by subjecting the outside end of the
collector tunnel to a broadband noise and measuring
the 1/3 octave SPL spectrum at the entrance to the
tunnel and inside the room at the collector en-
trance. The two spectra are also shown in Figure

31. The overall noise reduction of the collector
exhaust system for this crude test was 47 dB, being
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20 dB in the 200 Hz band and increasing to approxi=
mately 60 dB in the 10 kHz band.
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Fig. 31 Anechoic Room Background (or Ambient)
Noise Spectra

3. In order to evaluate the anechoic quality of
the room and to ensure that the proposed microphone
distance of 12 feet (72D) is in the acoustic far
field, an audio driver unit placed at the nozzle
exit location was used as the sound source (i.e.,
point source) and the intensity vs. distance plots
along several directions were obtained with the
traversing microphone arrangement described in
Paragraph 9.1. The microphone was traversed along
the nine different directions shown in Figure 32,
and for each of these traverses, measurements were
made of the SPL fall-off as a function of distance,
both for a pure tone noise source and for a one-
third octave filtered white noise source. Along
each of these traverses, the two sets of results
(i.e., for pure tone and for filtered one-third
octave) were in general, identical. Furthermore,
the results along various directions from the sound
source were essentially similar. A typical set of
the intensity-distance plots at various frequencies
is presented in Figure 33 . It can be seen from
this figure that the cut-off frequency of the room
is below 200 Hz and that at a distance of 12 feet,
the microphone is in the acoustic far field at all
frequencies (above 200 Hz) of interest.

k. Using the same traversing microphone
arrangement, a cold jet (Vy/ap = 0.85) was used as
the sound source in a second series of tests to
determine the limits of the geometric far field.

The intensity~distance plots at various one-third
octave frequencies were measured at four angles to
the jet axis, namely 15°, 25°, 45° and 90°. Here
again, the results along different directions were
similar, and so only one set of results (90°) is
presented in Figure 34, At distances greater

than 9 ft. from the nozzle exit plane, the intensity
conforms to “inverse-square law", except at frequen-
cies above 8 kHz, where the decay is somewhat
sharper because of the increasing atmospheric atten-
vation with frequency. Hence, it is established
that for frequencies above 200 Hz, the acoustic in-
terference produced by sources distributed over a
finite region of the jet exhaust flow does not
affect the “inverse~squarc law' decay of intensity
for observer distances greater than approximately

54 nozzle diameters.

In conclusion, therefore the far-field criteria

CA = 01 Directions along which Inverse Square Law Tests
were conducted with acoustic driver source.
t-4 Positions at which background noise levels were
reasured,
0A,00,0F,06 Directions atong which Inverse Square Law Tests

were conducted with cold jet source.

Flgure 10,4 Microphone Traverse Geometry for *Inverse-Square
Law'* Tests

Fig. 32 Microphone Traverse Geometry for
"Inverse-Square Law'" Tests

tests described above have established that, at the
proposed distance of 12 feet (R/D = 72) from the
nozzle exit plane, the microphones will be both in
the acoustic as well as the geometric far fields of
the jet exhaust.

11-10.3 "Acoustic Cleanliness" Tests

The "acoustic cleanliness' or internal noise
aspect of the rig was examined in the first instance
by employing the usual method of measuring the noise
from a cold convergent nozzle at 90° to the jet axis
and studying its velocity dependence. The overall
SPL is plotted against the jet efflux velocity Vy
in Figure 35. It can be seen that the overall SPL
follows the V8 law within 1 dB between the veloci-
ties of 400 and 1000 fps, whereas at velocities
outside this range, the levels are higher. At
velocities above 1000 fps, the levels are higher
clearly due to the presence of shock-associated
noise. At velocities below 400 fps, however, a
careful examination of the one-third octave spectra,
together with the combined spectrum of background
and instrumentation noise of the complete measuring
system as shown in Figure 36, revealed that at
these low jet velocities, the low and high frequency
ends of the spectra were being lifted by the instru-
mentation noise.
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In order 10 qualrfy this observation, the same
seriw. of mixing noi.e spectra were measured, this
time with a wminirum amount of instrumentation, i.e.
a 1/2-inch B&K microphone, a 1/3-octave analyzer
and a level recorder. The corresponding spectra at
jet efflux velocities from 300 to 1240 fps, to-
gether with the new background/instrumentation noise
spectrun are presented in Figure 37. It can be
} , seen that the instrumentation noise spectrum is
. much lower in level this time and hence the mixing
noise specrum for Vy = 300 fps is no longer con-
taminated by the instrumentation noise, cxcept at
the lower frequency end due to the presence of a.c.
line frequency and its harmonics. At this stage,
therefore, it appears that the acoustic cleanliness

Fig. 34 Intensity-Distance Plots with Cold Jet:
D=2 in., Vy/ap = 0.85, 8 = 90°

op . 4

OVERALL INTENSITY o8 (Rel, 0.32002 ﬁﬂu/eﬂ)) 200 N2

a
g
.
2\ »

for cold operation of the rig is not affected by ! owp .

internal noise, at least down to 300 fps, where the N e

tests were terminated. 2 Ll v
2 N

Having established the influence of the measur- el .

ing instrumentation noise on low velocity jet noise -

measurcments, we can proceed to produce additional ” Vylag 20,38

evidence for the lack of any significant internal vy 1400 ¢/s

noisc levels. Once again, the tests described . X o

below were carried out with the basic instrumenta- ) D s 6 7 & %10 Vs 2.0

: et . . o
tion system, consisting of 1/2-inch BEK microphones, |.iuicro sr sacxsrouns e v o e
a 1/3-octave analyzer and a level recorder, so that AND/OR INTERNAL WOISE T e notse

. . . . s
the instrumentation noise was kept to a minimum, vy o

in order to establish the magnitude of the in-
ternally generated noise at a low value of jet exit Fig. 35
| velocity ratio (Vy/ag = 0.32), both cold and hot, a '
i systematic study was carried out and a typical set
of results at 45° to the jet axis is presented in

Velocity Dependence of Overall Intensity
at 90° to the Jet Axis

139




Downloaded from http://www.everyspec.com ‘

Figure 38 . The background/instrumentation noise
is given by spectrum A in this figure. Spectrum B
represents the turbulent mixing noise for the 2-
inch diameter cold jet at Vy/ag = 0.32. The
internal noise for this jet operation condition was
estimated by increasing the nozzle diameter to 4
inches and keeping the mass flow through the pipe-
work constant. The jet velocity is therefore
reduced by a factor of 4, and from the relationship

1«02 v8

o~

for the turbulent mixing noise, it can be calculated
that the mixing noise will be 42 d8 down in this
case, while the internal noise will be essentially
unaltered. The resulting spectrum C shown in Figure

38, therefore, represents the combined back-~
ground/instrumentation/internal noise contribution
and it will be observed that it is much lower in
magnitude than the corresponding mixing noise
spectrum B.

-

13 OCTAVE ANTENSERY (o)

Having estimated the internal noise for the zold b E
jet, it is necessary to repeat the exercise for the
heated case, since the internal noise spectrum will
be different due to the presence of combustion 2
P noise. The mixing noise from the heated 2~inch
diameter jet (T,/T, = 2.8, Vy/ap = 0.32) is given
b as spectrum D in Figure 38. This spectrum ex- .3
hibits the characteristic increase over the corres-
sponding cold jet spectrum B. In order to confirm

that this increase is a genuine effect of heating, TR 1 . LTI T
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and not a direct result of the increase 1n interml
noise, the nozzle diameter was increased to &

inches as before and the mass flow through the pipe-
werk was kept constant. The resulting spectrum €
therefore represents the combined background/
instrumentation/internal noise contribution for this
heated jet, and once again it is much lower in mag-
nitude than the corresponding mixing notse spectrum
D.

In conclusion, therefore, it has been established
that the internally generated noise, for cold as
~ell as not cperation of the facility, is »:t si3-
nificant at least down to Vj/a, = 0.32. All data
for V3/a, > 0.32 obtained from this jet noist rig
represent true turbulent mixing noise, unudulter-
ated by internal noise. Oue to the limitations
imposed by the background and irstrumentation noise,
however, the lower limit of Vj/a, in jet noise
experimental programs will be restricted to 0.35.

11-10.4 Jet Perfornance (or Opurating Conditions?
Envelope

In order to emphasize the t “de range of jet oper-
ating conditions that the present facility is
capable of providing for supersonic hot et noise
research, a performance chart is presented in Figure

39.
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Fig. 39 Jet Performance Envelope

The diagram essentially shows the ranges of jet
static temperature ratio T)/T, (and hence also jet
density ratio py/pg) and jet exit velosity ratio
Vy/a5 that can be obained with the available ranges
of stagnation temperature ratio Tp/To and pressure
ratio Pp/P,. The lower limit of Vj/ag (where ag is
the ambient speed of sound) is set by the measuring
instrumentation noise discussed earlier. The four
nozzles tested to date are the M = 1 convergent
nozzle and the M = 1.4, 1.7 and 2.0 convergent-
divergent nozzles. Noting that the maximum stagna-
tion temperature available at the preseat time is
1500°F, with pressure ratios up to 8, the portion
of the chart for Tg/T, < 3.6 represents the test
regime offered by the facility at the present time
for jet noise investigations. This capability will
be increased even further when the electric after-
heater is installed in the near future. Stagnation
temperatures of up to 2000°F are estimated and the
corresponding additional test regime that the

Downloaded from http://www.everyspec.com

tactlity will provide is shown in Figure 39 as
the area between the TR/Ty = 3.6 and 4.6 curves.

for turbulent mixing noise studies, the nozzles
must be operated at on-design pressure ratios so
that the data will not be contaminated with shock-
associated noise. The convergent nozzle can there-
fore te nperated at any pressure ratio up to 1.89
and the corresponding ranges of Ty/T, and Vy/ag are
shbcwn by the shaded area of the chart. In other
words, the M = 1 nozzle can be used to obtain jet
txat conditions (Ty/Ty, Vy/ag) at any point within
thi< shaded area. 12 contrast, the three convergent-
divergent nozzles can be operated at fixed pressure
ratios only and hence the jet exit conditions
availebie with  these nuczles are represented by
the three lines on the right of the shaded area. On
the other hand, for shock-associated noise studies,
it goes without saying that the nozzles can be
operatzd at any combination of operating conditions
within th-: eavelope shown in the figure.

I1-11 _Conclusions

A rew facility, anechoic at all frequencies
Jvove 200 Hz, has been designed and built for -in-
vestigations inte supersonic hot jet exhaust noise.
There are several special features that make this
facility unique:

1. The "acoustic cleanliness" tests have estab-
lished that the operation of che facility, both
cold and hot, is not at all affected by internal
noise, at least down to 300 fps. Due to limitations
imposed by the background and instrumentation
noise, however, the lower limit of jet velocity
ratio (Vy/a,) in jet noise experimental programs
will be set at 0.35.

2. The series of rigorous performance evaluation
tests, carried cut to ensure the accuracy of subse-
quent jet noise measurements, established that at
the proposed distance of 72 nozzle diameters from
the jet exit plane, the microphones will be both in
the qeonctic as well as the geometric far fields of
the jet exhaust.

3. The air supply and air heater system are
presently capable of supplying 1500°F air at
pressure ratios up to 8 for testing supersonic
nozzles. This sufficiently extends the range of
current facilities to allow the determination of
temperature effects on jet noise. In Appendix 11,
Tanna, Fisher and Dean have initially evaluated the
effects of temperature on jet noise and the wide
operating ranges of the facility were very aptly
presented in that report. Figure 39 summarizes the
rerformance (or operating conditions) envelope of
the facility in terms of jet temperature and exhaust
pressure ratio.  The higher stagnation temperature
ratios up to 4.6 will be reached upon installation
of 2 300 KW electric heater bank.

4. An acoustically lined exhaust collector in-
jests entrainment air, through the outer channel of
the coaxial duct arrangement, in quantities dic-
tated by the particular jet operating condition
with no special forced-air injection or fan system.

5. An air gap between the concrete rear collec-
tor wall and the false wall created by the wedge
boards distributes this entrainment air symmetri-




cally into the room arcund the jet axis. The air-
flow circulation velocities are maintained at a
minimum so that the microphones 2re not affected.
Cooling air is supplied for the rocm lining material
during high temperature jet operations and room
temperature gradients are kept to a minimum so that
noise measurements are unaffected.

6. 1In addition to providing entrainment and room
cooling air the exhaust duct provides an adequate
anechoic termination for the jet and attenuates out-
side ambient noise sources sufficiently so that no
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interference will occur even at the lowest noise
levels at which measurements will be made in the
room.

7. A Vcherry picker" crane is used to gain
access to instrumentation and test installations for
calibration, test set-up modifications, and mainte-
nance, thus eliminating the need for access plat-
forms and their attendant reflection problems. The
crane is stowed by remote control from the entrance
door under an anechoic cover during all test
operations.
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APPENDIX 111
EFFECT OF TEHPERATURE OH SUPERSONIC JET NOISEY

H. K. Tanna, M. J. Fisher* and P, D, Dean
Lockheed-Georgia Company
Marietts, Georgia

Abstract

The influence of temperature on the sound field
of supersonic, shock-free jets Is studled experimen-
tally by measuring the turbulent mixing noise In the
far field fron four 2-inch diameter nozzles, opera-
ted in a carefully designed anecholic room which
provides a free-field environment, The nozzles were
operated at pressure ratios up to 7.40 and over the
range of stagnation temperature ratios from unity to
3.3, thus providing exit velocity ratios in the
range 0.35 to 2.8, In order to avoid the additional
problems of convective amplification and refraction,
the effects of temperature on mixing noise source
strengths per se are established by examining the
data at 90° to the jet axis cnly. In general, two
sources of roise are apparent, one due to the famil-
iar Reynolds shear stress fluctuations and a second
attributable to density or temperaturc fluctuations
promoted by the turbulent mixing of streams of dis-
similar temperatures. Scaling laws for the velocity
and t:.pcrature dependencies of the spectra of these
noisv components are derived and tested. Ffurther,
it is shown that these sources are not statistically
uncorrelated as previously supposed, but are, it
appears, highly correlated. The final predictions
in general agree with the measured spectra within 1
to 2 d8.

p1i-1 Introduction

The influence of flow temperature on jet mixing
noise has becore a subject of considerable debate
within the last two years. Previously, it was
commonly accepted ti.at the effect of heating, at a
fixed jet efflux velocity, should lead to a noise
reduction due to the reduction of the density in the
Lighthill source term pvjv;. However, a carefully
conducted series of experiments reported by Hoch
et al [1] showed that this was true only at jet
efflux velocities above about 0.7 times the ambient
speed of sound. At velocities below this value, the
noisc levels increased progressively with increase
cf jet temperature. These findings have since been
amply confirmed by other independent investigations.
{t has therefore been sstablished that:

f. the effect of jet heating at low jet efflux
velocities is to increase the noise radiated, and

2. the effect of jet heating at higher jet
efflux velocities is to reduce the noise radiated.

Furthermore, the degree of agreement between the
various Independent investigators is such that it
must now be fully accepted that the noise increase

at low speeds is an effect associated with the jet
flow field, and not the result of *'rig generated"
or excess noise problems. What is not so clear,
however, is the physical origin of these effects
ard their accountability in terms of the Lighthill
atoustic an i10gy approacn or other prediction
methods .

A major problem in such studies is, of course,
that the effects of temperature are relatively
weak, particularly in the regime of subsonic jet
efflux velocities. This, as we shall show later,
is because the decreased contribution of noise due
to fluctuating Reynolds shear stresses (the pviv;
term) is largely compensated by an increased con-
trit.tion from what we shall term 'Temperature
Fluctuation Noise." Thus in working in the range
0.5 < V;/a, < 1.0, it I« often difficult to distin~
guish, *rom available experimental data, between a
number of apparently contradictory theoretical
models which have been published recently [2-6] and
all of which claim to be in accord with published
measurements.

The objective of the present study was therefore
to extend the range of available data to include
velocities in the range 0.35 < V;/a, < 2.8 with jet
stagnation temperature ratios in the range from
unity to values in excess of 3. Furthermore, In
order to avold contamination of data in the high
velocity range by the presence of shock associated
noise, four nozzles (diameter = 2 in.) were em-
ployed, namely a convergent nozzle for pressure
ratios up to 1.89 and three convergent~divergent
nozzles having deslygn Hach numbers of 1.4, 1.7 and
2.0, respectively, These latter were operated only
at their design pressure ratios, thus ensuring that
observed trends and dependencies were due only to
turbulent mixing.

The resulting test plan matrix is shown in
Flgure 1. 1t can be seen that by considering test
points in each horizontal line it Is possible to
keep the jet efflux temperature constant while
varying the efflux velocity, Conversely, each ver-
tical line maintains constant efflux velocity while
varying jet efflux temperature, Throughout this
report data will be identified in terms of the test
point numbers (TP), shown on Figure 1, an approach
which it is hoped will assist the reader's
interpretation.

This research supported by the Air Force Acropropulsion Laboratory and the U, S, Dept. of

Transportation (Contract AF 33615-33-C-2032}.
#Lecturer, University of Southampton and Consultant to the Lockheed-Georgia Company where
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Fig. 1 Experimental Program Chart.

111-2 _Facilities and Test Procedure

Much confusion about jet noise has arisen in the
past as a direct result of Inadequate facilities
and insufficient knowledge and control of test con-
ditlons. The present facility was carefully
designed accounting for other facilities' short-
comings and was guided by the stringent demands of
on-going jet noise research at Lockhced. Prior to
the design and constructlon of the facility, a one-
sixth scale model of the anechoic room was con-
structed and a comprehensive series of flow visu-
allzation and temperature mapping experiments was
conducted. The results of this model study dic-
tated the design of the exhaust collector/muffler
to provide entrainment and room cooling air in the
quantities demanded by the jet operating condi-
tions. The choice of acoustic wedge material and
design was optimized by conducting an extensive
series of performance evaluation tests in a
specially bullt impedance tube.

A plan view of the complete hot jet noise
facility is shown in Figure 2. The facility is
described in detail in Appendix 11, (7], and
the major points are summarized below.
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Fig. 2 Supersonic Hot Jet Noise Facility -
Plan View.

The anechoic room measures 22' (long) x 20°'
(wide) x 28' (high) between concrete walls and the
flame-retardant wedges are 18 in. long, The room
is anechoic at all frequencies above 200 Hz. At
the present time, the facility is capable of test-
ing model jets of 2 In, diameter at stagnation
temperatures up to 1500°F and pressure ratios as
high as 8, The hot air is supplied by the Sudden

146

Downloaded from http://www.everyspec.com

Expansion (SUE) Propane Burner. With the planned
installation of an electric heater between the
muffler and the plenum in the near future, it will
be possible to increase the range of stagnation
temperatures to 2000°F,

Three special features of the facillty are:

1. an acoustically treated exhaust collector
that sucks entrainment air through the outer chan-
nel in quantities dictated by the particular jet
operating condition with no special forced-air
injection or fan installation,

2. an air gap between the concrete wall and the
faise wall on the collector side of the room to
distribute this entrainment air symretrically
around the jet axis, as well as to keep the room
air-flow circulation velocities to a minimum, and

3. a "cherry-picker'" crane used to gain access
to instrumentation, etc. for maintenance, calibra-
tion and set-up, thus eliminating the need for
access platforms. The crane is stowed by remote
control under an anechoic cover during all test
operations.

The jet/collector axis lies in the horizontal
plane 16 ft. above the floor and is displaced by
approximately 3,5 ft. from the center of the room.
The microphone arc is installed in a diagonal plane
in order to maximize the distance from the nozzle
exit to 72 nozzle diameters (i.e., R = 12 ft. for 2
in. diameter nozzle), and at the same time to re-
main outside the near field of the wedges. For
noise measurements in the forward arc (8 > 90°),
provision has been made for moving the nozzle exit
plane closer to the exhaust collector by adding an
extra plenum section. Thus, the facility is capa-
ble of measuring the noise at all angles to the jet
axis between 15 and 150°.

111-2.1 Facility Performance Evaluation Tests

In order to confirm the design criteria and to
ensure the accuracy of the subsequent jet noise
measurements, the facilities were subjected to
rigorous performance evaluation tests at appropri-
ate stages. Once again, the results of these tests
are described in detail in Appendix 11, {7], and
only the major findings are summarized below:

. The overall SPL of background (or ambient)
noise in the anecholc room is 45 d8.

2, The attenuation produced by the lined ex-
haust collector was approximately determined by
subjecting the outside end of the collector tunrel
to a broadband noise and measuring the 1/3-octave
SPL :pectrum at the entrance to the tunnel. The
maasured noise reduction of the collector was 47
dB, being 20 dB in the 200 Hz band and increasing
to a.proximately 60 dB in the 10 KHz band.

3. In order to evaluate the anecholc quality of
the room and to ensure that the proposed microphone
distance of 12 ft. (720) is in the acoustic far-
field, an audio driver unit placed at the nozzle
exit location was used as the sound source (i.e.,
point source), and the intensity vs. distance plots
at various one-third octave frequencies were ob-
tained with a traversing microphone arrangement.
These plots established that the cut-off frequency
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of the room was 200 Hz and that at a distance of 12
feet, the observer was in the acoustic far-field at
all frequencies (above 200 Hz) of interest.

L, Using the same traversing microphone ar-
rangement, a cold jet (V)/a, = 0.85) was used as
the sound source in a second series of tests, and
the intensity-distance plots at various one-third
octave frequencies were measured at four angles to
the jet a2xis. At distances greater than 9 ft. from
the nozzle exit plane, the intensity conformed to
"avers --square law," except at frequencies above 8
Kliz where the decay was somewhat sharper because
of the increasing atmospheric attenuation with fre-
quency. Hence, it was established that for fre-
quencies above 200 Hz, the acoustic interference
produced by sources distriLuted over a finite
region of the jet exhaust flow dces not affect the
"inverse-square law" decay of intensity for ob-
server distances greater than approximately 54
nozzle diameters,

S. The "acoustic cleanlincs.' or internal noise
aspect of the rig was examineu y employing the
usual method of measuring the ncise from a cold
convergent nozzle at 90° to the jet axis and
studying its velocity dependen:2. elt. was found
that the overall SPL followed a V) law within 1 d8
between the velocities of LOO and {000 fps, whereas
at velocities below 400 fps the levels were higher.
Two points need to be made here. Ffirst, a careful
examination of the spectra at velocities below 400
fps, together with the combin~d spectrum of back-
ground and Instrumentation noise, revealed that at
these low jet velocities, the low frequencies were
being lifted by the room ambient or background
noise and the high frequencies were being Iifted by
the instrumentation noise. Hence, it appears that
the acoustic cleanlliness of the rig is not at ali
affected by internal noise; at least down to 300
fps, where the tests were terminated. Oue to the
limitations imposed by the background and instru-
mentation nofse, however, the lower limit for V,;/a,
in the tes” program will be 0.35. The second point
to be made here is that although the results fol-
lowed the V§ law within 1 dB over the velocity
range of 400 to 1000 fps, a Vj's slope also agreed
with the measurements equally convincingly. Hence,
it was decided to study the corresponding spectral
results, The spectra were first collapsed on the
Vj basis, and then on the V}-s basis. It was ob-
served that while the first collapse resulted into
closely spaced parallel curves, the second collapse
was convincingly better. It appears therefore that
the Vj°2 power law is more appropriate. This point
is discussed in greater detail in the later sections
of this paper. For the moment, however, it is im-
portant to realize that deriving velocity depen-
dencies from overall results, especially over a
limited range of velocities, could lead to mis-
leading conclusions, and it is more appropriate to
examine the spectral results.

[1§-2.2 Data Acquisition

In the present experimental program, twelve 1/2
inch B&K microphones Type 4133 with FET cathode
followers Type 2619 were mounted on the microphone
arc at 74° intervals from 15° to 974°. The re-
sponses were recorded simultaneously on a 14-
channel Honeywell FM tape recorder at 120 Inches
per second (ips). In order to obtain the 1/3~
cctave spectrum from 200 Hz to 40 KHz using a

Hewlett-Packard real time 1/3-octave audio spectrum
analyzer, the tape speed was reduced to 30 Ips on
playback. The 1/3-octave levels were then recorded
on an Incremental tape recorder for subsequent de-
tailed analysis using a data reduction program
developed for use on the Univac 418 digital com-
puter. This program incorporates the microphone
frequency response corrections and atmospheric ab-
sorption corrections. The results are finally
displzyed to include test conditions and computed
jet flow parameters, 1/3-octave acoustic spectra,
and computed overall sound pressure levels. The
day-to-day repeatability of the complete measure-
ment and analysis system is 0,5 dB,

111-2.3 Experimental Program Chart

The test point diagram, introduced earlier and
shown in Figure 1, is now described in a little
more detail. The diagram essentlally showed the
ranges of jet static temperature ratio Ty/To (and
nence also jet density ratio p /‘o) and jet exit
velocity ratio Vj/a, that can ge obtained with the
available ranges of stagnation temperature ratioTg/T,
and pressure ratio Pg/P,. The lower limit of
Vi/la, is set by the per?ormance of the facility,
discussed earlier. The four nozzles employed are
the M = 1 convergent nozzle and the M = 1.4, 1.7
and 2.0 convergent-divergent nozzles. Since the
rmaxinum stagnation temperature available at the
present time is limited to 1500°F, the portion of
the chart above the Tg/T, = 3.6 curve represents
the regime used in the present test series, while
the portion of the chart below this curve repre-
sents the additional regime that will be available
in the near future when the electric heater Is
installed.

fn the present study of turbulent mixing noise,
the nozzles must be operated at on-design pressure
ratios so that the data will not be contaminated
with shock-assoclated noise. The convergent nozzle
can therefore be operated at any pressure ratio up
to 1.89 and the corresponding ranges of Ty/T, and
Vj/a, are shown by the shaded area of the chart. In
other words, the M = 1 nozzle can be used to obtain
jet exit conditions (Ty/7,, V;/a5) at any point
within this shaded area. In contrast, the three
convergent-divergent nozzles can be operated at
fixed prescure ratios only and hence the jet exit
conditions available with these nozzles are repre-
sented by the three lines on the right of the shaded
area.

An important feature of high temperature flows
which must not be overlooked is the variation of the
specific heat ratio y with temperature. Ffor dry
air, the value of vy is 1,40 at ambient temperature
and it decreases steadily to 1.31 at 2000°F. This
variation is not negligible in the current calcula-
tions of jet flow parameters. For example, if the
M = 1.4 nozzle is operated at the stagnation tem-
perature of 2000°F, the vziues of T;/T, and V,/a,
calculated by assuming vy = 1.40 would underestimate
the actual values by approximately 5%, Hence, it
was essential to incorporate the variation of y with
temperature in the preparation of the chart of
Figure 1.

Having prepared this chart, the task of selec-
ting the test conditlons for a systematic study of
the influence of temperature on mixing noise was
relatively stralghtforward. A total of 65 jet exit




——— |

Downloaded from http://www.everyspec.com

conditions (Ty/Ty, Vy/a,) were in fact chosen, and
these are identified by test point numbers (TP) in
Figure 1. For each TP, the jet operating condi-
tions (Tp/T,, Pp/P,) were first calculated by using
y = 1,40, Having obtained the first estimate of
th: stagnation temperature ratio Tg/T,, the correct
value of y was then used to calculate the more
accurate values of Tp/To and PR/Pq.

111-3  Theoretical Considerations

We have already alluded above to a degree of
conflict between a number of theoretical models
which have been presented recently, each of which
claims to follow the observed trends of the noise
as a function of temperaturs. With the exception
of Hani [6], who considers the acoustic power spec-
tra, the remainder concertrate on the noise radi-
ated at 90° to the jet axis in the interest of
avoiding additional, and still poorly understcod,
problems of convective amplification and refrac-
tion. The present authors endorse and therefore
follow this philosophy in the belief that an Im=-
proved fundamental understanding of the influence
of temperature on mixing noise source strengths per
se must not be further confused by refractive or
other Influences. Thus, while the test program of
Figure 1 included acoustic measurements at all
angles between 15° and 974° to the jet axis, only
those at 90° are considered in the present context.

The first attempt to rationalize tne observed in-
crease of noise with increasing temperature at low
jet speeds by other than purely empirical devices,
appears to be due to Lush [2], a summary of which is
also glven in [3]. To follow this approach and
those of (4] and [5], 1t is convenient to express
Lighthill's acoustic analogy equation for sound
generation in an arbitrary fluid flow (neglecting
viscous stresses) in terms of pressure. In the
absence of body forces and fluctuating mass addi-
tion it Is:*

2 2
DL | 2020 = g2 =2 .
atZ - 293P = 3 i, (°VIVJ)

2 2
v RO m

Following standard procedures this equation pre-
dicts a far field acoustic pressure which scales
accordling to

r/ag (2)

2
plr,t) - %-;%y [ovi + (p~ ago)]t_
Lush in his approach to the problem chose to
split the density fluctuation Into a portion which
was isentropically related to the pressure and a
remainder due to entropy fluctuations, Thus,
equation (2) becomes

1 32 2 . (%92
P("pt)'--;:gp{osvr +p(1 (“s) )

osa°2§
+ —T——-—p 1. (3)
*A 1ist of symbols is included in the Section til~}}

With the assumptions that:

1. The source region density can be tiken as
the geometric mean of that in the Jet potential
core and that of the amblent fluld (l.e.,p =
(og00)Y),

2. The middle term of the rhs of {3) is un-
Important,

3. The entropy fluctuations, S', are propor-
tlonal to the difference of the mean entropy values
across the shear layer, and

4. The remaining two terms represent uncorre-
lated sources,

Lush tested the -esulting scaling law for the
Intensity model,

\'} v
LA (a—:-)‘ ‘8 (;:-)“. )

In the above equation, the anticipated temperature
dependencies of A and B are respectively

Ty -1 Ty =1 T
Ao g s ach Gog, 1. B)

We also note for future reference that for prac-
tical values of the jet static temperature ratlo,
TJ/TO, the second dependence can be approximated
by

T,.T,
B o122 ®)

The dependences predicted by equations (4) and (5)
were examined in considerable detall and found to
conform in an acceptable manner to the measured
data then available, the majority of which was for
subsonic jet efflux velocities. A comparison with
the current data is presented in Section 111-4,

Morfey (4], In considering a more general pro-
blem, has also alluded to the observed variations
of jet noise with temperature. The starting point
of his analysis Is again equation (1), However,
it is also claimed that if, in derfving (1) the In-
fluences of viscosity and heat conductlon are
neglected, then entropy must be conserved In the
jet flow In a true Lagrangian reference frame,
Hence, density and pressure are related more
generally by

02p 02p
~2 . 2=,
ez~ 2 o2 n

Development of this approach leads Morfey to con-
clude that for a jet flow in which temperature or
density inhomogensities exist, two source terms
will exist. The first Is pgviv;, which Is the
fami1lar Reynolds shear stress term, but with the
difference that the density is now to be evaluated
at ambient temperature and not at some estimated
source regicn temperature, The second term Is of
the form

2P0 3p
P AKj
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which with the assumption that the pressure fluc-
tuations scale as pcVa, leads to an acoustic In-
tensity dependence ?or this term of the form
Ts-To 2 Vy 6
T 3 ©

The differenccs between Lush's model and this model
are of significance. First, Lush suggests a de-
creased contributaon from the Reynolds shear stress
term (the (Vy/2,)° term) as the jet efflux tempera-
ture increases. HMorfey, however, suggests that
this term remains independent of temperature.
Second, although both models predict the presence
of an additional noise source if the jet tempera-
ture is different from that of the arbient, the
velocity degcndencies are different, being (VJ/ao)“
and (Vy/a,)®, respectively. It must also be
pointed out that Morfey's model, as it stands,
would not predict the observed decrease of noise
viith increased jet temperature at high velocities.
He argues however that at these higher speeds the
wavelength of the higher frequency sound becomes
small compared to the shear layer thickness. In
this situation the expression for acoustic intensi-
ty from Peynolds shear stress fluctuations, namely

2y 8

0

([ My ®8)
pas

should be evaluated in its entirety at the source
temperature. Thus, it is suggested that at high
jet efflux velocities the lower frequency sound
should be independent of jet temperature, while the
higher frequencies should diminish as (To/Tg)¥7/2,
This indeed may appear a rather attractive possi-
bility in view of the empirical observation by Hoch
et al [1) that the noise output at the highest jet
velocities diminished as (To/Ty)+2 which s close
to the suggestion above if one assumes, as Lush
has, that the source temperature is proportional to
the square root of the jet efflux temperature.

The final theoretical model which deserves
attention In the light of the present work is that
published recently by Lilley [5]. In this work the
wave equation (1) is re-derived utilizing a con-
servation of energy equation in addition to the
usual mass and momentum equations. The result
essentially is to replace the pressure term on the
rhs of equation (1) by a combination of anthalpy
and density. The predicted scaling law for the in-
tensity is then obtained as

\'} \) \)
a2 s (g)" ro D, ©)

which appears to offer a compromise between the
work of {2] and (4], It is also shown that the
valtue of C/A is similar to the ratio of the fourth
and eighth power of velocity terms of Lush's ex-
pression, while B/A is relatively negligible if the
stagnation enthalpy of the jet flow Is much higher
than that of the ambient air. 1t was concluded
therefore that while the (V;/a5)® term does exist,
the range of velocities over which it is of sig-
nificance would be too limited to make its presence
clearly apparent in general experimental compari-
sons,
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It was against this background of previous work
that the present iavestigation was undertaken. One
thing had become clear. The essential differerices
between the various scalling laws arose principally
because of the manipulations of the (p - ago) term
in equation (1) in terms of different sets of flow
variables. However, in each case, having estab-
lished a set of source terms each investigator then
assumed that the sources so represented wer2 uncor-
related in the statistical sense. As we shall
demonstrate later, correlation between source terms
is clearly apparent from the measured data and it
is probably in the neglect of such effects that
many of the apparent differences between the
various approaches have arisen.

In this light therefore two important principles
were established a. the outset of this work:

1. The source terms to be scaled should be
chosen such that, as far 3s possible, an indepen~
dent check cf the character and dependence of each
could be carried out in some appropriate regime of
flow velocity and temperature.

2. in the light of Morfey's suggestion that
high and low frequencies might behave differently,
all analysis should be performed in terms of spec-
tra instead of merely utilizing overall sound
pressure levels,

i11-4 Presentation of Data

In the course of this investigation, data frem a
total of more than sixty test points were measured
and analyzed, coveriag the range of variables shown
in Figure 1. The purpose of this section is to
present a few typical results in order to disglay,
in a preliminary manner, the major effects of tem-
perature on the noise spectra and the variation of
these effects throughout the speed range.

Figure 3 shows a comparison of measured spectra
at low speed, Vy/a, = 0.4, for the isothermal jJet
(TP 2, see Figure 1) and at the highest temperature
employed (TP 41). The isothermal jet shows the
characteristic broad band spectrum while the effect
of elevated temperature is clearly to provide a
significant nolse increase particularly in the
lower frequencies.
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Fig. 3 Effect of Temperature on Jet Noise at Low
Velocity (Yg/ay = 0.4),

Results for a medium velocity, V;/ap = 0.8, are
shown in Figure 4. Here all measurements on ihe
constant velocity line between TP 6 and TP 45 have
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been included., At first sight It Is tempting to
conclude that the lower frequency portion of the
spectrum is independent of temperature, while
clearly the higher frequencles decrease progres-
sively with increased temperature. Indeed this
would be in full accord with the suggestions of
Morfey outlined above if one assumes that at this
velocity the fluctuating Reynolds stresses are the
dominant contributors to the noise field.

However, a more careful review of the data, at a
series of velocities in this region, indicated that
this [s an oversimplified view. As can be seen
from Figure & the levels at these lower frequencies
first decrease as one proceeds from TP 6 to TP 18
and then begin to increase again as the temperature
is further Increased. As we shall see later, this
Is because the decrease of the Reynolds shear stress
contribution with increased temperature is more than
compensated by the temperature fluctuation noise.
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fig. 4 Effect of Temperature cn Jet Noise at
Hedium Velocity (Vj/a, = 0.8).

Confirmation that the Reynolds shear stress con-
tribution (i.e., pv;VJ) does decrease progressively
with increased temperature is shown in Flgure S,
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Fig. 5 Effect of Temperature on Jet Noise at
High Velocity (Vj/a, = 1.47).

As can be seen from Fioure 1 this data for Vj/ag =
1.47, covering the vertical line Yrom TP 62 to TP
49 (Figure 1), ylelds the largest range of jet
efflux temperature avallable in the present test
serles, Furthermore, irrespective of the theoretl-
cal mode! chosen one would anticipate maximum con-
tribution from this source term at these high
velocities, The fact therefore that a progressive
decrease of level at all frequencies with in-

creasing temperature is clearly apparent at this
high, but constant, jet efflux velocity does indi~
cate a temperature dependence for this particular
source mechanism, contrary to Morfey's suggestion
that the low frequencies should be temperature
independent.

One further point regarding the data of Figure 5
must be made at this stage. It will be noted that
in the high frequency range, above 10 KHz, the
spectrum for TP 52 actually crosses that for the
lower temperature TP 57. It was thought at first
that this was indicative of shock asscciated noise,
due perhaps to poor ''on-design'' operation of this
particular H = 1,40 nozzle. However, a systematic
study of other data indicated that this apparently
erre high freq y contribution occurred
irresoective of the velocity line considered and
was always associated with the test poini on that
line for which the jet efflux temperature was
closest to the ambient temperature. To put the
point another way, it was observed that the rate of
decrease of spectral level above 10 KHz was always
at a minimum when the jet was operated so that the
jet efflux temperature was close to ambient. When
the jet temperature was different from the ambient,
irrespective of the direction of this difference, a
more rapid decrease was observed. We shall return
to this point again towards the end of this paper.

To summarize therefore, the major points revealed
by this preliminary data review are:

1. The effect of operating the jet at high
temperature and low speed is to generate an addi-
tional nolse source whose spectral characteristics
are distinctly different from those of the Reynolds
shear stress contribution (Figure 3).

2. At high speeds where the Reynolds shear
stress contribution is anticipated to predominate,
the progressive decrease of measured levels with
increasing temperature over the entire frequency
range (Figure 5) suggests that this contribution is
indeed temperature dependent.

From the latter in particular, therefore, it
appeared that the current data agreed more with the
type of model postulated by Lush [2] than that of
Morfey (4] . Hence, it was decided to compare the
overall sound pressure levels measured in this
present series with the prediction method given in
[3]. This involves essentially the use of equa-
tions (4) and (5) of the present paper, the actual
values of the quantities A and B being obtalned from
the best fit theoretical curves given in Figure 11
of reference {3].

The result of this comparison is shown in Figure
6. The major result is clearly for the theoretical
model to overestimate the measured levels for
values in excess of about 100 dB. Furthermore, be-
cause of the strong dependence of these levels on
jet velocity, it is possible to define the area of
the experimental program chart, shown in Figure 1,
from which they arise. They are in fact all points
for which V)/ag > 1. However, it should also be
noted that the tendency for the measured points to
be below the prediction occurs irrespective of
whether convergent or convergent-divergent nozzles
are employed to obtain these velocities. In the
region where the levels are below about 100 dB
(i.e., Vy/ag < 1.0), the agreement is generally




excellent (except at very low velocities), the
majority of the points agrceing within 31 dB, Of
course, since this is the range of velocities for
which data for this particular prediction tech-
nique were derived, this agreement demonstrates
only that the data of the present test series are
compatible with those of previous independent
investigations.?
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Fig. 6 Comparison of Experiment with Previous
Prediction Model (Lush): Overall
Intensity at 6 = 90°,

An important feature is in fact revealed by the
compariscn presented in Figure 6. We have already
stated that irrespective of the theoretical model
adopted one would anticipate that the Reynolds shear
stress contribution (pviv;) would predominate at
high velocities. The fac{ therefore that Figure 6
does not show good agreement at high velocities in-
dicates that either the velocity or temperature
dependence or both of these terms are incorrectly
predicted by equations (4} and (5). The first
essential step therefore is to establish the cor-
rect scaling for the Reynolds shear stress term by
utllizing the data where the additional temperature
(or entropy) source would be negligible.

111-5  The Model

To this end the following scaling law model was
adopted. Following previous discussion we antici-
pate the amplitude of the far-field acoustic
pressure at a fixed large distance from the nozzle
to scale in accordance with

2
p- 3%2- {psvZ + (p - a3p)]. (10)

We now divide the density fluctuations into a por-
tion pjp, which are due to any acoustic pressure
fluctuations in the source region and which are
therefore isentropically related to pressure (i.e.,
p' = ago‘). The remaining density changes, p't, are
assumed to be those due to temperature fluctuations
at constant pressure, promoted by the turbulent
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mixing of the jet efflux with the amblent air. Thus
equation (10) becomes

2
a? 2 20
p -~ + o' (1 - - a2,
pres fosv’ + o' ( 2 ) aoﬂ;' (1)

This division sheds some light on the physical sig-
nificance of the middle term on rhs of (11). It
occurs as a result of the existence of acoustic
pressure fluctuations in a source region which is

at a temperature different from that in the far-field

It remains as a finite source however only if the
temperature difference is maintained. The existence
of the same amplitude pressure fluctuations in a
source region at ambient temperature would not yield
such 3 source. It is very tentatively suggested
therefore that this term represents an effective
source which in some ~uy describes the transmission
of acoustic waves between media of differing sound
speeds. We shall present more circumstantial evi-
dence to support this view later, but for the

moment this "effective source" will be ignored in
favor of the remaining two. If finally it is
assumed that the amplitude of the temperature fluc-
tuation promoted density changes oi are proportional
to the change of mean density across the shear
layer, then for the present experiments in which the
mean static pressure was constant across the shear
fayer, we may write

Pr 93~ P Ty-To
—— - - AY
2 © % = -( LA (12)

This then permits us to write equation (11) in a
form suitable for a scaling law investiqgation,
namely

\J \
pek EHGEHTEH" s gDED' . 0

where Ky and K, are constants o be determined
empirically, It will also be noted that, for the
moment, the power law dependence on velocity of the
Reynolds shear stress term has been left to be
determined. The (VJ/ao)z portion of the dependence
arises from the secord time derivative on the
assumption, confirmed later, of the Strouhal number
dependence of the acoustic radiation. The value of
n, however, depends essentially on the variation of
mean square turbulence level with velocity.

111-6  Scaling Laws and Master Spectra

111-6.1 Reynolds Shear Stress Noise

111-6.1.1 _ Velocity Dependence

Equation (13) suggests clearly that the velocity
dependence of the Reynolds shear stress contribu-
tion should be obtained from data for which the jet
efflux temperature is equal to the ambient, In
this case the second term on the rhs of (13) Is
precisely zero as would be the middle term of (11)
ha¢ we retained it. The velocity dependence was
therefore obtained from spectra measured along the
horizontal line of Figure 1, joining test points 1
and 63. An initial attempt to collapse these

*Al though Lockheed-Georgia Co. results were cited in (3], those results were obtained in a
previous investigation prior to the utilization of the current larger and improved anechoic
facility.




spectra on the usual basis of plotting

A
SPL(w) - 80 logyq ) vs fo
3o v,

was not entirely successful. It was found that a
series of accurately parallel curves resulted, but
with a clearly pronounced trend for the valu:s to
decrease with increasing speed. In fact, between
Vj/a, = 0.5 and 2.0 a 3 dB spread had resulted. It
may appear, at first sight, that a difference of 3
dB over a velocity ratlo of four Is unimportant.
However, it must be pointed out that on the basis
of regarding the source temperature as a geometric
mean of the jet efflux and ambient temperatures,
this 3 dB decrease would correspond to a ratlo of
Ty/T, = 2.0, which is not an insignificant tempera-
ture rise.

A 3 dB discrepancy on an eighth power basis over
a velocity increased by a factor of four suggests
that a more accurate power law would be (V;/ag)7+3.
This was examined and found to collapse the spectra
over the entire velocity range to an accuracy of
+1 dB, this range being principally 3 scatter with-
in experimental tolerance, rather than a consistent
trend as for the previous case. The resulting
spectrum, scaled to (Vj/ap) = 1 for future use as
outlined below, is shown in Figure 7, A computer
program, described below, was designed to use this
spectrum as Input and then to calculate anticipated
spectra for any other velocity (and later tempera-
ture) using the relatlonship,

S(a) = S (ug) (:—:)"5. (1)

where w/wg = Vj/ay and S{ug) is the "master
keynolds shear stress noise spectrum' shown in
Fiqure 7.
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Fig. 7 MHaster Spectra for Reynolds Shear Stress
Noise and Temperature Fluctuations Noise.

The utility and accuracy of this technique [s
shown in Figure 8, where a direct comparison Is
made between the predicted and measured spectra be-
tween TP 8 (Vy/a, = 0,5) and TP 63 (Vy/a, = 2.0).

It Is necessary_nevertheless to attempt to jus-
tify a power of V,’+ rather than the normal VJB.
First, it should be mentioned that in reference {3]
a similar probiem was experienced with data from an
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Fig. 8 Shear Stress Noise (T;/7, = 1):
Comparison of Measurements with
Theoretical Hodel.

unheated jet when attempts were made to replot the
data on a linear rather than the normal logarithmic
(d8) amplitude scales, so that the suggestion of a
velocity index slightly less than eight is not
peculiar to the present data. We very tentativel
attribute it to a minor reduction 1F_TFE-?ET3?TVEX
turbulent intensity as the jet velocity increases.
Consideration of equations (11) and (13) indicate
that the presently postulated V,7+5 law would cor-
respond to a relationship between the rms turbu-
lence level and jet velocity of the form

BE o uypeers

To put these numbers into perspective this suggests
that the normally accepted peak turbulence level of
14,53 measured at velocities of order Vj/ag = 0.5
might decrease to about 12% at Vy/ag = 2.0. This
point should certainly be re-examined when Laser
Doppler Velocimeter measurement techniques of suf-
ficient accuracy at thess higher speeds become
availabie.,

111-6.1.2  Temperature Dependence

Having establizhed a velocity scaling law for the
isothermal jet, the next problem was clearly the
examination of the temperature dependence of the
Reynolds shear stress contribution. Equation (13)
clearly indicates that this should be performed at
high velocity to minimize the relative contribution
of the temperature fluctuation term. It was
therefore decided to investigate the dependence in
terms of the data previously presented in Figure 5
(i.e., Vy/ag = 1.47). This offers the additional
advantage of yielding jet efflux temperatures on
both sides of ambient in the range 0.56 < Ty/Ty <
2.88. The first attempt employed the previous con-
cept of assuming that the source density was the
geometric mean of the jet efflux and ambient density,
The result of plotting the relevant relationship,
namely,

SPL(w) + 10 logyg ;i vs frequency
°

is shown In Figure 9. It is clear that while com-
pared to Figure 5 the data spread is much reduced,




a consistent trend still exists, indicating perhaps
that the source temperature variation has been
underestimated.
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Fig. 9 High Velocity Spectra Collapse Using
3
T /Ty = (T4/7,)

This is of course a feature to be expected from
the geometric mean approach, in spite of its power
law convenience. This ls demonstrated in Table 1
below where estimates of source temperature based
on geometric and arithmetic means of jet efflux and
ambient temperature are compared.

Table 1. Source Temperature Models

Ty | Ts 'IJ Tg Tytly | T Ty
To I To 3 TolTe - —7?;- To 3 0'7(70 "+ 19
Geom, Mean| Arith. Mean| Current Prediction
1.5 1.224 1.25 1.35
2.0 f.414 1,50 1.70
3.0 1.732 2.00 2.ho
4,0 2,000 2.50 3.10
5.0 2.236 3.00 3.80

If similar temperature profiles are assumed, then
the effect of utilizing geometric means Is essen-
tially to "push" the source further towards the
outside of the shear layer, At this point It was
decided to utilize some well known properties of
jet shear layers to find an alternative method of
estimating the required source temperatures. The
region of maximum turbulent Intensity occurs at a
point where the mean velocity is of order 0.7 times
the jet cfflux velocity. |If this is the major
source region, and assuming that temperature and
velocity profiles are rather similar, the logical
choice for a source temperature is

Ty = 0.7 (T) = To) + To. (15)
The effect of this choice as a function of jet
static temperature ratio is also shown in Table 1,
where it is clear that considerabiy higher source
temperatures result.

The result of employing the correction,

T
SPL(w) + 20 log;y (y>)
o

{where T, Is given by (15)],
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to the data of Figure S is shown In Figure 10. In
comparison with Flgure 9 it appears that a much
improved collapse has been obtained. Values of
source temperature were henceforth based on this
relationship. Some scatter does still exist in the
higher frequencies and we shall return to this

point later.
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Fig. 10 High Velocity Spectra Collapse Using
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111-6.1.3  Total Dependence

To summarlze, it appears that the acoustic In-
tensity generated by the Reynolds shear stress
contribution varles In accordance with

e (:—:)'2 (:—:- 7S (16)

where Tg = 0.7 (Tj - Tp) + 7.

Spectral levels generated by this component can be
calculated from the expression

-2

T Vy.7.5
Smlo) = Splo) G2 (:i-) . D)

where w/ug = (Vy/a5) and Sp(ug) is the master
Reynolds shear stress spectrum shown in Figure 7,

111-6.2 Temperature Fluctuation Noise

The remaining problem is ciearly to define the
spectral characteristics and levels to be associated
with the temperature fluctuation nolse spectrum
which was so clearly apparent in Figure 3. Further-
more, as can be shown from the data In this veloci-
ty range the extra contribution will be dominant If
the temperature scaling of the Reynolds shear
stress term given In (16) above is accepted. That
is, the spectrum given In Figure 3 for TP 2 must be
reduced by a further 7.3 dB to obtaln an estimate
of the Reynolds shear stress contribution at TP 41
for which Tg/To = 2,316, Thus, it appeared that iIn
the region of test points 30, 31, 40 and 41 the
measured spectra could, for all practical purposes,
be regarded as those due to the temperature fluc-
tuation source alone. The spectra measured at
these four test points were then scaled in accor-
dance with the assumed dependence of this term
given 1n equation (13) to a common veloclty,




VJ/a° = 1, and ratlo of temperature difference to
jet efflux temperature, AT/T; = }, with, of course,
due allowance for Strouhal number scaling of the
frequencies. The resulting mean curve, labelled
temperature fluctuation noise master spectrum is
shown In Figure 7, while the actual data points
showed a scatter of up to 1 d8 about this mean line.

It Is, of course, readlly admitted that this Is
not conclusive proof that this Is the correct scal-
ing for this term. The jet conditions are neces~
sarily rather similar — the maximum difference In
the scaling factors being only 3.8 d8. However,
within this limitation the contribution of the tem-
perature fluctuation term can be written as

Stlo) = sTlug) (D2 (", (18)
K] 3

where Stlug) is the “master temperature fluctuation
noise spectrum' glven In Figure 7 for Vj/ap = 1 and
AT/Ty = § and as before, w/ug = Vj/a,.

The cruclal test however is to see whether the
sum of the contributions given by equations (17)
and (18) will predict the measured spectra over the
entire velocity and temperature range. This Is
discussed in the following section.

111-7  Comparison of Model with Experiment

11-7.1 Lncorrelated Sources

In order to test the scaling laws of equations
(17) and (18) for the contributions of Reynolds
shear stress and temperature fluctuation noise,
respectively, a computer program was prepared which
calculates the scaled contribution of each source
separately and then sums the two. The quantity
calculated initially was therefore

-2V
S(u) = sm(us)d—:) G

\)
. sT(u,)(’—‘,‘]—ﬁé)" . (19)

where Sp(ug) is the master shear stress noise spec-
trum of Figure 7 and St(ug) is the corresponding
temperature fluctuation source spectrum. It should
be noted here that equation (19) makes the implicit
assumption that the two noise sources are com-
pletely uncorrelated in the statistical sense.

A comparison between the theoretical ievels from
equation (19) and those measured is shown in Figure
11 for selected points on the constant Ty/T, line
Joining TP 30 and TP 55, This is chosen as typical
because it encompasses a regime where the relative
importance of the two terms of equation (19)
“switch-over'' entirely through this velocity range.
It can be seen that while agreement is reasonable
at the extremes of velocity (i.e., TP's 30 and 55)
there is a definite tendency for the calculation
to underestimate the measured levels for the inter-
mediate velocities over a large middle frequency
regime.

In inspecting the computer output, which lists
the contributfon from each of the terms of (19), as

15k
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Fig, 11 Comparison of Experiment with Theory:
Without Correlation Between Source Terms,

well as their sum, over the entire test point range,
the reason for thls discrepancy became clear. It
was notad that the type of difference noted in
Figure 11 for TP's 33, 36 and 39 was always at a
maximum when the two terms were making equal con-
tributlons, and then diminished progressively as
either term began to dominate. This suggested
strongly that the two source terms were not uncor-
related as assumed universally but were indeed
statistically interrelated,

111-7.2  Effect of Source Correlation

To demonstrate this effect of correlation, con~
sider two time functions a(t) and b(t), representing
the amplitude dependence of far-field pressure due
to the two source terms considered above. The
resulting acoustic pressure is therefore

p(t) = a(t) + b(t) (20)
so that the mean square pressure or intensity is

1« 3Z(t) + 2 alt)b(t) + b2(t) (21)

where denotes a time average. Hence, defining
a correlation coefficient

Nonoi

R(a,b) = (22)
an s
the equation for intensity becomes
1{t) = 32(0) + 28(a,b) ﬁﬁﬁ
+ b2(e) . (23)

The uncorrelated source assumption made above, of
course, corresponds to R(a,b) = 0. We see there-
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foce from this expression that the difference In
far-fleld intensity generated by two correlated and
uncorrelated sources, respectively, will be at 3
maximum when they are of equal strength and this
difference will diminish as either begins tc domi-
nate. Furthermore, this maximum difference is 3
dB.

The computer program was therefore modified to
Include this effect using essentially equation
(23), where 3Z(t) and b2(t) represent the first and
second terms on the rhs of (19) respectively and,
after some initlal investigation, putting R{a,b) =
1. The effect of this modificatlion is shown in
some detail in Figure 12 for TP 36, that is, for
the worst case In Figure 11.
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Fig. 12 Effect of Correlation Between Source
Terms on Predicted Spectrum,

It can be seen that indeed over the range where
the maximum discrepancy occurred, the contributing
terms are almost of equal strength and as we have
seen previously their uncorrelated total fall below
the measured values. By contrast the assumption
that they are perfectly correlated yields calcu-
lated values within 1 dB of those measured over the
majority of the spectrum, We might also note In
passing that the middle term of equation (23) has a
velocity dependence of the form (Vj3/ag)S-75. it
would in fact have been (V;/a,)® had we persisted
with the usual (VJ/ao)8 power law for the Reynolds
shear stress contribution. While this point has
not been followed up in any detail it does suggest
that the appearance of sixth power dependences in
the work of Morfey {4} and Lilley [5] arise because
fn using further equations, beyond those of momen-
tum and mass conservation, this coupling or corre-
lation between pviv; and pT has been Implicitly in-
cluded in these equations. The question still re-
mains nevertheless as to whether or not their
resulting source terms are really uncorrelated,

For the momunt, however, we shall content our-
selves with the question 'Is it physically plausi-
ble to assume unity correlation between these two
postulated noise mechanisms?'* We beileve the
answer Is affirmative on the basis that It is the
Reynolds shear stress which produces the turbulent
mixing, which according to the present model, is
the process which mixes the hot jet efflux with the
cooler ambient alr, thus glving rise to the postu-~
lated density fluctuations at constant pressure.
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111-7.3  Correlated Sources

The effect of including the correlation effect
on the previous comparison of Figure 11 is shown In
Figure 13. It may appear at first sight that one
set of difficulties have merely been replaced by
others. The comparisons at TP's 33, 36, and the
lower frequency portion of TP 39 are much improved.
By contrast those at TP's 30 and 55 are very much
worse,
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Fig. 13 Comparison of Experiment with Theory:
With Correlation Between Source Terms.

The problem at the lower velocity (TP 30) was of
course to be anticipated. The master spectrum for
the temperature fluctuation noise was obtained
directly by scaling data from this vicinity of the
test point diagram. On the basis of our previous
assumption of uncorrelated sources it was reasonable
to assume that these spectra were almost entirely
due to temperature fluctuation noise, the estimated
Reynolds stress contributions being a little more
than 10 dB below these measured levels, However,
as a little consideration of equation (23) will
show, a contribution which is 10 dB down, while
making little contribution in its own right, does
add an appreciable contribution in the coupling term
2 azlt)\/ﬁz(t). It must be concluded therefore
that the master spectrum for the temperature fluc-
tuation component, Figure 7, is a little (-2 dB)
high in some places as a result of the neglect of
this effect.

Confirmation of this suggestion Is shown in
Figure 14, which is the lowest speed, highest tem-
perature test point available. It can be seen that
while the uncorrelated source prediction follows
the data consistently, as it should if we have done
our arithmetic consistently, the effect of adding
the correlation term is to raise the predicted
level by about 2 dB. It was, of course, extremely
tempting at this point to "judiciously adjust' the
master spectrum of this source to obtaln better
agreement. However, since this could be done only
by trial and error with no independent check of the
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Fig. 14 Effect of Correlation on Temperature
Fluctuation Nolse Spectrum.

subsequent valldity, this temptation was resisted

in favor of awaiting higher temperature test point
data, planned for the near future. Of course, as
the jet veloci®y increases, the seriousness of this
discrepancy diminishes and thus all comparisons
were continued on the basis of the spectra of Figure

7.

111-7.3.1  Effect of Mach Number

A problem of a more fundamental nature however
appeared to be associated with the now clear over-
estimation of the lower frequencies for TP 55,
Figure 13, A review of the data Indicated that
this type of discrepancy was always most noticeable
with a combination of high Mach number (high
pressure ratio) and high temperature ratio, and
hence caused us to review our assumptions regarding
the variation of the source temperature T;. The
relationship Tg = 0.7 (Ty - Tp) + T, essentially
assumes both that the sources remain at the same
point in the shear layer and that the static tem-
perature profiles remain similar irrespective of
Mach number,

A little consideration suggests that the latter
is probably not very realistic. Let us suppose in-
stead that it Is the Mach number and total tempera-
ture proflles which remain similar irrespective of
Mach number. Furthermore, merely to permit compari-
son with our previous assumptions, we suppose the
source to be located at the point where

1. The local Mach number Is 0.7 times the jet
Mach number, and

2. That at this point, rg, the ratio of total
temperature to the total temperature at the nozzle
exlt plane is

Trlrg) -~ To
?;7;:;7':f;; = 0.7. (24)

We can now substitute for the ratio of static to
total temperatures to obtain

.
0.7 F(M) =+ 0.3
S o

Is . 2
To £(0.7H4) 5)
where £(H) = (1 +17'l W2} . (26)

Thus to a close approximation we obtain

Ty
0.7 [1 + 0.242) ¢ 0.3
o . (27)

s -~
To [1 + 0.1M2)

which clearly approximates to our original expres-
slon for Tg/To as the Mach number diminishes.

Table 2 below shows the influence of these
assumptions on the values of Tg/T, as a function of
both Hach number and jet static temperature ratlo
T4/To.

Table 2. Values of Tg/T,

Hach | 4 J. 2 S
Number | Ty " ¥ | T, =10 | T "% | 7,73

0 .650 1.00 1.70 2.40
1.0 .655 1.04 1.80 2.56
1.4 .655 1.06 1.87 2,68
1.7 .660 1.09 1,94 2.81
2.0 .665 .1 2,0t 2.92

it is clear that within the limits of the assumptions
made, there is a clear tendency for the calculated
source temperatures to increase above the M = 0
estimates employed previously whenever both the Mach
number and the temperature ratio are high. The test
point in question on Figure 13, TP 55, which is the
Mach 1.40 nozzle at Ty/Ty = 2 has in fact been re-
calculated using the value of T /T, given in Table 2
above. The improved correlation with experiment is
shown in Figure 15, The number of data points for
which this type of phenomenon was observed in the
present test series was really too limited to ensure
that the explanation provided above is correct and
further studies are required.
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Fig. 15 Effect of Mach Number (and hence Source
Temperature) on Predicted Spectrum,

This is confirmed in Figure 16, which shows the
comparison of calculated and measured spectra for a
constant Vy/a, = 1.33 covering the range on the test
polnt chart from TP 56 to TP 48, Reference to Table
2 will show that for this constant velocity line,
the differences in the original and speculative
source temperatures are relatively negligible and
indeed no discrepancy between the calculated and
measured spectra exists over the majority of the
frequency range,
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source Is sligniflcantly different from that of the
amblent fluid.

111-7.3.3  Overall Levzls

" T T v v ——
1o LN ST
LR RN
wen a LI Y
Vi ) R ' ettt e
t L
"= . ™ 2y (o3 o0 A
T
= . 2
H P LY t sy s .,
.o .
= . s . 51 (o193 @9) .
3 .. : . .
: . . st e,
Z sl . : H .0
: . . L - 1
- . T . o
s .« ° - b
] P
¥ - .- s
- M R T
2 - . . . ..
. .t .l LINPIN -
m . : . o « .7
H - : s
. '
.3 H .
. -
H '
0 . » LU
iy H % et T
1 o UraIager HEE S
Y . Tmdey 19 13
L . CUNR 54
. 1

L
CR1) LR] L 3 L) s " s
173 CLIAVE Ceatin ALY (0u)

Fig, 16 Effect of Temperature Difference
(Ty - T,) on High Freguencles.

111-7.3.2 Effects of Temperature Difference on High

Frequencies

At high frequencies, however, a definite trend is
apparent for TP's 56 and 48 for the calculations to
overestimate the measured levels. It is to be noted
carefully, furthermore, that this occurs whenever
the jet efflux temparature is significantly dif-
ferent from the amblent irrcspective of the sign of
that difference. It cannot therefore be explained
in terms of the arguments involving modiflcation of
temperature dependences for the high frequency
sound. This should yield a consistent trend as one
proceeds up Figure 16 and not a phenomenon which
occurs only at the extremes.

It is currently speculated that this effect is in
some way associated with that term of equation (11)
which we have implicitly ignored, namely

a2
- ).
2

We have already argued that this term appears to de-~
scribe the transmission of pressure fluctuations
between media of dissimilar sound speeds., In Figure
16 we see that the effect In question is absent for
the [sothermal and near isothermal case TP 51,
However, it does occur for TP's 56 and 48, that is
when the sound speeds are dissimilar, Furthermore,
{t occurs principally above a frequency of about 10
KHz, that is when the acoustic wavelength is of the
order of one inch or less, This distance Is com-
parable to the distance between the region of maxi-
mum turbulent intensity and the edge of the shear
layer towards the end of the potential core for the
present 2 in, diameter jet, It seems probable
therefore that at these frequencles there is an
interaction between the arqustic fleld and the flow,
A proper description of wi.is phenomencn is still
required. In terms of the acoustic analogy,
however, it appears, from the current data, to be a
negative source term, perhaps a term In antiphase
with pvivj. It Is apparently of importance only
when the wavelength of the sound Is less than the
shear layer depth and when the temperature at the
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The finsl comparison between calculation and
experiment to be presented in this paper Is that for
the overall sound pressure levels. These have been
calculated by summation of contributions from the
third octave bands obtalned by the methods described
above. This is shown In Figure 17 and should be
compared with a similar diagram shown In Figure 6,
which was obtained using the data and methods of [2]
and {3]. 1t can be secen that an overall Improvement
in the degree of agreement Is obtained. However,
some discrepancies are still apparent at the ex-
tremes., At low veloclties corresponding to levels
less than 80 dB, the rurrent overprediction of up to
2 d8 s undoubtedly a result of the difficulties
with the temperature fluctuation nolse spectrum
described In relation to Figure 14, It Is felt that
these can be eliminated once the higher temperature
low speed data became available to yleld an Improved
estimate of the basic spectrum of this nolse source.
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Fig. 17 Comparison of Experiment with Current
Prediction Model: Overall Intensity
at 6 = 90°,

At the high speed end, the principle and most
basic source of error Is undoubtedly the tendency of
the current model to overestimate the measured
levels above about 10 KHz whenever the jet efflux
temperature is significantly different to the ambi-
ent temperature, Figure 16, Future studies must
clearly concentrate on a better understanding and
quantification of this effect.

111-8  Summary and Conclusions

The principle objective of the work reported
herein was to study the influence of temperature on
the noise generated by shock-free jets over the
extensive range of temperatures and velocities
shown in the test point dlagram, Figure 1. The
major conclusions of this study are:

1. In general two sources of nolse are apparent,
one due to the familiar Reynolds shear stress fluc-
tuations and a second attributable to density or




temperature fluctuations promoted by the turbulent
mixing of streams of dissimilar temperature. This
latter dominates the measured noise at low velccity
and high temperature.

2. Scaling laws for the spectra at 90° to the
jet axls of these noise components arc respectively

a). Reynolds shear stress noise

contribution:
Tg -2 Vy 7.5
Snl6) = Splus) (7)) = aT(0)
v
J
where —— = ?0-;

Smlug) Is the master shear stress nolse spectrum
given In Figure 7* and for the majority of cases
tested,

Ts Ty
= = 0. -1) 41,

b). Temperature fluctuation nolse
contribution:

2 Vy =
splo) = sT(ws)(%) (;j' - bZ2(0)

where Stlwg) is the master temperature fluctuation
nolse spectrum given in Figure 7.

3. A major new finding of this work is that
these sources are, not statistically uncorrelated
as previously supposed, but are, it appears, highly
correlated., The resulting spectrum, when both are
contributing significantly, must therefore be cal-
culated from

S(0) = 3706) + 2 JaZ(6) B2(c) + BZ(E) .

4, The use of these relationships, in conjunce
tion with the spectra given in Figure 7, is in
general capable of predicting the measured spectra
at 90° to the jet axis to an accuracy of 1 to 2 dB.

During the course of this work several new
features of noise from jet mixing have become ap-
parsnt. The most controversial Is undoubtedly the
observaticn that a velocity index of 7.5 appears
more appropriate than the normally accepted eighth
power. For the majority of practical purposes the
difference is negligible, but not in relationship
to a study of jet temperature effscts. We tenta-
tively attribute the lower index to a reduction of
relative turbulent intensity by about 2% between 2
jet velocity of 500 and 2,000 fps. It is empha-
sized however that no proper confirmation of this
currently exists.

A second important feature revealed by this work
Is that, while the expedient of regarding the tem-
perature in the jet source region as a geometric
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mean of the jet efflux and ambient temperatures is
attractive in terms of power law analysis, it
progressively underestimates the reduction of noise
with increased temperature ratio. The current
philosophy of using the relationship given in b)
above does, by contrast, appear to be both consis-
tent with our knowledge of jet structure and to
provide an acceptable scaling law relationship. The
only exception appears to be at high nozzle Mach
numbers and temperature ratios where the marginally
more comET:i relationship

Ty
0.7 [1 + 0.242) T~ +0.3
(]

S

[V +0,H2)

appears more ap; "opriate. It is emphasized that
this ic not ai. cgirical relationship, but Is based
on the assumption that it is the Mach number and
total temperature profiles which obey similarity
relationships. The quantity of data, however, for
which the source temperature caiculated from the
above relationship differed significantly from that
obtained for M « 0 was too limited to really test
this relation. Nevertheless, the trend is in the
correct direction.

The principle new finding from this work is the
observation that the Reynolds shear stress noise
and that due to the temperature (or density) fluc-
tuation are correlated., The fact that this is so
does not appear at all strange when one remenbers
that both are intimately associated with the turbu-
lent mixing process. It is tentatively suggested
that it is, at least partially, the neglect of this
effect which has caused the apparent divergence be-
tween the various theoretical studies cited herein.

The only fundamental discrepancy between the
present model and the experimental data is the
former's tendency to slightly overestimate the
spectral levels above about 10 KHz (2" diameter noz-
zle) whenever the jet efflux temperature is signi-
ficantly different from the ambient. Discrepancies
of up to 5 dB at 40 KHz have been observed to date.
The fact that this occurs irrespective of the sign
of the temperature differenze and only when one
would expect the source's acoustic ficld (i.e.,
kr>1) to be within the flow tempts us to the con-
clusion that this represents a phenomenon of acoustic
energy transmission between two fluids of dissimilar
temperatures and hence sound speeds. Equally tenta-
tively we attribute it to the p' (1 - ag?/ag?) term
of Equation {11) which has not been included in our
numerical studies. More work to examine this
phenomenon further is clearly reauired.

In summary, we hope to have revealed in the course
of this paper some of the physical processes asso-
ciated with noise generation in shock-free jet flows
over 3 broad range of jet velocities and temperatures.
The numerical work does, we believe, provide a major
foundation stone for the prediction of noise from
such flows over the range of flow properties nor-
mally experienced in practice. Of course, the
present study covers only the radiation at 90° to the

%t should be noted that all data glven in this paper are for a 2 in. diameter nozzle with the
measurement point at seventy-two diameters. The normal scaling laws must therefore be applied

for other measurement configurations.
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‘¢t axis and furtner similar studies to extend these
rather basic concepts to other angles of observation
must be continued. In particular, a more detalled
understanding of the conflicting roles of convective
amplification and refraction must be established
before complete prediction techniques of the
accuracy obtained here can be contemplated.
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APPENDIX 1V

LASER VELOCIMETER FOR SUPERSONIC JET TURBULEMNCE AND TURBULEHCE SPECTRA RESLARCH

D. M. Meadows, M. C. Whiffen, D. M. Smith and W. T. Mayo, Jr.>
Lockheed-Georgia Company
Marietta, Georgia

V-1 Introduction

For a number of years conventional techniques of
anemometry such as the hot-wire or pitot tube have
proven highly satisfactory methods for measuring
air flow at low speeds and under limited environ-
mental conditions. However, analytical and experi-
mental understanding of more complex aerodynamic
and acoustic phenomena has improved to the stage
that the limitations of these methods of measure-
ment are now too restrictive. The limitations are
basically caused by the need to insert a mechanical
device in the airstream. When inserted in the air-
stream, the mechanical device and its supports will
often not only alter the flow characteristics being
measured, but will also frequently suffer mechani-
cal damage where they are subjected to high-speed
and high-temperature flows. The physical device
also has the disadvantage that it provides the
measurement over a relatively large region rather
than at a point.

Laser anemometry seeks to resolve many of these
problems by providing an instrument which will mea-
sure, by optical means, the velocity of microscopic
particles introduced in the flow. The flow is
therefore not disturbed except for the introiuction
of very small particles at a low seeding density,
and optical techniques can ensure that the rolume
in which the velocity is measured is small compared
with conventional techniques.

There are a number of optical techniques for
remotely detecting the velocity of particles, and
these techniques are now well documentedin the lit-
erature{l). The technique to be described in this
report is based on an interference pattern of light
formed in the measurement volume region by inter-
secting two coherent monochromatic light beams.
These intersecting beams interfere with one another
producing alternate constructive and destructive
bands of light (see Figure 1). As a microscopic
particle passes through this region, light is
scattered f-om the particle and is detected by a
photo-sensor. The sensor output signal is a burst
of radio frequency energy whose frequency is pro-
portional to the spacing of the interference
pattern fringes and the vector velocity of the
particle (Figure 2). Since the spacing of the
fringes is fixed by the geometry of the optics, the
particle vector velocity is readily derived from
the signal frequency.

If a second set of fringes is oriented at right
angles to the fi,st, a cross-hatch pattern results
as shown in Figure 3, and a velocity vector may
then be computed which is perpendicular to the
first vector. The second interference pattern may
be formed using a different wavelength of light
such that its signals are readily distinguishable
from those of the first pattern. These different
wavelengths do not necessarily require different
lasers, but may be derived from a laser that oper-
ates with several color )lines present simultane-

ously; most argon lasers, for example, provide this
feature.

Fig. 1 Interference Fringe Pattern

Fig. 2 Detected Particle Signal

Fig. 3 Orthogonal Fringe Pattern

*Science Applications, Inc., and Consultant to Lockheed-Georgia Company.
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At the beginning of the design phase of the
Lockheed~Georgia velocimeter, the major objectives
were:

o to measure flow velocities within the jet
over a range of 1 to 2,000 feet per second,

0 to provide 2 orthogonal velocity vectors at
the same point,

o to derive auto- and cross-correlation
functions for these vectors, and

o to measure turbulence intensity and
power spectra.

These objectives have all been met, with a num=
ber of other features added beyond those originally
planned; for example, the system also has the
capacity to provide cross~zorrelation of single
velocity vectors at two spatially separated points.
A complete set of specifications for tha system is
included in Paragraph 1V-3.6 describing "'System
Specifications."

1V~2  System Concepts

in the preliminary design of the LV it was
necessary to decide which of the two classical
analysis methods should be uscd to derive estimates
of the power spectral density. The first mechod,
which is logically simplest, is to perform a spec-
tral analysis directly upon the sampled velocity
time histories. The second method is to measure
correlation functions and apply a Fourier transform
to these functions to derive the required power
spectra. The decision as to which of these to use
is based upon the fundamental question of whether a
single-particle detection LV can produce velocity
samples fast enough to describe the velocity iime
history in real time. A discussion by Lorens(2
indicates that the mean data rate necessary to re-
construct the velocity time history from random
time sampling within 1% is 200 times the highest
frequency content of the signal. To achieve this
accuracy for 20 kHz spectrum content therefore
would require 4 MHz mean sampling rate. State-of-
the-art electronic techniques require approximately
two microseconds to evaluate and record data due to
a single particle passing through the measurement
volume. Typical measurement volume transit times
for a particle range from § microseconds at 100 fps
to 1/4 microsecond at 2000 fps. Since the maximum
theoretical rate at which data can be processed is
less than 500 kHz (based on 2 microseconds pro-
cessing time per particle), it appeared that the
velocity time history could not be reconstructed
accurately from single particle data and thus
the analysis should proceed indirectly by way of
correlation functions to estimate power spectra.

'n order to confirm this important conclusion,
since it would dictate the design of the complete
data system and also to estimate the data rates
actually available, a detailed study of the statis-
tics of particles in the measurement volume was
undertaken. This study is outlined and discussed
in Paragraph 1v.2.1.

In addition to the important area of particle
statistics, another major area of concern is that
of particle dynamics discussed in Paragraph IV-2-2,
This describes the characteristics of particles

used to seed the flow and their frequency response
in high temperature, high velocity jet exhausts.

1V-2.1 Particle/System Statistical Analysis

In order to investigate the problems associated
with attaining high data rates, it is necessary to
evaluate the effect of all possible combinations of
particle/measurement volume interactions. Of the
possible combinations, only one is considered to be
2cceptable, that is, when a single particle crosses
it least eight fringes in the measurement volume.
All other combinations are considered to produce
bad data and also consume valuable data processing
time and reduce the valid data rate. These bad
data are usually caused either by particles which
intersect fewer than eight fringes (see also
Section 1V~3) or by more than one particle passing
through the measurement volume at one time.

A probability model of the particle/electronics
system was derived after introduction of some sim-
plifying assumptions. First, it was assumed that
all particles travel in the direction of the mean
fluid velocity. From this assumption, the measure-
ment volume was defined by the area of the 1/e?
incident intensity surface projected normal to the
flow. Ideally, the measurement volume should have
a sharply defined shape, as shown by the dashed
lines in Figure 4(a), with a flat top and bottom
such that all particles intercept at least the
fixed number of fringes necessary for a valid
measurement. Actually the chape is closer to an
ellipsoid, as shown, which results in a definite
projected area where a particle travelling in the
direction of nominal flow cannot intercept the re-
quired number of fringes, leading to unusable data.
The ratio of the good hit area, Ag, to the total
area, Ag + Ap, is defined as the measurement volume
efficiency, E:
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Fig. 4 Measurement Volume Sections

There are a number of different events which can
occur during the processing time associated with
one particle. The probability as a function of
seeding density, of the various occurrences is de-
fined for a single data processing period, tp. The
possible occurrences considered are:

Pnh - Probability that no particles intercept
the measurement area, AQ + Ap.

P - Probability that one or more particles
intercept the total measurement area,
Ag + Ap.

-~
[

Probability that 2 or more particles are
resident in the total measurement volume
during the transit time, tg, of one
particle.

T

e i
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Pg - Probability that one or more particles
intercept area Ag.

P, - Probability that two or more particles
sequentially intercept a part of the
total measurement area, Ag + Ap, during
the maximum time allowed “for a particle
to pass eight fringes, tg.

P, - Probability that one or more particles
intercept area Ab.

P, - Probability of obtaining valid data from
one particle.

The total probability of all events in the process-
ing interval t, is the sum of the probabilities of
no hits in time tp, one valid data point, one good
hit invalidated by a second concurrent particle and
one bad hit whose 8-fringe count may or may not be
completed by a second particle before the maximum
time expires.

Details of the derivation of these probabilities
are given in Appendix IV-C.

The probabilities are presented graphically in
Figure 5 for a range of practical values for tp,
tm» ty and €, each using the transit time tg re-
sulting from 100 to 300C fps particles.
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Fig. 5 Particle Probability Curves

The abscissa represents X, the average rate of
particles passing through the measurement area. The
ordinate is the probability that a particular pro-
cessing time period is occupied by data derived
from the various types of occurrences being con-
sidered. Neglecting transit time overlap effects,
this probability is also analogous to the average
rate of these occurrences per unit time, since for
a probability of 1.0 we have filled all the pro-
cessing time periods giving a rate of 1/t,.

The right hand ordinate shows the rate of the
occurrences for a tp of 2.4 microseconds. it can
be seen that for any glven measured velocity there
is a seeding rate at which the probability of
receiving a single particle in the measurement

e B i N T T ——

volume and obtaining 8 good counts reaches a maxi-
mum value. This is the curve showing the probabil-
ity of good data for measured velocities of 100 to
3000 fps. |If the particle rate is lower than this
optimum, the probability of good data is limited by
the number of particles passing through the
measurement volume. If the particle rate is higher
than the optimum, the good data is limited by the
increased probability of multiple particles in the
measurement volume eliminating significant possi-
bilities of good data from a single particle.

The curves for different flow velocities indi-
cate that at lower flow velocities the probability
of valid data is reduced. This is because the
lower velocity resulted in longer transit time in
the measurement volume and an increased proba-
bility of particle interference.

An important result is evident from the curves
of Figure 5. It indicates that even with elec-
tronics capable of processing data at a steady
throughput rate of 400 kHz, the maximum probability
of achieving good data during one particle process-
ing interval is under 20%. Thus, the maximum
possible rate of valid data to the data acquisition
system is below 100 kHz. 1t is therefore totally
out of the question to consider reconstruction of
the velocity time history with 20 kHz bandwidth
using a single-particle detector. This forms what
is probably the most important finding from the
system conceptual studies. It immediately precludes
the use of direct spectral analysis, either analog
or digital, for frequencies exceeding 2 kHz. The
physical impact of this conclusion is that one must
resort to the method of correlation analysis as the
means of deriving turbulence frequency spectra.

IV-2.2 Seeding Particle Requirements

Since the LV derives its signals from micro-
scopic particles embedded in the fluid flow, it is
essential that the particles follow the flow.
Additionally, it is a basic requirement under the
contract that the particles be capable of surviving
severe environments such as temperature as high as
2000°F. The following sections contain a discus-
sion of these and other critical problem areas
regarding seeding particle requirements.

1V-2.2.1 Particle Response

Berman(3) has analyzed the response of particles
embedded in a turbulent gas fiow. His analysis
shows that for solid particles the phase and ampli-
tude response relative to the turbulence is
approximately an inverse function of the density
ratio of the particle material, pp, to the gas, of,
and the square of the particle diameter (assumed to
be spherical). Helling(k) arrives at similar con-
clusions with a somewhat more simplified approach.
Figure 6 was prepared from Melling's expression for
amplitude, n, and phase, 8, response:

X

R A

= tan~} (- L
8 = tan ' ( x)

2
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where x =
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where v is the kinematic viscosity of the gas, w is
frequency of turbulence and d is the diameter of
the particle. From Figure 6 it is evident that the
response of particles greater than 1.0 micron is
inadequate to describe turbulence frequencies in
the 20 kHz range. In fact, reasonable arguments
can be made that the particle size should be less
than 0.25 micron. Unfortunately, the problem is
not as clear as the curves would make it appear.
First, the response parameters must be considered
in the light of their effect upon the turbulence
spectra which are desired. The velocity accuracy
required must be dependent upon the turbulence in-
tensity. The value which is used to estimate the
correlation is the difference between the absolute
velocity measurement and the mean of the sample.
Since small turbulence intensities result in small
deviations from the mean, more accuracy is re-
quired for the same signal-to-noise ratio (the
ratio of scattered light received by the photo-
muitiplier to photo-multiplier noise) to achieve
the same correlation accuracy. Secondly, although
phase deviations can be tolerated in the auto-
correlation estimate if the particles are of a
single size, in practice their distribution of sizes
may vary by a factor of 4 at two standard devia-
tions. This leads to additional errors due to the
variation in phase delays. Third, the particles’'
response as shown in Figure 6 considers the move-
ment cf the particle relative to the gas. In
practice the gas has considerable velocity with
respect to the LDV, hence, turbulence frequencies
are Doppler shifted upwards. The LDV in this case
measures higher frequencies than those to which the
particles are responding or conversely, for a given
indicated frequency from the LDV, the particles are
actually responding to some lower frequency. This
phenomenon reduces the particle response require-
ments by significant factors depending upon the
turbulence intensity at the frequency of interest.
These are factors which will be the subject of
future study.

1V-2,2.2 Availability and Suitability

Many particle materials are being used with LDV
systems. They include abrasive powders, fly ash,
smoke, aerosols, pollen and others. Since the
study of high temperature (2000°F) jets is required
in this program, only solids such as aluminum oxide
and fly ash are suitable since their melting points
are sufficiently high (aluminum oxide or alumina,

Al;03, melts at 3720”F). Of these two, the alumina
is the most desirable because ot its availability
in the sizes required. Fly ash, however, does have
an advantage over alumina in that it has a somewhat
lower density, 2.5 ,as opposed to 3.2 for alumina.

The required particle size has been determined
by considering two constraints. The particle must
be large enough to scatter sufficient iight to
produce signals with gcod signal-to-noise ratios,
SNR, and must be small enough to follow the high
frequency turbulence perturbations within the flow,
The previous discussion indicates that alumina
particles must be less than one micron if they are
to follow high frequency turbulence. Preliminary
experiments with the LDV system in the backscatter
mode have shown that good signal to noise ratios
are possible with n?minal 0.5 micron particles. Mie
scattering curves (5 along with experimental obser-
vations show that an increase of order 10 in SNR is
realizable in the 20° off-axis forward scatter mode.
Since this mode is to be used for future experi-
ments, sufficient SNR is anticipated for particles
in the sub-micron range.

1V-2.2.3 Particle Agglomeration

Dispersion of sub-micron sized particles is a
problem area which must also be addressed. This
includes both the introduction of the particles
into the air flow and assurance that they are dis-
persed as single particles. The latter has been
the subject of several experiments. Figure 7 shows
various types and sizes of alumina particles. Some
of these particles were injected into an air flow
and samples of their dispersion taken by collection
on adhesive surfaces exposed to the flow. Agglom-
eration is clearly shown in Figures 7(a) and 7(b).

In an effort to reduce agglomeration, crushed
alumina particles were mixed with flame phase
silica ‘CAB-0-SiL). Figures 7(c) and 7(d) show
samples of these particles collected from the air
flow. Note the dispersion and absence of agglom-
eration. This particular sample was taken on an
adhesive surface positioned normal to the flow.
Since the smaller particles were able to foliow the
filow and were therefore not deposited on the
surface, we see only the largest particles in the
distribution along with any significant agglomera~
tions. The median of this distribution of particles
is 0.5 micron with 1.0 micron as the upper two
standard deviation point.

Fig. 7(a) 0.5 Micron Microgrit GB-2500 100X
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Fig. 7(b) 0-: Micron Microgrit WCA 5000X

Fig. 7(c) 0-1 Micron Alumina Mixed with
CAB-0-SIL 200X

Fig. 7(d}  0-1 Micron Alumina Mixed with
CAB-0-SIL 8000X

1V-3  System Description

The Lockheed laser Doppler velocimeter (LDV)
system design, shown in block diagram form in Figure
8, consists of two optical electronic channels which
detect particle velocities as two orthogonal vec-
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Fig. 8 Laser .ystem Block Diagram

Fig. 9 LDV Processor

tors. The measurement volumes for these vectors are
coincident but are separated electronically by using
two different wavelengths (colors) which are de-
tected by separate photo-detectors. The electronic
processor, Figure 9, measures the time required for
a particle to pass eight fringes in the measurement
volume region. Certain tests are also applied to
these data to eliminate ambiguities and to assure
that only valid data are accepted. Valid output
data from the electronic processor consist of two
16-bit digital words: the time for the particle to
pass through eight fringes for each axis (from

which velocity is derived) and the elapsed time
since the last valid data point. These data are re-
trieved by a mini-computer and stored on a 500,000
word disk. The data are subsequently processed by
the mini-computer to provide "real~time" information

P
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to the operator in the form of mean velocity, turbu-
jence intensity and, if desired, a histogram listing
of velocity samples. The data on the disk is made
available to a second computer for computing power
spectrum and various correlation functions.

The Lockheed-Georgia laser velocimeter as de-
scribed in the following sections is based on four
major system advances: (1) a set of unique and
highly efficient color separator/beam splitter
optics — these optics provide the basis for gener-
ating the multicolor laser beams necessary for
multivector capability; the optics are self-aligning,
extremely stable and virtually eliminate cross-talk
between vector channels; (2) extremely high speed
processing electronics using a 500 MHz clock rate,
and error checking circuitry; (3) direct coupling
of the LDV to an on-line, high data rate mini~
computer which provides unusual flexibility in data
formatting, changing or adding additional outputs
or calculations, and in data collection; (4) an
advanced random sampling data processing program
which allows power spectra to be derived from data
whose average sampling rate is far below the
Nyquist criterion; this particular feature repre-
sents perhaps the most significant aspect of the
total LDV program.

The laser velocimeter, mounted on the jet test
stand, is shown in Figure 10. While the system
features optional forward scatter, off-axis forward
scatter, and backscatter modes of operation, only
the off-axis forward scatter configuration is shown
in the photograph.

Fig. 10 LDV Test Configuration

1V~3.1 Particle Dispenser

The particles are introduced into the air flow
in the plenum chamber, well upstream of the nozzle.
The air velocity is sufficiently low 3t this point
to allow a homogeneous dispersion of the particles.
They are injected in the upstream direction to
assure that residual injection accelerations do not
affect the velocity measurements. The injection
device is a converted abrasive unit designed for
abrasive etching of small devices. 1t is shown in
Figure 11. The unit uses a vibration device to
sift the powder into a small plenum where it enters
a stream of dry nitrogen and then into the nozzle

plenum. Injection rate is controlled by both the

differential pressure between the nitrogen supply

and the nozzle plenum, and the vibration level of

the sifter. Both of these controls are located on
the operations console, remote from the injection

device itself.

The particles presently being used for turbu-
lence analysis are alumina mixed with CAB-0-SiL to
reduce agglomeration. The alumina particles are
distributed from 0 to 1 micron. Initial results,
discussed in this report, indicate response and
agreement with hot wire spectra to frequencies
approaching 20 kHz. Extensive experimental studies
of the effect of particle size and distributions on
measured spectra are in progress.

Fig. 11 Particle Dispenser

1v-3.2 Optics System

Figure 12 shows the plan view of the optical
system for the laser velocimeter. The optional
receiving configurations are illustrated on the
diagram: a forward-scatter lens position, a 31°
forward-scatter lens position, and a 13° back-
scatter lens position. The laser used in the system
is a Spectra Physics Model 164-03 Argon laser which
provides 4 watts of multimode power. The laser
beam is brought from the backside of the test fix-
ture mounting frame through a periscope and up to
a beam diameter adjusting telescope. A pinhole has
been included in the telescope assembly to provide
spatial filtering of the beam. A series of lens
are available for this assembly which provide beam
diameter changes from .75 to 3 millimeters. This
capability allows a trade-off to be made between
measurement volume size and the total number of
interference fringes contained within the volume.
Normal settings for the telescope are such that the
dimensions of the 1/e2 measurement volume are
approximately 0.3 mm by 1.0 mm with a total number
of fringes of 33.

One of the key components in Lockheed's LDV is
the beam splitter/color filter assembly. This unit
provides the ability to derive two independent and
orthogonal velocity vectors from the air flow by
means of color separation techniques. Color sepa-
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Fig. 12 LV Optical Configurstion

ration was selected in lieu of other candidate
techniques due to the ease of implementation and
also due to the high probability of achieving very
low cross-talk between the two velocity data
channels. The other candidate techniques evaluated,
but reiected, were (a) orthogonal pola-ization and
(b) frequency shifting of light in one channel with
respect to the other.

The beam splitter/color filter assembly separates

khe two predominant lines of the argon laser, 4880

and 5145 K, into 4 beams - 2 blue and 2 of green.
The 4 beams are positioned in a rectangular pattern
with beams of the same color positioned diagonally
across from one another as shown in Figure 13.
Figure 14 shows the optical arrangement. The in-
coming beam from the argon laser impinges on a
neutral beam-splitter flat and is split into two
equal power beams; the second optical flat on the
right provides pathlength compensation. The two
beams which emerge from the beam-splitter contain
a number of spectral lines. Figure 14(b) shows the
path of one of these multimode beams and the method
used for colar separation. The color separation
optics consist of two optical flats with 2 inter-
ference filter coating sections on the same surface:
a transmit-green/reflect-biue section and a
transmit-blue/reflect-green section. The incoming
beam is color separated at the first surface of the
optical flat with blue light being reflected and
green light transmitted to the second surface and
then reflected. At the second optical flat, the
opposite effect occurs with blue light being trans-
mitted and green light reflected.

The optical geometry provides very efficient
removal of all unused wavelengths in separately
located reflection baams which are later blocked.
The cross talk is minimized by the fact that each
beam used is transmitted through a narrow band
filter coating twice.” The geometry also provides
coherence path length compensation.

Upon leaving the beam splitter/color filter
assembly, the beams are simultaneously focused and
caused to cross by the transmitting lens. The
result of this is to create two coincident ellip-
soidal measurement volumes whose cross-section is
as shown earlier in Figure 3.

As mentioned previously, three alternate receiving
configurations are available. The off-axis configu~
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Fig. 13 Beam Splitter Assembly
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Pair in Fig. 13)
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Fig. 14(b) Color Separation Flats
(Vertical Pair in Fig. 13)

rations provide an advantage in that the elongated
measurement volume can be effectively reduced in
size. This occurs since the effective measurement
volume is defined by the intersection of the trans-
mitting and receiving focal volumes. Figure 15,
which illustrates this effect, is a photograph of
the measurement volume created by the intersection
of one light beam sent through the transmitting
system and a second beam sent back through the
receiving optics. Each of the alternate receiving
configurations has been used, although the back-~
scatter mode has been predominant in the early
phases of the contract program. It is anticipated
that the forward scatter modes will provide some
distinct advantages in received power where the jet
velocity is extremely high.

The light scattered by the microscopic particles
passing through the measurement volume is collected

169




-

Menstagn aaaaan o

Downloaded from http://www.everyspec.com

and transmitted to the photomultiplier assembly.
This assembly, diagramed in Figure 16, utilizes a
45° interference filter, along w.th conventional
interference filters in front of each photomulti-
plier tube, to separate the scattered light from
the two measurement volumes. This particular con-
figuration provides low cross-talk between the
velocity vector channels. The two colors are
separated by a measured power ratio of 0.0001. It
should also be noted that a further reduction in
cross-talk is provided in the receiving electronics
by the zero crossing detector where the larger
signals effectively determine zero crossing points
and make the effects of additive interference
negligible.

Fig. 15 Measurement Volume (Artificially

I luminated)
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Fig. 16 Photomultiplier Assembly

1vV-3. Electronics

The system block diagram of the LDV electronics
is shown in Figure 17. The output from the optics
system, in the form of light scattered from par~
ticles crossing the blue and green fringe patterns,
is converted by separate photomultiplier tubes into
electrical signals as shown in Figure 18. The
signal is processed through the high pass filter to
eliminate the DC pedestal and other undesirable
signal characteristics. The resulting RF burst is
amplified and input to both threshold and zero-
crossing detectors. |If the input exceeds the
threshold setting, a gate is enabled allowing the
output of the zero-crossing detector to clock the
fringe counter. The output of the fringe counter
a pulse whose period is equal to 8 cycles of the
received signal. This pulse is subsequently used to
gate a 500 MHz clock which drives a 13-bit binary
counter. The 13-bit counte, »erves the function of

S

quantizing the 8-cycle time interval into 1 nano-
second increments and converting the time interval
into a digital word.

Fig. 17 Zlectronics Block Diagram

Fig. 18 Particle Signals on Orthogonal Channels

If the maximum allowable time is not exceeded and
the particle ambiguity tests are successfully
passed, the 16-bit word selector selects and loads
two words containing both channels of velocity and
the elapsed time into the buffer memory. The coin-
cidence detector decides whether the measurements
from each channel occurred sufficiently close to-
gether in time to be recorded with the same elapsed
time since the preceding data transfer. The elapsed
time from the last data transfer is measured by
counting 1 MHz clock pulses. Whenever data is
transferred, the 12-bit time count is stored in the
12-bit storage register for transfer to the buffer
storage. At the same instant, the counter is reset
and begins counting on the next clock pulse. |If
the time counter reaches its maximum count, an
extra word pair containing the maximum count is
output to the selector and the counter is reset.

The buffer memory provides temporary storage and
accumulates a block oi data for transfer to the
computer memory. Since “he buffer has independent
input and output controls, the LDV can process
particles as they appear v:thout being limited by
the maximum ccmputer input -ate. Although the
average data rate is limiteo by the computer input
rate, the Poisson time distr.bution can still be
approximated since measurems 1ts as close together
as 2 or 3 microseconds will Ye recorded and
buffered by the silo memor,.
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IV-3.4  Data Validation

From the system probtability model it can be seen
that if maximum good data rates were to be realized,
some method or methods were required to iphibit the
recording of the various tyges of erroneous data.
These tests were, of course, considered in the
development of the model since each requires some
processing time to perform. The types of erroneous
results which must be inhibited are: data resulting
from the passage of two or more sequential particles
within the period t, and data resulting from the
passage of two or more simultancous particles.

I

The electronic processor operates by measuring
the time period required for the particle to pass a
fixed number of fringes. Should the particle pass
through the edge of the measurement volume, it is
possible that it will not pass enough fringes and
therefore the electronics are detained, awaiting
completion of the count. A second particle may
complete the count, but, of course, the data is
invalid. Two tests are incorporated to eliminate
these data. First, the maximum time gate automati-
cally terminates the count and invalidates the data
after sufficient time has elapsed to measure the
slowest particle of interest. Second, a 4/h test
is applied. This test consists of comparing the
time for the first half of the fringe count with
the time for the last half. 1f this time differs
by more than a fixed percentage (3%) the data is
considered invalid.

Errors resulting from simultaneous particles
have been treated extensively in the literature(6-9)
from the standpoint of tracking LV systems. For
the purposes of the single particle detector, a
simplified sum of two interfering particles has
been examined. Figure 19 shows typical calculated
curves from the addition of two sinusoidal signals
representing the light scatter of two simultaneous
particles passing through the measurement volume.
The frequency of one has been varied and the signa-
ture as scen by the electronics of the resulting
signals plotted. Hote that the zero crossing de-
tector would not receive a periodic signal. In this
case not only is one pulse of the series effectively
missing, but also a phase delay of about 180° is
introduced. The 4/4 test eliminates the vast
majority of erroneous data from simultaneous par-
ticle interference of this type. The possibility
still exists, however, that no phase shift is
accumuiated and the same number of zero crossings
lost on either haif of the fringe count. In this
case although the 4/4 test would validate erroneous
data, in practice the probability is extremely
small. If, however, this is found to be a limita~
tion to the system, the electronics is provided with
accommodations to incorporate a second test to
measure the time for an odd ratio of the fringe
count such as 3/5.

S

Iv-3.5 Data Processing

A detailed discussion of the data processing
equipment and software is contained in Section IV.h
of this report; only a brief description is included
at this point in order to aid the reader in visual-
izing the total LV system. From the LV processor,
block diagrammed earlier in Figure 17, two digital
words are transmitted to the computer facility for
each valid velocity measurement. These words include
10 bits of 8-fringe period data for each of two
channels and 12 bits of time data. The time data

m

Fig. 19 Particle Sig 4l Interference

is the elapsed time since the previous valid ve-
locity measurement. The two words are input to a
Lockheed Electronics Company MAC-16 mini-computer.
This mini~computer is controlled by a teletype at
the LV location and is provided with a ¥ million
word high speed dist memory upon which all of the
data are recorded. [t is capable of maximum
throughput rate of 37,000 words/second. A set of
data may consist of up to 40,000 words which are
recorded on disk directiy from the LV processor.
The run times for a set of data are typically 1 to
S seconds. Following the run, the mini-computer
calculates the mean and standard deviation of the
data, along with a velocity histogram, if desired,
and outputs these data to the teletype.

Permanent storage and analysis of the data is
performed by a Univac 418 computer which also has
hardware access to the MAC-16 disk. Permanent
storage is maintained on magnetic tape and software
provides the correlation and spectral analysis.
Basically the analysis consists of first removing
the mean velocity from each measurement, leaving
only the velocity deviation from the mean which
contains all the turbulence spectra data. The
correlation function is estimated by an algorithm
which tabulates the lag products v(t) .v(t+t), for
sample pairs separated by time t. 1t is computed
from the elapsed time data associated with each
velocity.

The turbulence spectra are comnuted by taking the
Fourier transform of the correlation function. The
corrclations and spectra are presented on a graphics
CRT display which is part of the Univac 418 system
and may be retained for hard copy by punched paper
tape. A CALCOMP plotter is used to prepare the
final copy.

1V-3.6 System Specifications

Velocity range: 1 to 4,000 fps
Accuracy: 0.1% at 125 fps
0.2% at 250 fps
0.4% at 500 fps
0.8% at 1000 fps
1.6% at 2000 fps
3.2% at 4000 fps
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Two orthogonal velocity vectors (u, v)
Effective measurement volume:
A cglindrical volume with a radius of 0.3 x
10> M, and length cf approximately 1.0 x
10”3 M (with off-axis receiving optics)

Data outputs:

Sampled velocity: uj, Uy, ... vy, Vo, ..
(given as an array of samples taken).

Mean velocity: u, v, and u, v resultant.
Turbulence intensity:

(%, = %)% + (x,=X)2 + ... (%,-%)2

n-1

where x = u or v.

Histogram of velocity: a plot is provided for
u and/or v.

Autocorrelation function:

1 T-1
R() =5 j x(t) x (t + 1) dt

o

where x = u or v.

Power spectrum:

T
max A
S(f) = f R(t)e j2nfr dt
o

Cross-correlation function:

1 T-1
Ryy (1) = T r u{t)v(t + 1) dt

o~

Cross-spectral density:

T X

ma .
Suv(f) - [ R (1)e-12ﬂf1 ér
A uv

Three dimensional positioning of the measurement
volume anywhere in the flow is possible.

{y-4i Data Collection and Analysis

The following paragraphs describe programs
currently available for processing data received
from the LV electronics package. These programs
were all written to use existing Lockheed computer
configurations with minimum changes to the system
structures. Considerable attention has been given
throughout the development of the system to safe-
guard data against computer failures, etc. which
potentially require a run to be repeated. The
programs may be re-entered manualiy at three dif-
ferent places to recover from potential problems.
These re-entry points have been successfully used
throughout the program in optimizing data

collection and analysis procedures.

One Lockheed capability which has been used ex-
tensively on this project is the visual examination
of data by computer graphics. By this means,
insight nas rapidly been gained into the behavior
of complicated algorithms and a level of confidence
in the procedures achieved which would have been
impossible without such a tool. Ouring program
development, much valuable time in plotting errone-
ous results has been saved by the ability to
preview data before plotting. Ouring production
use of this fazility, graphics wiil continue to be
used to preview data in order to reduce the quantity
of data sent for hcrd-copy plotting.

tv-4.1  Theory

The technique usea for computing estimates of
power spectra from random samples of two time his-
tories was independently conceived by the authors
at Lockheed-Georgia Company and by W. T. Mayo at
Texas A &€ M University(‘O) and subsequently
developed cooperatively into a practical algorithm.
It is important to note that the theory upon which
the power spectra analysis is based rests on the
assumption that the data of interest is derived
from a statistically stationary process. Results
of preliminary experimental tests have confirmed
the validity of this assumption.

The initial objective of the analysis program is
to convert the randomly-occurring samples obtained
from the laser velocimeter into a form suitable for
input to an implementation of the Cooley-Tukey Fast
Fourier Trensform{11). This program seeks to solve
the discrete equation

ot

0

-1 —iwk

N
JuK
S(w) = ATS R(k)e N w=0,1 ... A1
K

where the sequence R(K) is a complex array repre-
senting 3 correlation function sampled at regular
intervals At, and S${w) the resulting complex array
representing the signal power spectral density. |t
should be noted at this point that the auto-
correlation function of any one signal is an even
function of time and will produce the required real
power spectrum from the transform if R(-k) is
appended to R(k) in the input array. The cross-
correlation function of two signals, however, is
not an even function, and produces a complex power
spectrum.

As indicated by Mayo, the method used to compute
the series R(k) is best described by an algorithm
rather than an equation. The emphasis in designing
this algorithm has been on speed of execution with-
out compromising accuracy or, in an experimental
configuration, flexibility. The object is to
establish three arrays, DXX, DXY and DYY, each con-
taining N entries, with each element representing
the sum of lagged products At apart; where N and At
are chosen to satisfy the Nyquist criterion. This
requires that the effective sampling rate, 1/a1
should be double the highest significant frequency
content of the data if spectrum folding is to be
avoided. The Fourier transform automatically
selects the maximum frequency to satisfy this
criterion,

f = 1/241,
max

e .-
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and provides N samples of the spectrum, giving an
effective spectrum resolution of Af = 1/2Nax.

The basic process of updating the correlation
arrays with a pair of samples {x{t),y(t)] and
{x(t + 1), y(t + 1)] is to compute the product
x(t) x (t + t) and add it to the sum DXX, compute
y(t)y(t + 1) and add to DYY, compute y{(t + 1) x(t)
and add it to DXY, and increment the array
showing the number of products in each element
vhere for example x(t) represents the axial veloc-
ity at the same point.

The velocity data samples are processed serially
in the order which they are taken. A time history
out to the maximum delay time of interest is main-
tained at all times. As each sample is processed,
it is first correlated with itself to update the
first correlation element. The time to the
previous element is then resolved onto the corre-
lation time grid and the pair is used to update
that element. Subsequently, the next element in
the history is processed and updated until the
accumulated delay exceeds the maximum delay of
interest. The function computed may then be
described as:

IHT;

Z X Yk + (-1)ar)
k=1

D. =
)

where D; represents the i'th element of DXX, DXY or
DYY, and IHT; represents the number of entries in
that element.

Figures 20(a), (b) and (c) illustrate the accumu-
lation of a small aumber of samples to produce DXX
(note: only 6 samples are shown out of 20,000
normally taken). Figure 20(a) shows the velocity
time history with an overall mean of 100 fps sampled
at random intervals. Figure 20(b) shows the tabu-
lated data from the LV and Figure 20(c) shows the
process of accumulating these values into the corre-
lation function. For cxample, in processing sample
number 6, its product with itself is entered for
=0, sample 5 was 11 uS earlier giving a product at
1 = 10, sample 4 was 15 uS earlier giving an entry
at v = 20 etc. |If this were 2 complete series, the
sequence R(k) would be:

DXXg ,DXX; , DXX, , DXX5,DXXy, , DXXg
R = == 5~ 77

Experience has shown that the major factor in
the accuracy of the power spectra computed from
correlation functions accumulated as summed lagged
products is the number of products sumwed into
each interval. During early experimentation with
synthetic data, it was suspected that the process
of permitting all data with random time intervals
to be entered in the 'nearest'" grid slot was intro-
ducing errors which affected the computation
results. Subsequent experimental evidence, which
is supported by the theoretical analysis of other
investigators, has shown that if this is signifi~
cant at all, it affects only the shortest delays
and therefore the very high frequency end of the
spectrum. A more serious result of discarding
those data which do not fall close enough to the At
grid points in order to correct this effect is to
reduce the amount of data accumulated in the corre-
lation function. The computation time required to
make this decision was also significant
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Fig. 20 Correlation Function Example

for these reasons, the logic inserted in the
analysis program to allow the correlation latitude
to be varied has been removed. The analysis is
consequently faster and uses the minimum amount of
data to establish a given accuracy of the spectral
density function.

Having computed discrete estimates of the corre-
lation functions, the problem has been transformed
to the familiar one of computing the power spectral
density from a regularly sampled correlation func-
tion. Considerable knowledge has been accumulated
and published on this subject and the following is
a brief distillation of those portions considered
to be relevant to our particular problem. The basic
result of much discussion in this field is that
some knowledge of the characteristics of the data
is required before it can be properly processed.
For example, if some discrete frequencies are known
to be present and must be detected individually,
then the filtering which provides the most resolu-
tion is required whereas, if only the smooth enve-
lope of the spectrum is required, considerable
amounts of unnecessary ''noise' can be removed.

Since the exact expression for the Fourier
transform requires an infinite length correlation
function, the process of transforming a finite




correlation function of tength Ty implicitly
assunes a correlation window function. The most
obvious function is the "Zero'th" window, using
the nomenclature of Blackman and Tukey(12):

Dolr) =1 T<Ty
=0 2Ty

whose effect is to convolve the resulting spectrum
with the function

sin(2nme)
Qo(f) = 2Tm anTm

which is plotted on Figure 21. Among the other
functions tried, the most effective and that cur~
rently in use for the data being processed is the
Hamming window

D(t) = 0.54 + 0.46 cos(nt/Tg) T<Ty

=0 T 2Ty
which transforms to:

Q,(F) = 0.54 Qo (f) + 0.23 [Qo(F + ﬁ

1
+ Qy(f - E?;’]

which is also plotted on Figure 21. The horizontal
scale of Figure 21 is normalized to 2fT, so that
the integer values indicate the spacing at which
spectrum samples will be produced by the Fourier
transform.

”':J

vep,

Fig. 21  Spectral Window Functions

Three of the most common window functions to-
gether with the "default" or "Type 0" window are
currently available in the analysis program, and
the effect of each upon a spectrum taken from a
0.63 inch jet is shown in Figure 22.

Figure 22(a) shows the spectrum using the 'Type
0" window. Figures 22(b), (c) and {d) show the
effect of "Type 3" c¢r Hamming window, the "Type 2"
or Hann window and the "Type 1" or Bartlett window
respectively. Since the overall structure of these
windows is similar, it is not surprising that their
effect is distingulshable only In detail, but the
difference from ''"Type 0'' is remarkable,
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A secondary study to determine the effect of
truncating the data is shown on Figures 22(e) and
(f). The correlation function was truncated respec-
tively to one-half and one-third of its original
length and the Bartlett window applied with the
expected loss of definition of the data.

In addition to these analytic windows, two other
smoothing processes are applied before displaying
the resulting power spectra. The first, wnich may
be suppressed if there is reascn to suspect the
presence of sharp spikes in the data, is designed
to improve the presentation of smocth spectra by
applying a running average over ten points of the
spectrum. The second is an integral part of the
conversion from the linear output of the Fast
Fourier Transform to the more conven.ional log
frequency/log amplitude (dB) plots. Since the fre-
quency distribution of the data is linear and tne
log plot has a large concentration of points at the
high-frequency end, an algorithm was intreduced to
coalesce all points to be plotted within a speci-
fied mantissa tolerance. The effect of this
smcothing is most graphically observed on those
spectra having spikes at high frequency where the
amplitude of the spikes is reduced by averaging
with points of lower amplitude. By adjusting-the
width of the mantissa tolerance, these effects can
be minimized.

1V-4.2 Computer Configurations

Figure 23 shows the configuration of the labora-
tory data acquisition and processing system as
augmented to include the LV. The Central MAC is
an LEC MAC-16 computer used as a data management
and switching center. |Its capabilities have been
expanded recently by the addition of a 4-channel
multiplexed data channel (MDC), two channels of
which are used to handle high-speed data throughput
from the LV to the disk file. The computer also
supports a file management system for the disk used
by the Univac processor and by the other experi-
ments at remote terminals. Its memory will be
expanded from 4K to 8K words in the near future.
The Univac 418 system is a 32K 18-bit word processor
on which most of the Company's research into com-
puter graphics was done in the late 1960's, and is
still used for concept development. Except for
time-critical subroutines, all analysis on this
machine is written in FORTRAN IV, a feature facili-
tating the translation of the analysis to other
computers. The graphics language used by this pro-
gram to drive the display is a machine-independent
FORTRAN graphics language, FLING.

1V-4.3 Data Management

The success of the LV data processing system in
producing reliable spectra relies upon the rapid
collection of a large volume of data. Although the
Nyquist criterion does not apply to randomly
sampled signals as will be discussed belcw, current
experience indicates that in order to achieve
reliable results, it is neccessary to maintain a
relatively steady sample rate of the same order as
the bandwidth of the data of interest. The sample
rate necessary to meet these requirements would be
less demanding if it were a regular rate at which
synchronous writing of the disk could be maintained
With the irregular arrival rate of the data,
however, It became necessary to use a special disk
handler whereby the sector to be written on next is
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Fig. 22(a)

Fig. 22(b)

Fig. 22(c)

Window Function Study - Type “0*
Rectangular Windou

Window Function Study - Hamming
Window

Window Function Study - Hann Window

Fig. 22(d)

Fig 2z2(e)

Fig. 22(f)

windo. Function Study - Bartlett
Window

Window Function Study - Bartlett
Yindow Half Truncated

Window Function Study - Bartlett
Window 2/3 Truncated
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Fig. 23 Data Processing Block Diagram

determined, logic is used to select an available
track, and as soon as a block of data becomes
available the data is written and then further
writing at that sector/track is prohibited. The
synchronous transfer rate to the disk for 16-bit
words is 75 kHz in its current configuration, and
the above logic permits a maximum throughput rate
of half this, 37.5 kHz. The maximum samplie rate
for two channels which, with the associated time
data, require two 16-bit words for each sample is
therefore 18.75 kHz. This is considered satisfac-
tory for data with bandwidths above 20 kHz
especially when data buffering in both the elec-
tronics and the central MAC permit short bursts of
data at rates above 200 kHz.

The data collection prccess is initialized by
requesting the LV handler at the teietype, and
entering the appropriate run data. After checking
the system to ensure that previously stored runs
have been successfully retrieved and stored, the
handler awaits the start of the first run. When
that run completes, the list of sequential locations
of each block of data is processed to retrieve the
data, compute the mean and standard deviation of the
run and re-store it in one of seven sequential
files. The probability density distribution of
samples versus velocity for each channel are printed
for immediate review. It is then decided whether to
store or scrap the run and the sta t of the next run
is awaited. Currently, 20,000 samples of each
channel are stored as contiguous 100-word blocks.
The disk handler automatically caters for occasional
disk writing errors or data arca overflows by re-
questing the next sector. If the resulting delay is
such that the LV buffer is caused to overfiow, the
run is automatically terminated and restarted from
the beginning. This is necessary to preserve the
time continvity of the data.

If the Univac 418 is ready to retrieve data,

when a file is completed on the disk, it is re-
called, reformatted and stored on digital magnetic
tape. The reformatting at this point discards all
data beyond three standard deviations from the
mean and recomputes the mean velocity. The data
format is also changed from the two-word format of
Figure 24(a) to the three-word format of Figure
24(b). The mean of this data for each channel is
printed for comparison with that of the raw data.

When a data tape is available for processing,
the operator prepares a data card indicating which
data set on the tape to process and the parameters
associated with the processing and initializes the
processing. During processing, if further runs
are completed, the processing is suspended to
retrieve and store the data.
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(b) Processing Data

Fig. 24 Data Word Formats

IV=4.4  Results

In order to establish the validity of the system
design and operation, a number cf major functional
tests have been performed.

The first of these was used during the develop-
ment of the data analysis software before the
electronics and data acquisition portions were
available. It involved supplying the data analysis
program with a data tape simulating the information
on two LV channels. This simulated data was aiso
used in a study of the effect of reduced measure-
ment accuracy on the resulting spectra.

The second test included the electronics by
applying specific frequency modulated signals to
the data channel input and using the jet seeding
and particle detection to provide a "natural
random sampling of this signal. The carrier fre-
quency provided a simulated mean flow velocity, and
the modulating signal represented flow perturba-
tions about that mean.

The third functional test was performed using
the complete LV system on a small jet excited by a
loudspeaker. The results of the second and third
tests were combined in a study of the effect of
data rate upon the measured mean velocity.

The LV was then exercised in a number of con-
figurations in the laboratory and the spectra
compared with those from a hot-wire anemometer. The
results are included in this section.
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IV-4.4,1 Simulated Data

A digital program was written to prepare a data
tape with characteristics similar to those to be
produced by the data acquisition system operating
on real jet turbulence. This simulation progiam
was used to generate the input to and output from a
linear filter with frequency characteristics similar
to those expected of the data. The input to this
filter vas a pseudo-random binary sequence whose
power spectrum approximates that of white noise in
the frequency range of interest and the complete
process of generating the input signal and simu-
lating both the filter and Poisson sampling process
was performed in the same program. The theorctica!
characteristics of the filter and its digital simu-
lation are shown on Figure 25. The detailed deri-
vation of the filter, the relationship between the
filter input and output signals and the simulated
sampling process are given in Appendix tV-A. The
curves showing the auto-correlation function and
power spectral density of cach channel, the cross-
correlation function and cross-spectral density
between channels and the histograms of the time
between samples are shown in Figure 26. Figure 26
(a) and (b) show the auto-correlation and power
spectral density of the pseudo-random binary signal
which closely approximates that of white noise.
Figures 26(c) and (d) show the cross-correlation
function and cross-spectral density vhich approxi-
mate the impulse response and complex frequency
response of the filter model, the latter added to
Figure 26(d) for comparison. Figures 26(e) ard (f)
show the auto-correlation and power spectral density
of the filrter output; the latter adequately approxi-
mates the squared magnitude of the filter frequency
response (superimposed on the curve) above 300 Hz.
Figure 26(g) shows the histogram of the time between
particles indicating the typical Poisson distribu-
tion,
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Fig. 25 Digital Filter Frequency Response
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IV-4,4.2 Data Amplitude lInaccuracy

A small tenporary patch was added to the analysis
proy’am to aliow a variable number of the low-order
bits of the velocity samples to be masked out with-
out chaaging the ncan flow velocity. One hundred
sixty records from the syathetic data discussed in
Paragraph IV-4. 4.1 giving a minimum correlaticn
function count of 1042 samples per grid point were
used as the test date set and Figure 27 shows the
result of successively removing an increasing
number of data bits. The original synthetic data
was designed to contain as many bits of signifi-
cance as actual measurements under typical condi-
tions — velocity deviations of 100 fps providing
twelve bits of accuracy. The curves show that
while the spectrum above 2 kHz remains virtually
unchanged, the low-frequencv end is progressively
destroyed by removing up to 10 of the twelve bits
of significance in the data.

1v~4.4.3 Frequency Modulation lnputs

In order to provide accurate calibration of the
complete data sampling and analysis procedures, an
experimental configuration was established for
replacing the particle signal input ~ith the signal
from an FM oscillator. The particle detection
logic was retained to provide the real sampling in-
tervals and the experimental seeded jet was run
during the tests giving mean sample rates betwcer
5,000 and 10,000 particles pet second. Figure 28
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shows the means and distribution of velocity
samples returned to the teletype as soon as the run
was completed for two of the .ignals. The center
frequency of the sigral was 12.4 mHz which converts
to a simulated mean velocity of 398.7 fps. The
curve for the square wave shows the expected dis-

trizution ot sanples at the extremes of the veloc-
it. vacursion frois the mean while that for the sine
wdve approxirates the theoretical double-peaked

arplitude distribution of a sinusoidal disturbance.

In total, tne results of seven runs are shown on
rewre 29, A caption is included on each figure
ivoony the wonitions of cach run and the data
oresented at the reletype after the run was com~
stoted Figures 29(s) and 29(b) show the computed

sew M3 co roiation function of the 500 Hz
il oscillation. The correlation function

LU 4 for alos @ Cosine wave with the value
o - Yo wing the wxact rns valee of the per-
ta staun, €80 {fpsy , and the spectrum indicates a

« with Lhe correct value with a bandwidth of
« iw..ely 200 Hz a- ; ~dicted by the character-
.U~ of the Hamming window function. Figures 29

o e b v o Show the resalts of a 1 kHz square
wove x rtatron f v shiczh the correlation function
Sie 1) we tee uitanyular wave indicated.

Cle s1eab Foarier series theory indicates that
e . .t L to this should have the odd
naror i 5 04 Lont 3t arolitudes 9.5, 14, 17 and 19
Jo belin the fundacental, and these values are
closcly approxirated on the spectrum. Figures 29
(v}, 290§}, and 29(g) >hou the results due to a §
« o wrne wade including the distribution of time
petweer o atldes typical of all this sequence of
run  showind 3 redn sample rate of approximately 6
3] As siscussed in Paragraph IV-4.1, in order
to reduce the density of data on the log-log plot
of the youctra, a simple zone averaging is employed
«hich for mouth wpectra is significant, but re-
duce, tre amplitude of spikes which cccur in the
wothed regton.  The cerves of Figures 29(e), 29
(h) and (91§} sbov increasing evidence of this as
the trequeacy (and therefore data density) in-
creases.  In ovder to verify that the amplitude
ralios in the spectrum due to the 10 kHz square
Dve e Lotrect oul to the limit of the analysis,
ioterence was wadt Lo the original linear ampli-
tedes of the 5oectrum which >howed values of 197,
18.4 snd €. ar 10 kHz, 30 kHz and 50 kHz respec~
vively repeesenting ratios of 10 dB and 15 dB from
tae tunua ontal o the log-log scale.
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1WW-4.4.4 Loudspeaker-Excited Jet

The test confiquration used was a small
compressed-air jet with a plenum chamber to which
3 100-watt acoustic driver was connected. The jet
was run at a mean velocity of 403 fps and LV ruas
taken at various excitation frequencies and ampli-
tudes. Two typical spectra resulting from thesc
runs are shown as Figures 30(a) and 30{(b) repre-
senting excitation at 850 and 4400 Hz respectively.
The power spectrum resulting from the unexcited jet
is shown on Figure 30{c). As expected, the results
indicate that spikes, at the excitation frequencies,
have been added to the normal jet turbulence
spectrum.

1Y~-4.4.5 Effects of Data Rat.

One of the major contributions of the laser
velocimeter software analysis program has been its
verification of the fact that with random-time
sempling and single-particle detection, power spec-
tra can be computed with frequency content much
higher than the mean rate of collection of the data.
In principle at least, if the sampling process is
purely Poisson, arbitrarily low data rates may be
used, and the same pcwer spectra will eventually
result. Practical considerations of the stability
of the flow being measured, the requirement to re-
cord the time between samples with a finite word
length and the overall time to perform the experi-
ment put 3 lower bound on the possible mean rate.
Other considerations concerned with the probability
of two particles appearing in the measurement vol-
ume and the rate at which data can be accumulated
place an upper bound on the usable mean data rate.
Between these bounds, it has been established that
power spectra for certain classes of perturbation
about steady flow can be measured. The relation-
ship between the variability of power spectra and
the rate at which data is taken will be pursued
when more experimental data is available.

One question about which there has been some
concern is whether the measured mean flow velocity
is biased by the existence of more velocity samples
higher than the mean than samples lower than the
mean. This is related to the question of whether
one should use the arithmetic mean velocity of each
particle or compute the mean time Lo cross the
measurement volumes and use il to compute a mean
velocity (the harmonic mean velocity). Appendix 1V-8
represents a somewhat simplified theoretical arqu-
ment which indicates that the use of the arithmetic
mean is cquivalent to assuming that the flow per-
turbation is a purely compressible phenomenon
whereas using the harmonic mean implies a totally
incompressible flow. The discussion then reduces
to the physical description of the behavior of the
flow during the perturbation being measured.

An analysis made in an attempt to shed some
light upon this discussion produced some interest-
ing results. A small program was written to sub-
divide the samples taken on a selected run into
groups of 30 and compute the mean velocity of ecach
group and the mean rate at which the group of data
were accumulated. The data were plotted as mean
velocity against data rate as shown in Figure 31,
and it was observed that there was a small gradient
apparent in the data grouping equivalent to a
correlation between sample mean and data rate. The
program was expanded to include a least-squares fit
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to a straight line and run for two series of similar
measurements in the 0.25 inch jet. The first series
was the set of data using an acoustic driver as
described in Paragraph 1V=-4.h.4 ana the second, the
frequency modulation inputs described in Paragraph
1v-4.4.3 where the data format and sample distribu-
tion were unchanged but the actual physical

sampling process was removed. Figure 32 is a tabu-
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Jation of the results of these two siudies. The

wue studies were then repeated using the harmonic mean
- ; velocity in place of the arithmetic mean without
significant change in the results. i
™ The results of this study show that even when '
the data flows relatively smoothly, there are large
- . . IR — variations in the rates at which small groups of ’J
_________,_—.—...:——--' e data are accumulated, ranging from under 500 Hz to "
m . almost 20 kHz at a nominal rate of approximately 8 \
- kHz. Within these samples, if the complete seeding v
- - . and sampling procedure is used, there is a small {
positive correlation between the mean velocity of a
- sample and the rate at which the sample was taken. d
This correlation amounted to approximately 1% of s
‘ [ . . 0 - ' . . . . the mean velocity over the extremes of the data B
- rates sampled and was not materially affected by
£ A computing the harmonic mean velocity. It was,
ig. 31  Hean Velocity vs Data Rate for Blocks however, removed by performing analysis on data
of 30 Samples taken with the sampling process detached from the '
velocity measurement. This indicates that there !
is indeed some phenomenon in the LV sampling
Least Square Slope process which correlates data rate with measured
Run 1D Loudspeaker Runs velocity.
242 0.3004 x 1073 1V-4.4.6 Comparison with Hot-Wire Anenometer
24-3 0.2317 x 10-3 The first measurements comparing the LV with a
N hot-wire anenometer were taken in a jet with 0.63
24-1 0.7038 x 10°3 inch diameter driven by compressed air. Although
) the flow characteristics in such a jet are not
24-5 0.7626 x 10°% sufficiently predictable for rigorous comparison,
. measurements were made on the axis of the jet two
-6 . 10-3 diameters from the nozzle with both a hot-wire
26 0.2857 x 10 anencmeter and a single LV channel, each oriented
24-7 0.2765 x 10-3 at 45° to the mean velocity.
_ .3 The hot wire measured a mean speed of 360 fps at
24-8 0.1358 x 10 the 45° axis which resolves to an axial mean speed
_ s of 508 fps. The velocity sample distribution from
25-1 0.9862 x 10 the LV is shown in Figure 33 and the power spectra
~ -1 measured by each method are compared on Figure 34.
25-3 0.5063 x 10 The bandwidth of the filter used on the hot-wire
25-4 0.1291 x 103 spectrum analyzer was 100 Hz.
Mean Slope 0.2348 x 1073

Least Square Slope

Run 1D Frequency Modulation Runs & 50007
Z
& 40004
226 0.3799 x 10°* 3
[~
w 3009
22-7 -0.2079 x 10-% M
£ 2000
22-4 0.5439 x 10-6 Z
1000
22-5 -0.4375 x 10°%
- 250 309 350 400 450 500
22-9 -0.1082 x 10-3 VELOCHTY, FPS
23-1 0.7076 x 10~%
23-2 0.3406 x 1074
Hean Slope  -0.3673 x 1078
- Fig. 33 Hot-Wire Comparison - Velocity
Fig. 32 Table of Least Squares Slopes Sample Distribution
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fig. 34 Hot-Wire Comparison - Power Spectrol
Density, Mean = 367.5 fps, = 47.8

1V-5  Conclusions

The laser velocimeter has been proven to be
able to provide a method of measuring not only in-
stantancous and mean velocities and turbulence
intensity but also power spectra over a broad cand
of frequencies. Paragraph 1V-3.6 (System Speci-
fications) summarizes the system hardware capa-
bilities and defines data which may be obtained as
system outputs.

The major technological challenge during this
contract period was in achieving turbulence spec-
trum in the LV over a range of frequencies from
low frequency up to 20,000 Hertz. [t wa deter-
mined early in this development program that the
method of deriving power spectra would not be by
way of reconstructing the time history of the tur-
bulent flow. To derive satisfactory power spectra
by this means would require a sampling rate of
approximately 4 MHz which of course is totally un-
acceptable. By resorting to correlation processes,
it has been proved to be possible to achieve power
spectra with bandwidths of 20,000 Hz with sample
rates of only 5 to 10 kHz.

This has been validated by three methods. First,
the total electronics, computer, and computer soft-
ware were simultanevusly checked to determine the
bandwidth of the total system, independent of flow
or particle characteristice. The results of this
test showed that the systen was capable of
measuring power spectrum up to at leasi 50,000 Hz
and down to 300 Hz, the low trequency limit being
determined by FFT frequency spacing (sec Paragraph
IV.4.4.3), The second validation of the system
involved not only the 'system characteristics but
the characteristics of the flow and particles as
well. In this case, a small jet was modulated by
a loudspeaker using single frequency tones. In
each case the tones were readily identified within
the processed spectrum (see Paragraph IR'R'RIN
The third method of validation was a comparison
with hot-wire data. The laser velocimeter data
compared quite well with the hot-wire data (see
Paragraph IV.4.4.6). The small jet used in making
these comparisons contained a significant frequency
content out to approximately 10 kHz.

A 1agor area of study during the second half of
the contractual period will be to complete inves-
tigation into the effects of particle response on
the computed power spectrum. Since the laser
velocirmeter systen has been validated in its per-
formance out to 50 kHz, it would be practical to
evaluate particle response through theoretical
investigations and a series of laboratory experi-
ments. The results of spectrum measurements in
different coaditions show a frequency range limited
more by the pouer at cach frequency than by any
apsolute {requency value. A “white noise' level
oceurs between 20 and 24 aB below the peak fre-
quency level masking any significant information
below that. The cause of this phenomenon and
techriques for reducing the level and minimizing
its effect remain to be investigated.

The effects of various parameters associated
with the system have been studied. Those aspects
of classical signai analysis related to windew
functions which apply to this analysis are pre-
sented in this report. On practical data from the
test jets considered, the Hamming window without
arithmetic snoothing nas been used with most suc-
c.5s. The difference between this window and those
due to vaan and Bartlett is not, however, large on
this type of data. A study to determine the
cftects of inaccurate measurement of the velocity
produced <ome surprising results. While the
measured standard deviation of velocity and the
high-frequency end of the spectrum were unchanged
with data limited in accuracy up to 257, the low
frequency end of the spectrum displayed a marked
change raising the relative power below 2 kHz,
Tnis effect is somewnat complicated by the change
of mean velocity which would affect the very low
frequency components but remains a significant
measrre of the effect of inaccurate data upon the
power spectra. A third study, investigating the
relationship between the raic at which 3 set of
velocity sanples was taken and the mean of the
sample, also produced surprising results It
showed that for a series of runs taken in a small
jet the mean rate at which sets of 30 samples were
taken varied from under 500 to almost 2C,000 per
second. It also showed that there was a small
positive correlation between the rate at which the
samples were taken and the mean velocity of the
sample. On average, this was approximately 22 of
the mean velocity over the e«tremes »f the rate
distribution. Further study of this phenomenon is
also required.

After absolutc calibration runs on the test
stand have been completed, the LV system will e
rcady to record jet characteristics throughout the
operational regime of the facility.
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APPENDIX IV-A

Simulated Data Model

The first step in the simul3tion process is
writing a date tape containing two channels of data
whose individual and conbined statistics are known.
The signals selected were the input to and output
from the diyital mocel of a lincar filter.

IV-A.1  Filter Modd]l Characteristics

Tne particular filter used was selected to pro-
vide a spectrum similar to that expected from the
Lv:

%S
HS) = Tegy (svm)
Jith & gain K of 37700 and break frequencies a and
o of 1000 Hz and 5000 Hz, or 6283 rad/sec. and

31416 rad/sec. The freguency rasponse of this
filter is shown on Figure 25.

The digita) model of this filter was created by
using the z-transform technique fully described in
Reference 13. The results of this are summarized
as follows:

We require H(S) combined with a zero-order hold:

N 21 a H
H(s) =g (1-e ™)
uhere T, the sampling period, is 1 »S.

@) - T Hy(s) u(s)

-
-ls
I ~e )

K
— "{S+a) (5+b}

from tables in Reference 13,

ki-2) {2
i = e e o
Z-e z

ail'l +a, 17

bofb‘l"l b

where  a; - K(c.aT~e-bT)/(b-a)
I = '01
!x) =1
b{ N (c'JT + t:-hT)

by = o fatd)T

1f x(t) and y(t) arc the input to and output
from this filter whose sampled histories have Z-
transforms X(Z) and Y(Z), these are related to
K(Z) by the expression

Y(Z) = H(Z) x(2).

8y taking the inverse Z-transform and inserting the
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expression for H(Z), we obtain

Bo¥n * blyn--l * b2yn'2 = a‘xn-l * %2

vhere X, and y, are the values of x(t) and y(t)
sampled at time nT. From this expression, an
algorithm was derived for computing y, given the
two previous values of x and y:

a a b b
)} 2 1 2
Yo =5 X vt X T Vet T Yhe
b° n-1 b° n-2 by ‘n-1 b, “n-2

Figure A-1 shows the values of y, plotted when
the inpute are

(a) X; = 10000, X; =0, i #1

(b) X; =1 if i20, X; = 0, i<0
{c) XE = T if 120, Xj = 0 for i<0
(d) X; =sin (i f) for i>0, = 0 for i<0

where f = i0,000T radians.

v ap Sesprse
't
H / YT -t

PSR S

PEErS'S

Fig. A1 Filter Characteristics

Also plotted on the same charts are the responses
of the linecar filter H(S) computed from tables in
Reference 14:

K(be-bt ~a e-at)

Impulse response: gi(t) = v

Unit step response: gs(t) ~Kle” -e )
Qo

K be 2% -
Ravp response: gr(l) =75 1+ b

Frequency response at frequency w;:

AT,wf e-l/Tl
gp(t) 2 —————nw— -
f (r5-1)) (1473 o)

ATzuf c-t/Tz Auf Cos(wlt -v)

+

(T,-1) (1473 o) (473]) (1474u})

where

A =a—'f5;, Ty = 1/a, T, = /b,

¢ = tan" 1T + tan 1Ty,

1V-A.2  Selection of Input Waveform

In order that the filter output signal should
fave a known power spectral density, it was decided
that the input to the filter should be band-limited
white noise. One form of white noise which is very
conveniently generated on a digital computer i: a
pseudo-random binary sequence whose generation and
properties are described in Reference 15. The
particular sequence used was the 16-bit maximum=~
length sequence generated by feeding back bits 10,
12, 13 and 15 of a 16-bit register. The binary
signal resulting from observing any bit of this
register and setting X, = 1 if the bit is 1 and Xq
= -1 if the bit is zero is a periodic signal with
period T' given by

TP= (2. T
vhere T is the clock period of the register.

The auto-correlation function for this signal is
defined by the relation

T'/2
R(1) = 11' [ x(0) x () &t
~T'/2

It can be shown (Ref. 15) that this is evaluated as
R(x) = (1 - /1) for 1 <T
= ~1/N for 1 >T

where N is the number of samples period, 216 -1 in
this case. This function is diagrammed on Figure
A-2.

The power spectrum of this signal is quoted in
Reference 15 as:
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LRSTE 2RE.3

Fig. A-2 Auto-correlation Function of a
Pseudo-Random Binary Sequence

©

(n+1) SIP ('uzl)2 z 2an
—_— §(w -

1
o) = == —x W) e sl
2 ne-o
n#0

where 8(t) is the Dirac delts function. This is a
line spectrum with frequencies at multiples of the
fundamental frequency

o =28
o NT '~

Evaluating this in the frequency range of interest
and noting that the basic frequency wy is 96 rad/
sec. and the maximum frequency of interest i3 J06
rad/sec., we assume the spectrum to approximate a
continuous spectrum with a constant level of 1/N
except at « = o where it is zero.

The maximum error in this assumption is at the
highest frequency where a = «T/2 = 0.5 and sin a/a
= ,927 giving an error of 1 - (.927)2 = 142.

Similarly, if NT is very large in comparison
with the system response time, the auto-correlation
function may be approximated by the Dirac delts
function:

R(x) = 8(x)

tn the system selected, Figure A-1 shows the filter
response to be stable after less than 1 mS, which
is small compared to the 65 millisecond sequence
period, thus justifying the above assumptions.

1V-A.3  Filter Input and Output Relationship

Reference 15 lists the standard input-output
relationships for a linear system. If x(t) and
y(t) are the input and output of a filter, h(t) its
impulse response, and H(w) its frequency response,
h(t) and H{w) are related by the Fourier transform
pair

©

h(e) = 1= [ Hiw)e't do

-0

©

and K(w) = [h(:)e"“" dt

-

Similarly, the Wiener-Khintchine relations for
auto-correlation h{t) and spectral density S{w) are
the transform pair i

° . !
R(x) = -;7 [ st @ ‘

o |

and S(w) = .[ R(r)e-iut dt

-0 »

The output of a linear system is related to its
input by the following conversion:

y(e) = | x(t-6)h {e) do /
-0
We will use the result derived above that the i
auto-correlation function of x(t), the pseudo-
random binary signal, is a series of impulse
functions occurring at such a low frequency that
each system response to that stimulus may be

treated in isolation. The suffix xx is added to
indicate the correlation of x with ::

.1
Rxx(r) =9 5(1)
whose power spectral density is then given by
s, (w) =3 A-3.1
XX N

in the frequency range of interest.

The output auto-correlation function and power
spectral density are standard deviations:

R, (1) = [ f h(6) h(u) R (t-u + 0)dudo  A-3.2
and Syy(u) = H(w)? s, (w) A-3.2

The cross-correlation and cross-spectral
densities may also be derived as follows from the
definition of auto-correlation:

T/2
Ry (@) = pon [ x(e)y(eroae
-1/2

Substituting for y(t +1)

T/2 ®
Ry (¥ = }L’: f x(t) fx(m-o)h(o) dodt
-T/2 -

and since x and h are continuous with respect to t,
1 and 0, the order of integration may be changed:

© T/2
Ry () = [ 0(0) 110 [ x(e)x(t+e-0) drdo
- -1/2
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which contains the definition of Ryy(t-0)

«

[ (o) R, (1-0) do

-

ny(z) =

With the value for R,, substituted, this becomes

=1
| Ry (1) = § h(x)
and by transformation,
i -jut
Sxy(u) = ] N h{t)e dt
1
or Sxy(w) y H) A-3.3

Equations A~3.1, A~3.2 and A-3.3 are the known
relationships which the analysis program recon-
structs from the random sampling process.

IV-A.4  Sampiing Process Model

L The assumption was made that the process of ob-

taining a sample of the fluid velocity in the
measurement volume by detecting the presenrce of a
particle and measuring its velocity is a Poisson
sampling process with a mean sample rate A which
would be constant over any measurement run. This
assumption has been adequately justified by sample
distributions recorded during actual data runs
[compare Figures 26(g) and 30(g)]. This means that
the probability, P, that the number of velocity
samples n(T) occurring in time interval T is equal
to k is given by

AT)¥
o '('k"'L

P {n{T) =k} =¢e

where A is the mean rate of arrival of samples(|6).
In order to simulate this sampling process correctly,
we are required to know the statistics of the random
variable t', the time between adjacent velocity
samples. In particular, we wish to know the density
function f(t) which is defined as the limit of the
probability that t' lies in the small interval

fr,t +at):

P{r<t' < tHatd

At

Iim
flr) = 4t-0

This may also be regarded as the probability that
time between particles is between 1 and 1t + At.

The function f(t) is derived in Reference 16 by
defining a random varfable Z as the time between
the two particles surrounding a fixed time ty, and
showing that the density of Z is given by

f,(2) = A22¢ "2

The logic is then extended to the variable X
measuring the time between any two samples where

3 'Xx
fx(X) = e
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The density function required for this analysis is
therefore
f(z) = ae T A-3.4 !

In order tc model this distribution under the

added constraint that there is a minimum value for J)
1 caused by the finite processing time of the elec- !
tronics, a sccond random generator is created with !
statistics independent of that used to excite the ’
filter. By using a portion of the storage register .

for this sequence, a random number with uniform
distribution is obtained. This distribution may
then be shaped to any desired distribution such as
that of equation A-3.% by reterence to a suitable
table. The aumbers resulting from this generation
process specify the number of samples of the filter
process to be ignored betore the next sample is
accepted for storage. The digital filter is
therefore driven regularly by a clock and sampled
at iatervals <imulating the required Poisson
process.

APPENDIX 1V-8

Hean Flow Rate Calculation

We are provided with a sequence of samples V; of
a flow velocity separated by known intervals At;
and require to compute a number of statistics of
the flow including an estimate of the mean flow

velocity V. The exact expression for V is:

T
1
v=—T-" v (t) dt
o]

where V(t) is the instantaneous flow velocity and T
is the duration of the experiment.

Since the flow is sampled as described above,
the simplest approximation to the sampled flow is
to hold V; constant for the period At;. The
estimated mean velocity, V', then becomes:

N
- 1 : ,
V' = W l V; At
A, inl
Fpay/

where T has been replaced by the sum of the
increments of time.

It is necessary to make so.e assumptions about
the relationship between V; and At in order to
evaluate this expression.

Assumption A

If V; and At; are independent random variables,
it can be shown that the expected value of their
product, E(V.At) is the product of their expected
values E(V) E(At) ard since for any variable X,

N
B0 =5 ) X
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-

L;& — il

then

> Vi bty = NEW.00)

= N.E(V).E(at)
N N
SR
i=1 i=l
N
TR
i=1

which is the arithmetic mean of the sequence Vi‘

Assumption B

If V; is related to 41; by the expression

V.

i ot; = K

where K is an arbitrary constant, the ‘estimated
me.n velocity becomes:

o= NK
VB N
at;
i=1
=K
Bt

Vé is therefore the harmonic mean velocity given by

N
I

CL
v Vi

1
8 i=1

Z|-

Physical Significance

The physical significance of assumptions A and B
can be related to the characteristics of the fluid
in which the particles which provide the velocity
samples are suspended. |If it is first assumed that
the particles are mixed homogeneously with the
fluid, assumption A that V; and At; are independent
says that when the fluid accelerates, its density
correspondingly reduces in order to prevent any
correlation between V; and Atj, i.e. , that the
flow is compressible. Assumption B that V;j.Atj is
constant says that on average, the distance between
particles and therefore the fluid density remains
constant as the flow speed increases locally, an
example of incompressible flow.

It can therefore be concluded that by using the
arithmetic mean of the velocity samples, one is
assuming the flow to be compressible. The arith-
metic mean period {or harmonic mean velocity) is
used for incompressible flow.

APPENDIX IV-C

Derivation of Particle Probabilities

For any given particie density,

= 1%
Pp+ P =1 C.1

and Py zan be fu.ther divided into either good hits,
Pgs in Ag or bad hits, Py, in Ap

Py = Pg + Py c.2

The probability of valid data is defined as the
probability that particles which intercept Ag are
not disturbed by a second particle and is,

Py = Py (1 -P). c.3

Particles which iatercept Ag but whose signals are
disturbed by a second particle should be rejected
by the data validation tests. The probability of
these is Pg .Pr. The bad hits, Pp, are divided
into those that exceed tm, Pp . (1 = Pp), and those
whose count of 8 is completed by a second or more
particles before tp, Pp .Pp. The total probability
of these occurrences may be written as,

1=(1-Pp) + Pg Pyt Pg (1 -9
+ Py Pyt Py (1= P C.4

Assuming that the distribution of the particles
in the flow is truly random, the Poisson distribu-
tion can be used to quantize these probabilities.
This is a standard assumption and, as will be
demonstrated later, is verified by experiment. The
Poisson form is,

at ()"
nl

p(niAt) = e , .5

where n is the number of particles occurring and A
the mean rate of arrival of particles per unit
time, t.

The probability of a hit, Py, is then the proba-
bility of obtaining at least one particle in the
measurement space in time tp.

©
Pp = :L plnjatp) = 1 - ploiatp). c.6
n=1

The probability of no hits, Ppp, is of course,
p(o;Atp).

*Definition of the probabilities is given in Section 1V-2.1.
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The particle rates desired for the single
pas ticle LV necessarily restrict the hits in the
meusurement area to small numbers. Each one of
these hits must be examined by the electronics for
validity by either a frequency stability test or
the t, test. Although the time required to perform
the stability test, tg, is small compared to tps tp
can be either longer or shorter than the data pro-
cessing period, tp, depending on the minimum
velocity required. For the experiments planned in
this program, the velocities are such that we
assume t, < tp.

In order to describe P, we must consider that
the system can only examine a limited number of
P'i particles during t,. |If we consider only ty test
rejects, then this number, n, is the integer value
of tp/tm. Using the binomial notation to describe
the probability that K of the n particles will pass
through Ag, where the probability of any single
particle passing through Ag, (K =n = 1), is E, we

can write,
! -k
b(K;n,E) = RTYE:ETT . EK(I-E)n c.7
; where
to/tn tp/.tm
Pg = zl p(n;ti) .b(1;n,E). c.8
1 n=1

J> must also consider the probability, Pp, that
one pirticle may pass through Ap followed by
anoth -r through Ag + Ay before tm. If these cvents
weee to continue throughout tp, the number of » ar-

RS ticles which can be examined is < tp/ty. The
probability of these events allows n to be > tp/tp
and limited by tp/ty. It may be expressed in
binomial notation as,

// Po = b(n = tp/tpin, Py . bln - tp/tmons1-E)). €.9
‘ The probability of these occurrences is,
S

- -

L ==

tp,td

tp/ty +1
tp/td
b(n = ty/tnins Py (Atm)) .p(nidtp) .b(130,E).

nEtlty+ 1
ptim .10

Combining these equations we get the total pro-
bability of a good hit:

to/ty
Pg= > plnidey) .b(1in,E)
n=]
tp/Ed
* N b - tp/tmin,Ph ()

n=tp/tp+l

.p(n,ktp) .b(1;n,E). c.1}

0f these particles, only those not disturbed by a
second particle may be considered as valid data as
shown by equation C.3. An expression for Py and Py
must now be derived.

Py, is the probability that two or more particles
intercept the total area, Ag + Ap, during the maxi-
mum time gate, tpy.

P = :S pln,Aty) = 1 - plo,Atg) - p(1,0ty). €.12
n=2
Similarly P, is the probability that two or more

particles intercept the measurement area during the
transit time, t,, of one particle.

20
Py = f\ p(n;Att) =1 = plojrty) - p(1;xtg) €13
n=2
where ty = Ngd/V, Ng is number of fringes in the
measurement volume, d is their spacing and V is the
particle velocity.
189 %U,5.Government Printlng Office: 1974 — 657.013/55




