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FOREWORD

1. This military standard is approved for use by all Departments and Agencies of the
Department of Defense.

2. Beneficial comments (recommendations, additions, deletions) and any pertinent
data which may be of use in improving this document should be addressed to: Director,
Defense MappingAgency, ATTN: PR, 8613 Lee Highway, Fairfax, VA 22031-2137 by using
the self-addressed Standardization Document Improvement Proposal (DD Form 1426)
appearing at the end of this document or by letter.
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1. SCOPE

1.1 Scope. This standard defines MC&G product accuracy and provides a common
basis for the appropriate application of these definitions.

1.2 PBurpose. The standard accuracy definitions apply uniformly to product designers,
producers and users.

1.3 Applicability. These standards apply to both internal and contractual development
efforts by the Military Departments, Office of the Secretary of Defense, Organization of the
Joint Chiefs of Staff and the Defense Agencies of the Department of Defense (DoD),
collectively known as DoD Components; and to all levels involved in the preparation,
maintenance of MC&G products.
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2. APPLICABLE DOCUMENTS

2.1 Government documents.
2.1.1 Specifications, standards. and handbooks.

This section is not applicable to this standard.

2.1.2 Qther Government documents, drawings, and publications.

This section is not applicable to this standard.

2.2 Non-Government publications.
This section is not applicable to this standard.

2.3 Qrder of precedence. inthe event of a contlict between the text of this document
and the references cited herein (except for related associated detail specification, specifi-
cation sheets, or standards), the text of this document takes precedence. Nothing in this
document, however, supersedes applicable laws and regulations unless a specific exemp-
tion has been obtained.

ne
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3. DEFINITIONS

3.1 Absolute horizontal accuracy. The statistical evaluation of all random and system-

atic errors encountered in determining the horizontal position of a single data point with
respect to a specified geodetic reference datum. Expressed as a circular error at 90 percent
probability.

3.2 Absolute vertical accuracy. The statistical evaluation of all random and systematic
errors encountered in determining the elevation of a single data point with respect to Mean
Sea Level (MSL). Expressed as a linear error at 90 percent probability.

3.3 Accuracy. The degree of conformity with which horizonta! positions and vertical
values are represented on a map, chart, or related product in relation to an established
standard.

3.4 Datum (geodesy). A geodetic datum is uniquely defined by five quantities. Latitude
(¢), longitude (L) and geoid height (N) are defined at the datum origin. The other two
quantities defining the datum are the semimajor axis ana tiattening or the semimajor axis
and the semiminor axis of the reference ellipsoid.

3.5 Random error. Errors that are not classified as bilunders, systematic errors, or
penaodic errors. They are numerous, individually small, and each is likely to be positive as
negative. '

3.6 Relative horizontal accuracy (point-to-peint). The statistical evaluation of allrandom

errors encountered in determining the horizontal position of one data point with respect to
another. Expressed as a circular error over a specified distance at 90 percent probability.

3.7 Relative vertical accuracy (point-to-point). The statistical evaluation of all random

errors encountered in determining the elevation of one data point with respect to anocther.
Expressed as a linear error over a specified distance at 90 percent probability.

3.8 Systematic error. An error that occurs with the same sign, and often with a similar
magnitude, in a number of consecutive or otherwise related observations.
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4. GENERAL REQUIREMENTS

4.1 Accuracy requirements. Product accuracy requirements are directly related to the
intended use(s) of the MC&G product. All products are generated with specific intended
uses defined. The intended uses determine both the required accuracy value and the
accuracy category (i.e., absolute horizontal, relative horizontal, absolute vertical, or relative
vertical). Products having multiple intended uses must meet the accuracy requirement for
the most stringent intended use. However, not all maps or charts of the same type are
required to meet the same accuracy. For example, City Graphics products that are not to
be used for tactical land combat may be produced with less accuracy than those to be used
for tactical land combat.

4.2 Jntended use of accuracy. The intended uses of MC&G products typically fall into
the following five categories: planning, navigation, target identification, gunfire support, and

target positioning. In mostinstances, these uses require a specific level of relative accuracy
in both the horizontal and the vertical planes. Absolute accuracy is required mainly for
precise navigation and target positioning.

4.3 Accuracy requirement definition. MC&G product accuracy requirements are de-

fined in terms of both absolute (horizontal and vertical) and relative (horizontal and vertical)
components. Relative horizontal accuracy is further defined as either point-to-point to point-
to-graticule. An intended use may require reporting accuracies for any or all of these
definitions. Both absolute and vertical accuracies are expressed in meters on the reference
datum at ground scale. These values are computed according to a specified probability
distribution and are reported at a specified confidence level.

25 meters at 90%

L L Confidence level

Accuracy on reference datum

FIGURE 1. -Horizontal Accur
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25 meters at 90% over 100km, (

L L- Point-to-Point

Distance accuracy valid over

Confidence level

—— Accuracy on reference datum

FIGURE 2. Relative-Horizontal Accuracy (Point-to-Point).

25 meters at 90% over 100km, (G-P)

L l—— Graticule-to-Point

Distance accuracy valid over

Confidence level

— Accuracy on reference datum

FIGURE 3. Relative-Horizontal Accuracy (Graticule-to-Point).

25 meters at 90%
l_- Confidence level

Accuracy on reference datum

FIGURE 4. Absolute-Vertical Accuracy

25 meters at 90%, over 100km, (P-P)

L_ Point-to-Point

Distance accuracy valid over

Confidence level

~—— Accuracy on reference datum

FIGURE 5. lative-Verical int-t0-Point).
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4.4 Formulas (simplified).
4.4.1 Circular Error. Horizontal accuracy.
Accuracy Value (meters) = +/-1.073 (0, 0,)

= sample standard deviations, for latitude or Northing and longitude or
Eastmg

1.073 = normal deviate for 90% confidence level

4.4.2 Linear Error. Vertical accuracy.

Accuracy value (meters) L=+/-1.646 o
o, = sample standard deviation (meters)

X

1.645 = normal deviate for 90% confidence level

4.5 Selection of normal distribution. The normal distribution function was selected
since it closely fits the actual observed frequency distributions of many physical measure-
ments and natural phenomena. In addition it makes error analysis a more tractable
problem.

4.6 Accuracy Note. MC&G hard copy products shall carry in the title block of the in-
dividual product a statement as to its specific accuracy. Digital products shall have an
accuracy statement in the header information. Mf the product has varying accuracies, a
accuracy diagram shall be depicted and for digital products, accuracy values shall be
depicted and for digital products, accuracy values shall be given in the sub-region of the
headerinformation. Accuracy statements are notto be used on MC&G products withascale
1:1,000,000 or smaller.

A = 25 meters at 90%

B = 50 meters at 90%
C = 40 meters at 30%

FIGURE 6. Accuracy Diagram




Downloaded from http://www.everyspec.com

MIL-STD-600001

5. DETAILED REQUIREMENTS

5.1 Genergl. This standard contains detailed requirements for both the definitions and
mathematics of absolute and point-to-point (relative) accuracy. It is understood that these
are the official statistics for stating product accuracies and for specifying hardware/software
requirements when these specifications are stated in terms of ground position accuracies.
The emphasis of this standard is on the development of the theory which defines accuracy.
The application of that theory to any given MC&G product is not presented.

5.2 Absolute accuracy. Absolute accuracy is defined as the statistic which gives the un-
certainty of a point with respect to the datum required by a product specification. This
definition implies that the effects of all error sources, both random and systematic, must be
considered. Absolute accuracy is stated in terms of two components, a horizontal compo-
nent and a vertical component. The horizontal absolute accuracy associated with a product
is stated as a circular error, CE, such that 90 percent of all positions depicted by that product
have a horizontal error with magnitude less than CE. Likewise, the absolute vertical
accuracy associated with a product is stated as a linear error, LE, such that 90 percent of
ali elevations depicted by the product have an error with magnitude less than LE.

5.3 Relative accuracy. Relative accuracy is that statistic which gives the uncertainty be-
tween the positions of two points after the effects of all errors common to both points have
been removed. Relative accuracy is also called point-to-point accuracy. Relative accuracy
is seen to be independent of product datum in that it is defined as the error in the compo-
nents of the vector between the two points; but is still stated in terms of a horizontal
component and a vertical component. As in the case with absolute accuracy, the horizon-
tal uncertainty is stated as a CE and the vertical error is stated as a LE.

5.4 Point positions. Point positions derived from measurements of photographic
images are usually referenced to an earth fixed Cartesion coordinate system. A variance-
covariance matrix defining the uncertainty of this computed position relative to this coordi-
nate system is determined by standard error propagation techniques utilizing apriori esti-
mates of errors associated with the computational parameters. The apriori estimates ofthe
errors associated with these computational parameters are usually in the form of a variance-
covaniance matrix and includes all of the covariances resulting from the correlation of the
parameters. The parameter variance-covariance matrices used to assess product accura-
cies result from (1) statistics accumulated from redundant observations of the parameters,
or (2) statistics propagated through computations required to determine the parameters
from redundant indirect observations. An example of such computations are those required
to accomplish least squares triangulation to update exposure station positions and camera
attitudes.



Downloaded from http://www.everyspec.com

MIL-STD-600001

5.5 Variance-covariance matrix. A primary goal of any evaluation scheme shoulid be
the construction of the variance-covariance matrix associated with any position depicted in
the product. The generation of such matrices will likely utilize standard error propagation
techniques and/or sample statistics resulting from the comparison of positions extracted
from the product to their known positions. Such points are referred to as diagnostic points.
Ultimately the success of any evaiuation method depends on its ability to approximate these
variance-covariance matrices. The vanance-covariance matrix relating the errors of two
geographic positions will be defined. This is followed by a summary of methods used in the
determination of this matrix in various circumstances. Finally, the computation of the
absolute CE and LE and the relative point-to-point CE and LE is presented.

To define a covariance matrix consider two vectors, denoted by U and V, whose components
are random variables. The cross-covariance of the two vectors is defined by

E[(U - E[U]) (V - E[V]))

where E is the expectation of the random variable and is defined as the sum of all values
the random variable may take, each weighted by the probability of its occurrence. The
covariance of U is when U = V.

Suppose that the geographic position of two points, and their cross-covariance matrix has

been determined. Let the two positions be denoted by (¢, A, h, }and (¢, A, h,) Let
their cross-covariance matrix be denoted by Q such that =

Qﬂ 12
Q =
Q, Q,
where
- —
oq)' a¢jk, o(pihx
Qn =
2
Uq)i%'i 07\'1 U)\.]hl
u¢|h| 6)‘7h| ght 1
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where

2 .
°¢.  is the variance of ¢, etc .,

°¢. is the covariance of ¢, and A, etc.

and —_
0,0, °0.A, °¢.h,

o
[

°?"1¢2 c,)\'1;\'2 0‘)\1 hZ

12

ho, ha, by

Methods for the determination of the cross-covariance matrix Q will be considered. These
methods, intended as guidelines only, are somewhat generalized in the sense thatthey are
not presented in terms of any one product. Two methods are presented; the first based on
the statistics output from triangulation; the second based on a comparison of positions
sampled from the product to known or diagnostic positions.

5.6 Error propagation relating to triangulation. First consider the case involving trian-

gulation. It is not within the scope of this standard to present an exhaustive development
oftrianguiation mathematics. Hopefully, enough for clarity and understanding is presented.

The condition equations are assumed to be of the torm

A(L+V)+BA=D

where A and B are coefficient matrices,

D is a vector of constants,
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L is a vector of observations,
V is a vector of residuals, and
A is a vector of parameters usually referred to as the state vector

In addition, define Q,, as the covariance matrix associated with the observational vector L
and define W as the observational weight matrix, that is,

w=-q;

A few words relative to the observations and state vector regarding their respective weights
are in order. Assume that the unknown state vector, A, has an initial value that results from
an observational reduction process and thus can be treated as part of the observations, L.
Thus, any theoretical error propagation scheme used to estimate triangulation output
accuracies depends heavily on apriori covariances associated with the observations or
associated with parameters treated as observations. The covarniance matrices resulting
from triangulation are considered acceptable if a reference vanance computed from the
residuals is believable. Define this reference variance as

o2 =YWV
°© R

where Ris the degrees of freedom associated with the least squares adjustment. Sincethe
weight matrix is the inverse of the observational covariance matrix, the reference variance
is in variance units and will be near unity in value. In fact o is sometimes referred to as
the unit variance. If the unit variance is not close to unity, it becomes difficult to give much
credibility to the subsequent error propagation.
Rearrange the condition equations so that the form is

AV+BA = F
with

F=D-AL

The least squares solution is defined as that solution which minimizes the function

10
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¢ = VIWV - 2KT(AV + BA - F)
with respect to V and A. The vector K is the Lagrange multipliers which accomplishes this
minimization. Therefore, to mimimize ¢,
d¢/dV = 0 and o/ =0
must be satisfied. Thus,
2¢/9V = 2VTW - 2K'TA = 0,
and
0¢/05 =-2KB=0
along with the condition equations forms the system of equations
WV -ATK = 0,
AV + BA = F, and
B'/K=0
which must be solved for V, K and A. It can be shown that the solution is given by
V=Q AK,
K = (AQ_AT)" (F - BA), and
A =[BY(AQ AT)'B]'BT(AQ AT)'F.
Let

N = BI(AQ_ A")"'B
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and

T = B'(AQ A")'F.

The normal equations can be written as

NA=T
so that
A = N'T.

The covariance matrix associated with the parameter A is determined by using the
covariance propagation rule

Q= Qi
where |

J, =o0AdL.
Since

A =N'BY(AQ A")" (D - AL),
it foliows that

J, = N'BYAQ AT)' (-A)
and

Q,, =-N"'BY(AQ_ AT)' AQ [-N'BT(AQ AT)' A]"
which simplifies to

Q,=N"

12
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It is often true that not all of the parameters in the state vector, A, are used for the
development of a product. For example, the state vector may include both ground positions
and sensor related parameters. Some products may be developed using only the ground
positions, while others may also utilize the sensor parameters. To understand this situation
suppose that the state vector can be written as

A

A
and the corresponding condition equations become
AV +BA +BA=F

which can be written as

Al =F.

A

AV + [B B]|

f -

US|

As before the normal equations, with
B=[B B]
have the form
~ 0 O Lo
B oua B B4 - L@Ti (AQA")F
B Al BT
To simplity the notation iet

W, = (AQ_ AT)"

thus

B'WB BWSE | .FA—] B'WF
- . e - | N R e
Sws Bwh, | Al I‘BTWQF

—
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Let
N=BWSB |,
N=BW_EB |,
N=BWE ,

T=BWF ,and
T=BWF |,

then the normal equations are

. = .
N NIA! 1fT

NRGE T

Next, solve for A and A and determine Q;; and Q;; , their respective covariance matrices.

The normal equation can be written as
NA + NA = T

and
N'A + NA = T.

Equation (figure 7) yields

A = NYT-NA)

which when substituted into equation (figure 8), yields

N'N'(T-N&) «+ Na = T

which reduces to

A = (N - N'N"N)" (BT - N'N'BT)W._(D-AL).

14

(FIGURE 7)

(FIGURE 8)
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The covanance propagation rule states that
Q... = [0A/0L) Q_ [9A/0L]T
where
JA/BL = -(N - N'N-'N)"* (B"- N'N"BT)W A
thus,
Qg = (N - NTN-N)™.
Likewise, solve for A using equation (figure 8), that is,
A= NY(T - N'A)
which, when substituted into equation (figure 7), becomes
N« NR(T - W) =
which reduces to
A =(N - NN'N"*(BT- NN"BT)W F .
The covariance matrix associated with A is given by
Q;; = [0A/AL) Q_, [oA/AL)
where
AL = -(N - NN-'N™) " (BT - RN"BT)wW A
thus
Q;; = (N - NNNT)" (BT- NN"BT)W AQ A

x [(N - NN-'NT)* (BT - NN"BT)W JT

15
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which simplifies to
Q;; = (N-NN'NT)".

ft will now be shown that these expressions for Q;: and Q- correspond to the partitions
of N'. Assume that A = MT, that is

F MM||T
B Wi | T
_ N
or
M= N"
which rheans that
e iy . ey g =
N N M M 1 OJ
NN (MM o 1

which, when expanded, gives the four equations

NM + NMT = 1, (FIGURE 9)

NM + NM = 0, (FIGURE 10)
N'™ + NM" = 0, and (FIGURE 11)
NTM + NM = 1. (FIGURE 12)

Equation (figure 11) can be rearranged so that
M7 = -N"N"M
which, when substituted intc equation (figure 9) gives

NM + N(-N"NTM) = 1

16
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which, solving for M, gives
M = (N - NN''NT)",

Likewise, equation (figure 10), when rearranged, gives

M = -N"'NM

which, when substituted into equation (figure 12) and solving for M yields
M= (N - NTN'N) .

Thus it has been shown that
Q;; =M

and

Q=M.

AA

A typica! method of reducing the dimension of the matrix to be invertedis to "fold" the normal
equations. This is accomplished by eliminating some of the parameters from the state
vector. Assume that the normal equations are partitioned as before, that is

(f« N| m ] %1
R A
which when expanded gives the two equations
N&+NA=T (FIGURE 13)
and

N'A+NA=T. (FIGURE 14)

"Folding™ is accomplished by solving equation (figure 14) for K and then substituting the
resulting expression into equation (figure 13) and solving for A. The resulting expressuon
ts called the folded normal equations; that is,



Downloaded from http://www.everyspec.com

MIL-STD-600001

N'A + NA =T
implies that
A =N (T - N'a)
which upon substitution into equation (figure 13), yields
N& + NG - NTd) = 7
which reduces to
(N - NNNDA = T - T
and, since
N - NN'N'= M,
the folded normal equations are
M'a=T- NN'T.

It will now be shown that the covariance matrix, Q;;, is given by the same expression as in
the unfolded case, that is,

Q;: =M.
Since
A=M(T-NNT),
substitution for T and T gives
A=M (B"- NN'B)W,(D - AL).
Using the covariance propagation rule and the fact that

AL = - M (BT - NN"BT)W. A

18
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yields

Q&; =M(B' - NN"BT)WQAC)LLATW‘a
x (BT - NN"B")M
which reduces to
Q= M
which is also the result in the unfolded case.

With the parameters A now known, along with Q. it is possible to determine A and
Q ;.. Consider

3 = N'1 (.T.- - NfA)

and substitution for T yields
A = N'[B"W,(D-AL) - N'W]

thus A is a function of both the parameters A and the observations L and the covariance
propagation rule is

Q.= [9A8L 9A/3A] Q, O | (@amLy
0 Qg | @A)y
where

AL = -N'BTW A
and

OA/IA = -N'NT.

19
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Therefore,

Q= [—N"éTWBA -KHNT] Q. ©
X [-AT.Weé Nj
-NN"'

which reduces to
Q.. = N *N'NTMNN"" (FIGURE 15)
AA
with the substitution

Q= M.
Equation (figure 15) can be used to compute Q;-when the normal equations have been
folded. It will now be show that this expression for Q.5 1s equivalent to that obtained in
the unfolded case, namely M.
Since
NKA + NM =0
and
N'M + NM' =0,
it follows that
MNN‘ = N ‘NM

thus,

Q= 0+ NORTRN

20
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Since
M = (N -N"N"'N)",

it follows that

NTN'1N = N - i\.ﬁ"

thus,
Qo= N+ NN - MM
which reduces to
Q=M
as in the unfolded case.

5.7 Application oftriangulation output. Forthe purpose of applying this information to

product evaluation, it is assumed that the vector A has as its components ground location
coordinates which are to be used as diagnostic control points by the production organiza-
tion. The covariance matrices for A and A are givenby Q;; and Q;;, respectively.

It should be noted that the organization generating some specific product may not use
sensor parameters, that is, the organization will not be supplied with the vector A. Those
organizations that require sensor paramaters have two possible sources, either the output
of triangulation in the form of aposteriori parameters or the output of some observational
process in the form of apriori parameters. In either instance, the same notation is used
herein.

The possible sources of the ground positions used by the production organizations are:

a. The output from triangulation, although it is unlikely that the diagnostic contro!
points are part of the triangulation process.

b. The output from a derivation utilizing either the apriori or aposteriori sensor
parameters.

c. The output of some observational process such as surveying.
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First consider the case where only Wand Q;; are used by the production organization. This
means that the organization has either the capability of measuring conjugate image
coordinates from a stereo pair and then computing the ground coordinates or the capability
of establishing the stereo model on some real time instrument and observing the model
coordinates directly. Let G denote the ground positions output from this process, that is

G -F(AL)

where L is the vector of either image or model observations. The function F is usually the
projective relationship between the image coordinates and the model coordinates and/or
some set of coordinates transformations of the observed position to the desired product
reference system. The covariance matrix associated with G, denoted by Q. , is given

Q= [FRA  aF/L] Q.; O ||(@FRAY
0 Qg |EFRLY |

where Q;; denotes the covariance matrix associated with L and must be determined during
the observational process as an integral part of that process.

The vector G may consist of the coordinates of many ground positions, but without loss of
generality assume that G is comprised of any two ground positions, each with three
components, thus Q. is the 6 x 6 covariance matrix required to compute the relative
circular and linear uncertainities, that is, if G is the product being evaluated, then

Q=Q .

Itis possible that ground coordinates derived from triangulated parameters may be provided
to the production organization for use in the generation of a product or for their use as
diagnostic control points forthe purpose of product evaluation. Ifthe ground points are used
in the generation of a product, then the relationship of those ground positions, the state
vector and subsequent observations, denoted by L, required for product generation can be
written functionally as

G'=F (AT Gord).

The function F' may consist of the tunction F as previously defined and some additional
function describing a process involving the adjustment of observations to the vector G. The
covarniance matrix associated with G' is
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a. = 8 & JF Q. 0 © (OF/A)T
GG oA daL oG 0 Q; O (OF'AL)T

0 0  Qul | (@FRGY

Again Q.. can be computed for any two points and assuming that G' is the product
output gives

Q=Q,, -

This concludes the discussion of error propagation with covariance matrices as a technique
for product evaluation. Evaluation schemes based on this technique require accurate
knowledge of the apriori covariances associated with the state vector as well as accurate
covarniances associated with all observational processes involved with the generation ofthe
product.

5.8 Error propagation from sample statistics. This section considers the task of

product evaluation using sample statistics associated with residuals arising from compari-
sons of the product to diagnostic control points.

The following analysis is not dependent on the coordinates system definition, however,
eventually the resulting covariance matrix must be transformed to geographics or some
local system with horizontal and vertical components.

Let the true, but unknown, coordinates of the j"diagnostic point be denoted by P, ; let the

coordinates of the same point as extracted from the product be denocted by P and let the
coordinates of the point as used for diagnostic control be denoted by P |

The error sources contributing to the product evaluation process that are considered inthe
following analysis are:

a. Biases in the product,
b. Random errors in the product,

c. Random errors in the diagnostic control positions,
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d. Random errors inthe measurements of the diagnostic positions in the product.

Let a residual vector, denoted by by V,, associated with the | dianostic position extracted
from the product be defined such that

PT',. =Pj+Vj.

that is, the true position is equal to the product plus the residual vector. Likewise, define
a residual vector, denoted by V «p associated with the diagnostic control position such that

P, = Poi+ Vo,
These two residual vectors are related by
Pi-Pei=Va;i- V.

thus the difference in coordinates of the points extracted from the product and the
corresponding diagnostic control position is equal to the difference in their residual vectors.
This fact is the key to product evaluation using sample statistics.

Define
6], = Vd,j -V.

|
Assume that the diagnostic control positions are unbiased with respect to the product
datum, that is,

E[V,,]=0.

This assumption is usually necessary because any bias in the diagnostic control positions
are unknown and/or unmeasurable. Frequently the diagnostic control positions are
generated with source from a population which has an unbiased error distribution. The
covarnance matrix associated with the source is usually applicable to the entire population
or at least that part of the population with the same characteristics as the source used for
the diagnostic derivation. This means that any biases in the diagnostic positions should be
interpreted as an error from an unbiased population. Thus the associated covariance matrix
is representative of all diagnostic points more so than those developed for the evaluation
of a single product area.
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Considertwo points, pointiandj, and let Q,, denote the covariance matrix associated with
the diagnostic control position such that it is partitioned as

Od,i,i Qd.i,j
Q, = .
Qd,i,j Qd,j.j
or
E[V,, Vi E[V,, Vg ]
=
E[VGJVJJ] E[Vd.leJ ]

Thus, Q,, is a6 x 6 covariance matrix with Q,,, k =iorj, being the 3 covariance matrix
associated with the k™ diagnostic control position. In actual practice the total Q, , matrix is
seldom available. At best only the diagonal partitions are supplied. A more likely event is
that a setof variances or standard deviations are provided that apply equally to allthe points.

The mean residual vector, V , of the diagnostic positions extracted from the product is
defined as

V=E[V]. (FIGURE 16)

ItV = 0, then the product is unbiased. However, this is not always the case and is not
assumed. It is assumed that the residual vector associated with the j™ measured diag-
nostic position can be represented as the sum of the mean residual vector and an
unbiased randomly distributed residual vector, denoted by Vg thatis,

V=V + V

Ry
It systematic errors, other than biases, are detected in the product, then V should be
replaced by the function defining that error, although it would be more appropriate to remove
the effects of that systematic error from the product. Since

5 =V

) dy

-V,

I
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substitution for V, gives

5 =V, -V, -V .

! dj Rj
The mean value of all 81. , denoted by 5, is
5 = E[3)
and since the residuals V and Vm are assumed to be samples from an unbiased
population,
5=-V
The error source yet to be considered is that which occurs in the measurement of the

diagnostic positions depicted by the product. Let the residual vector associated with the
measurement of the | point be denoted by V,, , and defined such that

Vo, = Vg + Yy, .

RJ Py

where V_ isthat part of the random residual vector arising from the errors in the product.
Both Vw and V,,J. are assumed to be samples from an unbiased normally distributed
population. Therefore, when all error sources are considered,

b=V -V, -V -V

i dj Fy M,

The covariance matrix associated with the random error of the two points i and j as depicted
in the product is defined as

Q Qp,u
QPP = :
QP.‘-J QPJJ ‘l

Pii

where
OP,i,j = E[VP_.‘V;,;] y

Define
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The covariance matrix of §, denoted by Q,; , is
Q, = E[(3-8) @ - & ,

which simplifies to
Q,, = E[85T) - VV'.

Substitution of the definition of 8 and simplification, assuming the measurement errors are
independent ot all other errors, yields

Qp = Qu + Que+ Q- Q. - Q,,

where

Q= E[V,V}]

and
Q,.. = EIv,, J'VJJ]
The desired matrix Q giving the statistics associated with the product is

Q=Q,,+ B(V),
where B (V) is a matrix that is a function of the bias. The last section of this standard will
describe a methodology of computing the matrix when affected by a bias. Forthe remainder
ot this section, the bias term will not be considered, only the random errors are propagated.
Therefore

Q=Q, -Q,-Qu+Qu+Q, (FIGURE 17)

Thisis ageneralized form of the relationship betwsen the covariance matrix associated with
the product and those associated with the error sources in that the assumption was that of
independence of the errors incurred with the measurement of the diagnostic points in the
product. This equation is useful since it can be simplified according to the statistical
relationship between the diagnostic control errors and the product errors.
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5.9 Sample statistics when the diagnostic and product errors are independent, The

first example to be considered is that where the error sources associated with the diagnostic
control uncertainty and those associated with the product uncertainty are totally independ-
ent, that is,

Q,=0

dP

thus,

Q=Q,-Q,-Q,, -

This situation frequently occurs in product source and evaluation where the dianostic
control results from a ground survey.

5.10 Sample statistics when diagnostic and product errors are dependent. The other

situation to be considered is when the diagnostic control is developed from the same source
as the product. In this instance the matrix

Q,~ Q-

the only difference being the error associated with the measurement procedures for control
development and those associated with product generation. Let the covariance matrix Q
be redefined as the sum of the covariance matrix associated with the measurements

required for control development, denoted by Q,,,,, and the covariance matrix associated

with all other error sources related to control development, denoted by Q_, that is,
Q= Qg

Since
Q.=0Q

P = Hgd

approximately, then

Q =Q&s' Qd'd‘ - Q- QMM+Od‘d+ Q

dd
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which simplifies to

Q= Q&s"’od'cr’ QMM'QW

This appears to be a larger uncertainty than in the previous exampie in the sense that

Que

Iis added instead of subtracted. However, consider that

Qg = Quu + Qe + Qe

approximately, where Q. is the covariance matrix associated with data extraction and
subsequent processing required for product output. This means that all error sources inthe
diagnostic control and the product are the same except for the measurement errors, then

Q=Q,,+Q.

approximately, thus the uncertainty is not nececssarnly larger than in the previous example.
This second example is the usual situation existing in the generation and evaluation ot a

product.

5.11 Summary of sample statistics methodology. To summarize, the following steps are

required to compute the covariance matrix using sample statistics resutting from the
comparison of the product to diagnostic control positions.

a. The production organization is supplied with diagnostic control positions which

must be distributed such that a reasonable number of pairs for the point-to-point
accuracy computations are available. The point-to-point relative accuracy is that
accuracy associated with the horizontal and vertical components of a vector from
one product point to another product point. Since the point-to-point accuracies
are likely to be a function of the vector length, the vectors can be classified
according to length and an accuracy computed for each class. The accuracy
assigned to the product is that associated with the class of vectors of length
specified forthe product. Forthe purposes ofthis standard, consideronly a single
class of vectors. Let the subscript 1 denote either the initial or terminal point of
the j vector, thatis, P, ,;denotes the position of one of the points defining the j"
vector. The productuon organlzatuon should also be supplied with the covariance
matrices Q,,,,. Q,, and/or Q.. ltis possible that each diagnostic control position
has a different covanance matrix supplied, but this is not the usual case. Usually
a covariance matrix or standard deviations are supplied that apply equally to any
point.
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b. The production organization identifies the diagnostic locations in the product and
measures their positions. These measurements are used to compute the geogra-

phics of the points, denoted by Pu‘

c. The 6 x 6 cross-covariance matrix Q,, is computed by

E[5,8]] EBS)|
Q, = A%
5,817 E[B3,]

where
E [618:] = ,;1.‘1 ,‘: (Pi'j ) Pd.lJ) (P1J i Pd-‘J)Tv

Z (P, -P

i

u,u) (PKJ ) Pd.kJ)T

E[5,5] = 1

and misthe number of pairs selected forthe evaluation process. Since the point-
to-point accuracies assigned to a given product are for a specified distance, the
diagnostic points must be paired so that they are separated by approximately

that distance.

d. The covariance matrix Q,,, is determined. This will require experimentation using
redundant observations. It is unlikely that this experment needs to be repeated

everytime a product area is evaluated.
e. The covanance matrix Q is computed using the appropriate equation

Q=Q,-Q,-Q,,

if the diagnostic control positions are derived from a source other than that used
for the product generation, or

Q= Q&s' Qd’d‘ - QMM" Qw

if the diagnostic control and the product are developed from the same source.
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5.12 _Absolute accuracy computations. The methodology for computing absolute and

relative accuracy from the covariance matrix Q is now presented, where Q is partitioned
such that

Q11 Q12

Q=
QT

12

Q

22

Depending on the distribution and pairing of the diagnostic points, the covariance matrix Q,,
can be associated with the absolute accuracy of a point located in a specific area of the total
product area and the covariance matrix Q,, can be associated with an area at the distance
required to satisfy the point-to-point accuracy specifications.

Regardiess of the method used to determine Q, it is likely that the angular units are radians
andthe linear units are meters. The proposed method of computing accuracy assumes that
all units are meters.

For the purpose of this coversion a spherical earth, for each local area, is assumed with the
radius defined by

R = a/(1 - e%sin%):
where a is the semi-major axis and e is the eccentricity of the reference eliipsoid. Any
distance between two points, denoted by S, along this meridian can be approximated by
S = RA¢ ,

where A¢ is the angular separation in latitude of the two points. Let 6’ and Erl denote the
standard deviation of the latitude and longitude, respectively, in units of meters, thus

)
o, = Ro‘

and

6, = Rcoso - o,

a1
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where o, and g, are the standard deviations of the latitude and longitude, respectively, in
radians as extracted from Q,, or Q,,. The elements of the covariance matrix Q are modi-
fied such that the correlatlon between the variables is maintained. For example, let P,
denote the correlation coeficient between ¢ and A, thus,

A A A
P,. =0,/ 0,0,=0,/ 00,

which is simplified to

= R? .
o,, = R’cos¢ * o,

Proceeding in this manner the units of all elements of Q can be converted to meters squared
without changing the statistical content of the matrix. Let Q denote the modified covariance
matrix such that

" 12

[

Lc‘::z Q,,

The absolute CE and LE can be computed using either é“ or éa . lfthe product area
being evaluated is of uniform accuracy, the results should be essentially the same
regardiess of the choice. Itiss ggested that the absolute CE and LE be computed twice,
once using Q,, and once using The maximum CE and LE should be selected for the
product evaluation.

Consider either the covariance matrix Q,, or Q,,. Assume that the horizontal and vertical
components of the uncertainty are independent. This assumption means that the covari-
ances between the horizontal components and the vertical component are zero and Q| is
given by

M- rve Py
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The subscripts on the matrix elements have been dropped since there is not a need to
distinguish between the two partitions. If the covariances indicated are not near zero the
axis of the error ellipsoid does not pointin the vertical direction. Not much can be done about
this condition unless the definitions of accuracies associated with the products are to be
modified. Fortunately, these covariances are usually near zero.

The absolute LE is given by

=

The procedure for determining the absolute CE is more complicated. To ensure that the
axes of the horizontal error ellipsoid are used in the computations it is necessary to find the
eigenvalues of the horizontal partition of the covariance matrix. These eigenvalues are the
magnitude of the axes of the horizontal error ellipsoid, thus '

LE = 1.6449

o; -H O

Cea

gives the eigenvalues y, which are

w=% (2 +0%)=EV(0Z - oF)2+ 4(0,)

Note that if the two components are independent, then o,, = C and

h=3 (Z+02)=% (02 - 63)

or

as expected.

Let U and V denote the two independent variables whose uncertainty is given by the
eigenvalues, that is,

=} 0+ ol + Vi (G- 00+ (o, (FIGURE 18)
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and

o=} (@ +0R)- /3 (020 +(0,) (FIGURE 19)
The absolute CE is computed utilizing o,and ¢,. The usual method is to let

CE = 2.146(c, + G, )/2
however this approximation is valid only if 0.5 6, /6, £ 1.0. Let

C=o0o/0,
where

G, £ C

v U

The graph illustrates the percent error for CE as a function of C when the absolute error is
computed using the above approximation.

X ERROR
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00 T T T T T T T T T
A .2 3 4 .5 6 7 .8 R:] 1.0

FIGURE 20. Percent of error for CE.

The error is such that the approximation gives results that are overly optnmxsnc The
tfollowing method is suggested as a way to avoid this error.
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Suppose that
CE = KO’U
2.4
2.0
0.0 | 1 i ¥ ] | I i i
1 2 3 4 s ] 7 8 9 1.0
FIGURE 21. rrect val f function of C.
This graph was constructed from data available in the CRC Handbook for Probability and

e Statistics, Second Edition, and is valid only if U and V are independent variables, which is
ensured since of and o? are the eigenvalues of the covariance matrix.

A second order polynomial was fit to the values shown in the graph to obtain
K=1.6545-0.13913C + 0.6324C?

with
o, = 0.005

thus,

CE = (1.6545 - 0.13913C + 0.6324C?)c,,
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5.13 Point-to-point relative accuracy computations. Since the elements of the covari-

ance matrix Q are in units of meters squared, it is legitimate to use the components of the
vector defined by the two points for the purpose of point-to-point accuracy computations.
Let these components be denoted by

Ap =¢, -9, ,

AN =X, - A,
and

Ah =h, -h

2 1°

The objective is to determine the covariance matrix associated with A¢, AA and Ah. This
covariance matrix is then used to compute the relative point-to-point CE and LE. Let
this covariance matrix be denoted by Q,., thus

Q.. = JQJT
where
000 QdA¢ 2Ad dAd 240 dAd
84)1 37»1 Bh1 a¢2 axz ahz
J = |d0A dAN JAA QAL QAN QAL
E)<1>1 811 oh, a¢>2 axz ahz
gah  gah  gah  9Ah  gAh  gaAh
é)cp1 BL ah1 a¢2 axz E)h2
thus
-1 00100
J={0-1 0010
0 0-1 00 1

it is assumed that the horizontal and vertical differences are independent, thus the
covariance matrix Q,, is of the form
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F o2, Cpmr 0
QPP = SV Ofn 0
0 0 o?
L gl
Let
A
Q, O
QPP = 2
0 c,,
that is
o, o
Q
PP =
O panr SR

it 6,,u= 0, then A¢ and AX are independent variables, but if o,,,, =0, it is necessary to
determine the semi-major and semi-minor axes of the error ellipse defined by épp. The
length of these axes are the standard deviations of the two jndependent variables, say U
and V. The variances for U and V are the eigenvalues o f Q,,, thus

1 1
ol=2 (02, +0%) +7 (02, - oY +(0,,,)
and
2 1 1 2 2
O,=2 (Oio + GZA) - 4 (0’;"‘ - OQAJ.) + (GAoAz.)

The remaining steps for computing relative CE and LE from g, and o, are identical to those
described for computing absolute accuracy.
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5.14 Alternate error propagation from sample statistics. An alternate method of
obtaining the product accuracies from sample statistics will now be described. This method
requires fewer computations, but is recommended for use only when the diagnostic control
uncertainty and the measurement uncenrtainty associated with the extraction of the
diagnostic points from the product is small when compared to the uncertainty associated
with the product.

Suppose that the diagnostic contro! positions are in terms of geographics, that is, the points
(o, kj h).j=1,2, ..are provided to the product:on organization. Let the corresponding
posmons as measured in the product denoted by (o ﬁ. f ) The difference of the product

and diagnostic control for the " point is

- = T

A¢J $1 ¢J '
A i

o o= Ao
{ . i

Ah; hi- th

it the assumptions of negligible diagnostic control uncertainty and measurement uncer-
tainty are valid, these differences represent the errors in the product at that point.

if the units associated with these differences are not in meters, they shouid be converted
as previously detailed.

Let AR‘. denote the horizontal error associated with the j diagnostic point, that is,

AR =V Ag?+ AN

These horizontal errors are used to construct an ogive. An ogive is defined as a graph
showing the cumulative frequency less than AR plotted against AR. The following graph
illustrates the concept of an ogive.

100
30_‘
c0—
45
20—
00 | { { T [ I T 1 1
A 2 3 A s 6 7 8 8 10
FIGURE 22. f an ogiv
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In practice the basic idea of the method is to delete the points with the largest differences
until 10 percent of the samples have been eliminated. The largest remaining residual is
taken to be the absolute CE.

The absolute LE is determined in a like manner using
A
Ahj = hj - hj

and discarding the largest differences until 10 percent of the differences are eliminated. The
largest remaining difference is the absolute LE. Any systematic error in the product will
contribute to the accuracy when determined from an ogive, but an assessment of the
magnitude is not obtained.

The relative point-to-point accuracy can also be determined by use of the ogive. Consider
the vector, denoted by d, between the two diagnostic control positions. Let

dd)J
d = di,
dh’

denote the components of this vector. The points should be separated by approximately
the cli\istance required by the product specification for point-to-point accuracy computatians.
Let dj denote the vector between the same two points as depicted in the product, that is
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Define for each diagnostic pair,

- de
Ad=d-d= dh, - dr
dh - dn

and assume that all units are meters. Let

A1, o/ (@8, - do)? + (dh - d\)?

=

and form the ogive to obtain the relative CE.
Likewise form the ogive using

ah = dh - dh,

and determine the relative LE.

5.15 Accuracy influenced by bias. The affects of bias on the evaluation process is now

considered. This section details the methodology for the incorporation of the bias into the
accuracy computations. While the development presented is in terms of absolute
accuracies, the same relationships are applicable to relative accuracy computations.

The assumptions of Section 5.8 are still valid, in particular the assumption that the prod-
uct, not the diagnostic control, is biased. It is further assumed that the sample statistics
arising from the evaluation process described in Section 5.8 are captured in the form of the
covariance matrix Q (figure 17) and the bias vector V (figure 16).

First consider the bias applied to the CE computations. The methodology described is
based on a study report entitied Circular Error Pri ili i
by Melvin E. Shultz, DMAAC.

i
<
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Define the components of the bias vector V as

v=| V

then the horizontal bias, denoted by b, is given by
bth \_/‘2 + Vi

where b, is always positive and is considered to be in units of meters. The values of ¢
and c?as defined by Figures 18 and 19 are extracted from the covariance matrix Q. The
resulting values of o, and o, are used to compute CE.

The equations developed by Shuttz require a 0.39 P circular error as input, thus, define o,
such that

o, = 0.4660 CE.

Without loss of generality assume that the bias is along the x axis of an arbitrary coordinate
system. Also assume that the density function, which is that associated with a circular
normal distribution, is centered at (b,, 0). From the definition of probability it follows that

P[X2+Y2<CEq =[] —Jexp { I [(x-b,)?+y?}dxdg
2rap 20C¢

or in terms of polar coordinates
_bz CE 2x
PlP<CE]=expiy} - OJ nf exp {5 [r* - 2rb,cos6]rdedr.
2% 2 nag 20¢

This equation must be evaluated such that P[r < CE] = 0.9 is satisfied. The study report by
Shultz provides an algorithm for evaluating the probability. In addition, a table of circular
probabilities as a function of b /o, and CE/o, is given in the CRC Handbook of Tables for
Probability and Statistics, Second Edition. These tabulated values can be usedto verity the
equation given by Shultz,
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GE =2.1272 + 0.1674 () + 0.3623 (1) - 0.0550 (o)’
c c

Thus the CE, with bias, is given by

2 3
CE =2.1272 0 + 0.1674 b, +0.3623 5> -0.0550 —1
C

The LE, when influenced by a bias, is computed in a similar manner.

MIL-STD-600001

The value of o,, the standard deviation (0.69 P) associated with the height, is extracted from

the covariance matrix Q. Let b, denote the vertical bias such that

b, =V, .
It can be shown that

LE =|b, | +Ko,

where K is a function of the magnitude of the bias and standard deviation. The value of K
is defined by the following table which is extracted from normal distribution tables.

lb,l/6,

0.0
0.1
0.2
0.3
0.4
0.5

When |b, < 1.4, K= 1.2815.

D

K

1.6449
1.6527
1.4772
1.4176
1.3716
1.3389
1.3158
1.3016
1.2924
1.2875
1.2844
1.2829
1.2824
1.2821
1.2815
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The values of K could be computed from the equation

_1 K
P[X<LE]= +4/2nc, | EXP { (X-lb,|?) }dx
-(K + 2b) 267

h

solving for K so that P [X < LE] = 0.9.

A cubic polynomial fit through the tabular values yields

b, o] [by|

K'=1.6435-0.999556 -4 +0.923237 ( 0: $-0.282533 (5~ ).

This value of K should be used when |b |/c, <1.4.
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6. NOTES

(This section contains information of a general or explanatory nature that may be
helpful, but is not mandatory.)

6.1 |Intended use. This standard is intended to ensure accuracy uniformity of prod-
uct designers, producers and users.

6.2 International standardization agreements.
"Certain provisions of this standard are subject of intemational standardiza-
tion agreement. When amendment, revision, or cancellation of this standard
is proposed that will modify the international agreement concerned, the pre-
paring activity will take appropriate action through international standardiza-

tion channels, including departmental standardization offices, to change the
agreement or make other appropriate accommodations.

6.2.1 rnational rdization Agreemen TANA
This section is not applicable to this standard.

6.2.2 ripani ndardization AQr
This section is not applicable to this standard.

6.2.3 Air Standardization Coordinating Committee Agreements (ASCC AIR STDs/
STDs/ARY PUBS). .

This section is not applicable to this standard.
€.2.4 (nternational MC&G agreements.

This section is not applicable to this standard.
6.2.5 Executive grders.

This section is not applicable to this standard.

a4
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6.2.6 Inter-Agency agreements.

This section is not applicable to this standard.

6.2.7 QOther documentation.

This section is not applicable to this standard.
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