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FOREWORD

1. The National Imagery Transmission Format Standards (NITFS) is the standard for formatting
digital imagery and imageryrelated products and exchanging them among members of the Intelligence
Community (IC) as defined by Executive Order 12333, the Department of Defense (DOD), and other
departments and agencies of the United States Government, as governed by Memoranda of Agreement
(MOA) with those departments and agencies.

2. The Natiomd Imagery Transmission Format Standards Technical Board (NTB) developed this
standard based upon currently avaifable technical information.

3. The DOD and members of the Intelligence Community are committed to irrteroperabifity of
systems used for formatting, transmitting, receiving, and processing imagery and imagery-related
information. This standard describes the Joint Photographic Experts Group (JPEG) compression
algorithm and establishes its application within the NITFS.

4. Beneficial comments (recommendations, additions, deletions) and other pertinent data which may
be of use in improving this document should be addressed to Defense Information Systems Agency
(DISA), Joint Interoperability and Engineering Organization (JIEO), Center for Standards (CFS), Attn:
TBCF, 11440 Isaac Newton Square, North, Reston, VA 22090 by using the Standardization Document
Improvement ProposaJ (DD Form 1426) appearing at the end of this document or by letter.
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1. SCOPE

1.1 -. This standard establishes the requirements to be met by systems com’plyirrg with NITFS
when image data are compressed using the JPEG image compression algorithm as described in DIS
10918-1, DigitalCompressionand Coding ofContinuous-toneStillImages.

1.2 Content. This standard provides technicaJ detail of the NITFS compression afgorithm designated
by the code C3 in the Image Compression field of the National Imagery Transmission Format (NITF) file
image subheader, JPEG, for both eight- and 12-bit gray scale imagery and 24-bit color imagery. It also
provides the required default quarrtization tables for use in Secondary Imagery Dissemination Systems
(SIDS) complying with NITFS.

1.3 Auulicability. This standard is applicable to the Intelligence Community and the Department of
Defense. It is mandatory for all Secondmy Imagery Dissemination Systems irr accordance with the
memorandum by the Assistant Secret~ of Defense for Command, Control, Commuriications, and
Intelligence ASD(C31) Subject National Imagery Transmission Format Standard (NITFS), 12 August
1991. This directive shall be implemented in accordance with the Joint Irrteroperabilit y and Engineering
Organization (JIEO) Circular 9008 and MIL-HDBK-1300. New equipment and systems, those
undergoing major modification, or those capable of rehabilitation shall conform to this standard.

1.4 Tailoring task, method, or requirement spec~lcations. The minimum compli~ce requirements for
implementation of this compression algorithm are defied in JIEO Circular 9008.

1.5 Types of operation. This standard establishes the requirements for the communication or storage
for interchange of image data in compressed form. Each type of operation defined by this standard
consists of three parts:

a. The compressed data interchange format (which defines the image data field of the NITF
file format).

b. The encoder.

c. The decoder.

1 18 June 1993
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This standard currently defines three types of operation:

a. Type 1 - 8-bit sample precision gray scale sequential D$crete Cosine
Transform (DCT) with Huffmarr coding.

b. Type 2 - 24-bit color, 8-bit sample precision per component, sequential DC’f
with Huffman coding.

c. Type 3 12-bit sample precision gray scale sequential DCT with Huffmarr
coding.

d. Types 4-N - To Be Revised (TBR),

Additional types of conforming JPEG encoding methods and extensions to the conforming interchange
format are expected to be added in future versions of this standard as soon as technical work codifies
their requirements and validates fitrress for use.

18 June 1993 2
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2. APPLICABLE DOCUMENTS

2.1 Government documents.

2.1.1 Specifications, standards, and handbooks. The following specifications, stairdards, and
handbooks form a part of this document to the extent specified herein. Unless othe~ise specified, the
issues of these documents are those listed in the issue of the Department of Defense Index of
Specifications and Standards (DODISS) and supplements thereto, cited in the solicitation.

STANDARDS

FEDERAL

FED-STD- 1037B

MILITARY

MIL-STD-2500

Telecommunications: Glossary of
Telecommunication Terms, 3 JWe 1991.

NationaJ Imagery Transmission Format (NITF) for
the National Imagery Transmission Format
Standards (NITFS), 18 June 1993.

HANDBOOKS

MJLHDBK-1300 National Imagery Transmission Format Standards
(NJTFS), 18 June 1993.

(Unless otherwise indicated, copies of federal and military specifications, standards, and harrdbooks are
available from the Standardization Documents Order Desk, 700 Robbirrs Avenue, Buifding #4, Section D,
Philadelphia, PA 191 11-5094.)

2.1.2 Other Government documents, drawti~s, and Publications. The following other Government
documents form a part of this document to the extent spec~led herein. Unless otherwise specified, the
issues of these documents are those cited in the solicitation.

DISA/JJEO circular 9008 NITFS Certification Test and Evaluation Program
Pkm, (Effectivity 8).

(Copies of DISA/JJEO Circular 9008 may be obtained from DISA/JfEO/JITCflCBD, Fort Huachuca,
AZ 856 13-7020.)

2.2 Non-Government publications. The following documents form a part of this document to the
extent specified herein. Unless otherwise specified, the issues of the documents which are adopted by
(DOD) are those listed in the issue of the DODISS cited in the solicitation.
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iNTERNATIONAL TELEGRAPH AND TELEPHONE CONSULTATIVE COMMITTEE

1S0 10918-1/ Digital Compression and Coding of Contirmous-
CCIIT Recommendation T.81 Tone Still Images. Part I Requirements and

Guidelines, September 1992.

INTERNATIONAL RADIO CONSULTATIVE COMMITTEE

CCIR Recommendation Encoding Parameters of Digital ;Television for
601-1 Studios.

(Copies may be obtained from ANSI, 11 W. 42nd Street, New York, NY 10036, Attn: JPEG Draft
Specification. Non-government standards and other publications are normally available from the
organizations that prepare or distribute the documents. These documents also may be available in or
through libraries or other informational services.)

2.3 Order of precedence. In the event of a conflict between the text of this standard and the
references cited herein, the text of this standard shall take precedence. Nothirrg in this standard, however,
shall supersede applicable laws and regulations unless a specitlc exemption has been obtained.

18 June 1993 4
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3. DEFINITIONS

3.1 Acronyms used in this standard. The following definitions are applicable for the purpose of this
standard. fn addition, terms used in this standard and defined in the FED-S TD- 1037B shall use the
FED-STD- 1037B definition unless noted.

a.

b.

c.

d.

e.

f.

g.

h.

i.

j.

k.

1.

m,

n.

o.

P

q.

ASD(C31)

CFS

DCT

DISA

DOD

DODLSS

FDCT

IC

IDCT

JrEo

JPEG

LSB

MCU

MOA

MSB

NITF

NJTFS

Assistant Secretmy of Defense for Command, Control,
Communications, and Intelligence

Center for Standards

Discrete Cosine Transform

Defense Information Systeirrs Agency

Department of Defense

Department of Defense Index of Specifications and
Standards

Forward Discrete Cosine Transform

(1) Intelligence Community
(2) Image Compression

fnverse Discrete Cosine Transform

Joint Irrteroperability and Engineering Organization
(formerly JTC3A)

Joint Photographic Experts Group

Least Significant Bit

Minimum Coded Unit

Memorandum of Agreement

Most Significant Bit

National Imagery Transmission Format

NationaJ Imagery Transmission Format Standards
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r. NTB National Imagery Transmission Format Standards Technicaf
Board

s. RGB Red, Green, Blue

t. sfDs Second~ Imagery Dissemination System

u. SLIP Serial Line Internet Protocol

v. TBR To Be Revised

w. YCbCr601 Y = Brightness of signal, Cb = Chromirrarrce (blue),
Cr = Chromirrance (red).

3.2 Definitions used in this standard. The definitions used in this document are defiied as follows:

a. Abbreviated format - A representation of compressed image data that is n@rrg some or all of
the table specifications required for decoding.

b. AC coefficient - Any Discrete Cosine Transform (DCT) coefficient for which the frequency is
not zero in at least one dimension.

c. Arithmetic decoder - An embodiment of an arithmetic decoding procedure.

d. Arithmetic decoding An entropy decoding procedure that recovers the sequence of symbols
from the sequence of bits produced by the arithmetic encoder.

e. Arithmetic encoder An embodiment of an arithmetic encoding procedure.

f. Arithmetic encoding - An entropy encoding procedure that codes by means of a recursive
subdivision of the probability of the sequence of symbols coded up to that point.

g. Baseline (sequential) - A particuku sequential DCT-based encoding and decoding process
specified in this standard; required for al DCT-based decoding processes.

h. Bit stream - A bit-stream is a sequence of binary digits. The term is principally used to
describe data that is being moved internally within a computer, or being transfemed between computers.
For the purpose of MIL-STD-188-198 (JPEG), a bit stream is defined as a partially encoded or decoded
sequence of bits comprising an entropy-coded segment.

i. Block-row - A sequence of eight contiguous component lines that are partitioned into 8x8
blocks.

18 June 1993 6
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j. Byte - A sequence of N adjacent binary digits, rrswdly treated as a unit, where N is a non zero
integral number. Note: In pre-1970 literature, “byte” referred to a variable length field.

k. Byte stuffiig - A procedure in which either the Huffman coder or the arithmetic coder inserts
a zero byte into the entropy-coded segment following the generation of an encoded hexadecimal OXFF
byte. For the purpose of NITFS, in Serial Line fntemet POrtOCOl (SLIP), a technique used to avoid
spurious appearances of dre END character within a frame.

1. C3 - The code used to indicate the JF’EG compression algorithm in the image compression (IC)
field of the image subheader.

m. Chromaticity - Property of a color stimulus defined by its chromacity coordinates (for NITFS,
use YCbCr601 chromaticity coordinates).

n. Chrominance 1. PerceptoaJ color athibute consisting of the hue and saturation of a color. 2.
The difference determined by quantitative measurement between a color and a chosen reference color of
the same luminous intensity, the reference color having a specified color quality. 3. The quality of the
color without reference to brightness.

0,

P

q.
both.

r.

s.

t.

Class (of codirrg process) - Lossy or lossless coding processes.

Coding model - A procedure used to convert input data into symbols to be coded.

Coding process A general term for referring to an encoding process, a decoding process, or

Color image - A continuous-tone image that has more than one calorimetry component.

Columns - Samples per line in a component.

Component - For the NITFS, one of the two-dimensional arravs that comrrrise an image. Used
interchangeably- with band.

u. Compressed data - Either compressed image data, or table specification data, or both.

v. Compressed image data - A coded representation of an image, as specified in MIL-STD- 188-
198 (JPEG).

w. Compression - For the NITFS, reduction in the number of bits used to rep~sent source image
data.

x. COMRAT - The compression rate code field in the NITF image subheader used to indicate the
quantization matrices used.

18 June 19937
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Continuous-tone image - An image whose components have more than one bit per sample.

Data unit - A block in DCT-based processes; a sample in lossless processes.

DC coefficient - The DC coefficient for which the frequency is zero in both dimensions.
Note: The DC coefficient (in the context of JPEG compression) is a measure of the average value of the
64 image samples within an 8x8 block. Because of the usually strong correlation between the DC
coefficients of adjacent blocks, the DC coefficients can be very efficiently encoded, &d are treated
sepmately from the encoding of the AC coefficients.

ab. DC prediction - The procedure used by DCT-based encoders whereby the quantized DC
coefficient from the previously encoded 8x8 block of the same component is subtracted from the current
quantized DC coefficient.

ac. DCT coefficient - The amplitude of a specific cosine basis function. Note: The Discrete
Cosine Transform changes the representation of an image from a set of numbers representing the
brightness of each pixel to another set of numbers that can be used to reconstruct the; image
mathematically. The process is similm to synthesizing music electronically from sep@ate tones. hr this
case the “tones” are cosine basis functions, each of which have the properties of amplitude and frequencfi
but instead of referring to ampfitude and frequency as a function of time, these properties relate to each
of the two principal directions across the image. For this reason, the term spatial frequency is often used
to emphasize that the process involves direction rather than time. The coefficients in ~the DCT matrix are
the amplitudes of these basis functions. There is afways one basis function with a zero frequency in both
directions. In simple terms, “zero frequency” implies a constant, and the coefficient of this wave is
labeled DC. All other coeftlcients have at least one non-zero directional component, ‘-urdare labeled AC.
The terms DC and AC are analogous to the zero-frequency (DC) and non-zero frequency (AC)
components irr electrical circuits.

ad. Decoder An embodiment of a decoding process.

ae. Decoding process - For the NITFS, a process that takes compressed image data as its inputs
and outputs a continuous-tone image.

af. Dequantization The inverse procedure to quarrtization by which the decoder recovers a
representation of the DCT coefficients.

ag. (DigitW recons~cted image (data) - A continuous-tone image which is the output of any
decoder defined in this standard.

ah. (Digital) source image (data) - A continuous-tone image used as input to any encoder defined
in this standard.

~. (Digital) (stM) image - A set of two-dimensionaf arrays of data.

18 June 1993 8
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aJ. Discrete Cosine Transform (DCT) - Either the forward discrete cosine tra@fonn or the inverse
discrete cosine transform.

ok. Effectivity - Some of the capabilities specified in this document are not required as of the
issue date of the document. All such capabilities are marked with effectivity number:, (for example,
Effectivity 1). Each effectivity number will be replaced by a specific date in subsequent releases of this
document.

al. Encoder - An embodiment of an encoding process.

am. Encoding process - A process which takes as its input a continuous-tone image and outputs
compressed image data,

an. Entropy - The lower bound on the number of bits required to encode the output of a source
(of information).

ao. Entropy-coded (data) segment - An independently decodable sequence of entropy encoded
bytes of compressed image data.

ap. En@opy decoder - A device that processes an encoded data stieam to exqaet the origimd
symbols with no loss of irrforrnation. The device may be implemented in hardware or software.

aq. EntiOpy encOding A Iossless procedure that converts a sequence of input symbols into a
sequence of bits so that the average number of bits-per-symbol approaches the entropy of the input
symbols.

or. Extended (DCT-based) process - A descriptive term for DCT-based encoding and decoding
processes in which additional capabilities are added to the baseline sequential process.

as. Forward Discrete Cosine Transform (FDCT) - A mathematical tmursforrm+ion using cosine-
based functions that convert a block of samples into a corresponding array of basis function amplitudes.

at. Frame - 1. For the MIL-STD-2045-44500 (TAC02), in data transmission, a sequence of
contiguous bits bracketed by and including uniquely recognizable delimiters. 2. For the MIL-STD-1 88-
198 (JPEG), a group of one or more scans (all using the same DCT-based or lossless process) through the
data of one or more of an image.

au. Frame header - The star-of-frame marker and frame parameters coded at the beginning of a
frame.

av. Frequency - For the purpose of this standard, a two-dimensionaf index into the two-
dimensional array of DCT coefficients.
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aw. Gray scale An optical pattern consisting of discrete steps or shades of gray between black
and white.

ax. Hierarchical - A mode of operation for coding an image in which the first frame for a given
component is followed by frames that code the differences between the source data and the reconstructed
data from the previous frame for that component. Resolution changes are allowed between frames.

ay. Hierarchical decoder - A sequence of decoder processes in which the first frame for each
component is followed by frames that decode an array of differences for each component and adds it to
the reconstnrcted data from the preceding frame for that component.

az. Hierarchical encoder The mode of operation in which the first frame for each component is
folfowed by frames that encoded the array of differences between the source data and the reconstructed
data from the preceding frame for that component.

ba. Huffman decoder - An embodiment of a Huffman decoding procedure.

bb. Huffmarr decoding - An entropy decoding procedure that recovers the symbol from each
variable length code produced by the Huffmarr encoder.

bc. Huffmarr encoder - An embodiment of a Huffman encoding procedure,

bd. Huffmarr encoding - An entropy encoding procedure that assigns a variable length code to
each input symbol.

be.
decoder.

bf.

bg.

Huffmarr table - The set of variable length codes required in a Huffman encoder and Huffmarr

Image data - Either source image data or reconstructed image data.

IMODE - A field in the NITF image subheader used to indicate whether the image bands are
transmitted sequentially or interleaved (by block or pixel).

bh. frrterchange format - The representation of compressed image data for exchange between
application environments.

bi. interleaved - The descriptive term applied to the repetitive multiplexing of small groups of
data units from each component in a scan in a specific order.

bj. Inverse discrete cosine transform - A mathematical transformation using cosine base functions
that convert an array of basis function amplitudes into a corresponding block of samples.

bk. fREP A field in the NITF image subheader used to indicate the color space (for example,
YCbCr601) for compression.
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bl. IREPBAND - A field in the NITF image subheader used to identify a component of the CO1OI
space (for example, Y or Cb or Cr).

bm. Level shift - A procedure used by DCT-based encoders and decoders, whereby each input
sample either is converted from an unsigned representation to a two’s complement representation or from
a two’s complement representation to an unsigned representation.

bn. Lossless - A descriptive term for encoding and decoding processes and procedures in which
the output of the decoding procedure(s) is identical to the input to the encoding procedure(s).

bo. Lossless coding - The mode of operation that refers to any one of the coding processes
defined in this standard irr which all of the procedures are lossless.

bp. Lossy - A descriptive term for encoding md decoding processes which are not Iossless,

bq. Luminance -1. The monochromatic signal used to convey brightness information. 2. In a
given direction, at a given point in the path of a beam, the luminous intensity per unit projected area.

br. Marker A two-byte code in which the fiist byte is hexadecimal FF (OXFF) and the second
byte is a vahre between 1 and hexadecimal f% (OXFE).

bs. Marker segment - A marker and associated set of parameters.

bt. Minimum coded onit - me smaflest group of data units that is coded.

bu. Modes (of operation) - The four main categories of image compression processes defined in
this standard.

bv. Non-differential frame - The first frame for any components in a hierarchical encoder or
decoder. The components are encoded or decoded without subtraction from reference components. The
term refers also to any frame in modes other than the hierarchical mode.

bw. Non-interleaved The descriptive term applied to the data unit processing sequence
scan has only one component.

when the

I
bx. Parameters - Fixed length integers four, eight or 16 bits in length, used iri the compressed

data formats.

by. Point transform Scaling of a sample or DCT coefficient.

bz. Precision - For the NITFS, the number of bits allocated to a particula’ sarhple or DCT
coefficient.
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ca. Predictor - A linear combination of previously encoded reconstnrcted values (in lossless mode
coding).

cb. Procedure A set of steps that accomplishes one of the tasks which comprises an encoding or
decoding process.

cc. Progressive (coding) - One of the DCT-based or hierarchical processes defined in this
standard in which each scan typically improves the quality of the reconstnrcted image.

cd. Progressive DCT-based - The mode of operation that refers to any one of the processes
defined in 5.3 of this standard.

ce. Quantization table - The set of 64 quantization vahres used to quantize the DCT coefficients.

cf. Quantization value - An integer value used in the quantization procedure.

cg. Qumtize - The act of performing the quantization procedure for a DCT c,oefilcient.

ch. Restart interval - The integer number of Minimum Coded Units (MCUS) processed as an
independent sequence within a scan.

ci. Restart marker - The marker that separates two restart intervals in a scan.

cj. Run (lengti) - Number of consecutive symbols of the same value.

ck. Sample - For the NITFS, one element in the two-dimensional array that comprises a band of
the image.

c1. Scan - For the purpose of this standard, a single pass through the data for one or more of the
components in an image.

cm. Scan header - The start-of-scan marker and scan parameters that are coded at the beginning
of a scan.

cn. Sequential (coding) - One of the lossless or DCT-based codirrg processes defined in this
standard in which each component of the image is encoded within a single scan.

co. Sequential DCT-based - The mode of operation which refers to any one of the processes
defied in 5.2 of this standard.

cP. Table specification data - The coded representation from which the tables, used in the encoder
and decoder are generated.
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cq. (Unifom) qumtization - For the purpose of this standard, the procedure by which DCT
coet%cients are linearly scafed in order to achieve compression.

cr. Zig-zag sequence - A specific sequential ordering of the DCT coefficients from
(approximately) lowest spatial frequency to highest.

CS. (8x8) block - An 8x8 array of samples.

ct. 3-sample predictor - A linear combination of the three nearest neighbor reconstructed samples
to the left and above (in lossless mode coding).

3.3 Symbols used in this standard. The symbols used in this standard are defined as folfows:

a.

b.

c.

d.

e.

f.

g.

h.

i.

j.

k.

1.

m.

n.

0.

P.

AC

APPn

BITS

c“

c,

CAT

CODE

CODESIZE (V)

COM

DC

DCi

DHT

DIFF

DNL

DQT

DRI

AC DCT coefficient

application marker

16 byte list containing number of Huffman codes of each length

horizontal frequency dependent scaling factor iq DCT

vertical frequency dependent scaling factor in DCT

size category of DC difference or AC coefficierit amplitude

Huffman code vafue

code size for symbol V

comment marker

DC DCT coefficient

DC coefficient for i’”block in component

define-Huffmarr-tables marker

difference between quantized DC and prediction

define number of lines marker

define-qmmrtization-table marker

define restart irrtervaf marker

13 18 June 1993
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r.

s.

t.

u.

v.

w.

x.

Y.

z.

aa.

ab.

ac.

ad.

ae.

af.

%.

ah.

ai.

aj.

ak.

18 June 1993

EHUFCO

EHUFSI

EOB

EOI

FREQ(V)

HUFFCODE

HUFFSIZE

HUFFVAL

LASTK

m

MAXCODE

MINCODE

OTHERS(V)

P

PRED

Q1-Q5

Q..

Q,,

h

R.

RSTm

MIL-STD-188-198

Huffman code table for encoder

encoder table of Huffman code sizes

end-of-block for sequenti~ end-of-band for progressive

end-of-image marker

frequency of occurrence of symbol V

list of Huffman codes corresponding to lengths in HUFFSfZE

list of code lengths

list of values assigned to each Huffman code

largest value of K

modulo eight counter for RSTm marker

table with maximum value of Huffman code for each code length

table with minimum value of Huffman code for each code length

index to next symbol in chain

sample precision

quantized DC coefficient from the most recently coded block of the
component

Five quality levels with associated default quantization tables for
DCT based coding

quantization value for DCT coefficient Svu

quantizer value for DC coefficient

reconstructed image sample

dequantized DCT coefficient

restart marker

14
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al.

am.

an.

ao.

ap.

aq.

ar.

as.

at.

au.

av.

aw.

ax.

ay.

az.

ba.

RUN

SY.

s vu

S1

soI

SOFO

SOF1

Sos

%.

v

VALFTR

VI

V2

ZRL

z%

z~

MIL-STD-188-198

length of mn of zero amplitude AC coefficients

sample from horizontal position x, vertical position y in block

DCT coefficient at horizontal frequency U, vertical frequency v

Hrrffman code size

start-of-image marker

baseline DCT process frame marker

extended sequential DCT frame marker, Huffm+rr coding

start-of-scan marker

quantized DCT coefficient

symbol or value being either encoded or decoded

list of indices for 1st vafue in HUFFVAL for each code length

symbol value

symbol value

vafue in HUFFVAL assigned to run of 16 zero coefficients

kti element in zigzag sequence of DCT coefficients

quantized DC coefficient in zig-zag sequence
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4. GENERAL REQUIREMENTS

4.1 Interoperability. The requirements specified in this standard are intended to enable the
interchange of 8- and 12-bit gray scale imagery and 24-bit color imagery compressed’ with JPEG. The
Type 1 operation (8-bit sample precision gay scale sequential DCT with Huffman coding) is the only
compression currently defined. Other modes are TBR.

4.2 Encoder. An encoder is an embodiment of an encoding process. As shown on figure 1 of
CCITf and ISO/IEC JTCl, DRAFI CCITT Rec. T.81, InformationTechnology-DigitalCompression
and Coding ofContinuous-ToneStiUImages,“Part 1: Requirements and Guidelines”,, 18 September 1992,
page 17, an encoder takes as input digital source image data and table specifications /urd, using a
specified set of procedures, generates compressed image data that is stored in the image data field of the
NITF fife as shown on figure 1.

I

NJW:d=iSI
S u~mh% e r Image Data

I
..-.”” ......... ..... .......

./.....- ..... .........
. .......----

Sol Compressed Imege Data EOI

FIGURE 1. NITF fiie structure.

4.3 Decoder. See DRAFT CCITT Rec. T.81, Paragraph 3.1(2), page 17,

4.4 hrterchan~e format-encoders. Encoders shall output to the image data field of the NITF file
either a full interchange format that includes the compressed image data and all table lspecifications used
in the encoding process, or an abbreviated format that uses default tables. The abbreviated format is
identical to the full interchange format, except that it does not contain all tables requ~ed for decoding.
These default tables are specified elsewhere in the NITF image subheader.

4.5 Interchange format-decoders. All decoders shall interpret full and abbreviated interchange
formats.

4.6 LossY and lossless compression. See DRAFT CCITT Rec. T.81, Paragraph 32, subparagraph
1 & 3, page 18.

4.7 Amount of compression. The amount of compression provided by any of the, various processes
depends on the characteristics of the particular image being compressed and on the picture quality desired
by the application.
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4.8 Color conversion. Two alternative color spaces are specified for coding RGB imagery (Type 2).
The first aftemative is to code the RGB components directly, and the second is to transform from RGB
into a luminance (Y) chromirrance (Cb, Cr) color space, which is more efficient for compressing naturaJ
scenes. Since JPEG is color-blind by design, this color space must be identified in the NITF image
subheader instead of the image data of the NITF fife.

4.9 DCT-based coding. Figure 4 of DRAFT CCITT Rec. T.81, page 19, shows $e main procedures
for afl encoding processes based on tbe DCT. It illustrates the special case of a single-(image)block,
single-component (gray scale) image. This is an appropriate sirnplitlcation for overview purposes,
because all image blocks are coded independently and, for each block, the processes specified in this
standard, other than the color conversion, operate on each component independently.

4.9.1 Forward DCT. In the encoding process, the irrput component’s samples are grouped into 8x8
blocks, and each block is transformed by the forward DCT (FDCT) into a set of 64 values referred to as
DCT coefficients. One of these vahres is the DC coefficient and the other 63 are the AC coefficients.

4.9.2 ouantization. Each of the 64 coefficients is using quantized one of 64 corresponding values
from a qrmntization table (determined by one of the table specifications shown on figure 4 of DRAFT
CCffT Rec. T.81, page 19). Unlike the ISO/CCITT JPEG standard, default quantization tables are
specified in this standard.

4.9.3 Preparation for entropy coding. After quantization, the DC coefficient and the 63 AC
coefficients are prepared for entropy coding, as shown on figure 5 of DRAFT CCITT Rec. T.81, page 20.
The previous quantized DC coefficierit is used to predict the current quantized DC coefficient, and the
difference is encoded. The 63 quantized AC coefficients undergo no such differenti~ encoding, but are
converted into a one-dimensional zig-zag sequence, as shown on figure 5 of DRAFf CCITT Rec. T.81,
page 20.

4.9.4 Entropy coding. The quantized coefficients are passed to an entropy encodjng procedure that
compresses the data further. One of two entropy coding procedures can be used, as described in 4.12. ff
Huffman encoding is used, Huffman table specifications must be specfled to the encoder. If arithmetic
encoding is used, arithmetic coding conditioning table specifications must lx provided. Unlike the
ISO/CCITT JPEG starrdard, default Huffman tables are specified in this standard.

4.9.5 DCT-based decoding. Figure 6 of DRAFT CCITT Rec. T.81, page 20, shows the mairr
procedures for all DCT-based decoding processes. Each step shown performs essentiaffy the inverse of
its corresponding main procedure within the encoder. The entropy decoder decodes t$e zig-zag sequence
of quantized DCT coefficients. After dequantization, the DCT coefficients are transformed to an 8x8
block of samples by the inverse DCT (lDCT).

4.10 Lossless codtig. See DRAFT CCfTT Rec. T.81, paragraph 3.4, page 21.

18 June 1993 18

Downloaded from http://www.everyspec.com



MfL-STD-188-198

4.11 Modes of operation. There are fotu distinct modes of operation under which the various coding
processes are defined:

a. Sequential DCT-ba.sed (Type 1, Type 2, Type 3).

b. Progressive DCT-based (Type (Effectivity 5)).

c. Lossless (Type (Effectivity 2)).

d. Hierarchical (Type (Effectivity 6)).

The lossless mode of operation was described in 4.10. ‘fire other modes of operation: are compared in
4.11.1,4.11.2, and 4.11.3.

4.11.1 SeauentiaJ DCT-based mode. For the sequential DCT-based mode, 8x8 +mple blocks
typically are input block by block from left to right, and block-row by block-row from top to bottom.
After a block has been quantized and prepared for entropy coding, all 64 of its quantized DCT
coefficients can be entropy encoded immediately and output as part of the compressed image data (as was
described in 4.9), minimizing coefficient storage requirements.

4.11.2 Pro~ressive DCT-based mode. (Effectivity 5)

4.11.3 Hierarchical mode. (Effectivity 6)

4.12 Entropy codtig alternatives. Two alternative entropy coding procedures are specfled:

a. Huffman coding (Type 1, Type 2, Type 3)

b. Arithmetic coding (Type (Effectivity 7))

Huffman coding procedures use Huffman tables, determined by one of the table specifications shown on
figures 1 and 2 of DRAFT CCITT Rec. T.81, page 13. Arithmetic coding procedures use arithmetic
coding conditioning tables, which also may be determined by a table specification. Default values for
Huffman tables are specified, but applications may choose tables appropriate for their’ own environments.
Default tables are also defined for the arithmetic coding conditioning.

4.13 Sample precision.

4.13.1 DCT-based processes. For DCT-based processes, two rdtemative sample precision are
specified:

a. Either 8 bits (Type 1, Type 2)

b. 12 bits (Type 3) per sample
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Applications that use samples with other precision shall use either 8-bit or 12-bit precision by remapping
their source image samples. DCT-based implementations that handle 12-bit source image samples are
likely to need greater computational resources than those that handle only 8-bit source images.

4.13.2 Lossless processes. See DRAFT CCITT Rec. T.81, paragraph 3.7, subparagraph 2, page 23.

4.14 Multiule-component control. See DRAFT CCllT Rec. T.81, paragraph 3.8, page 24.

4.14.1 Interleaving multiple components. Figure 11 of DRAFT CCllT Rec. T.81, page 24, shows an
example of how an encoding process selects between multiple source image components and multiple sets
of table data when perfo-g its encoding procedures. The source image in this exqnple consists of the
three components A, B, and C, and two sets of table specifications. (This simplified ‘view does not
distinguish between the quantization tables and entropy coding tables.) In sequential mode, encoding is
non-interleaved if the encoder compresses all image data units in component A before beginning
component B, and then, in turn, all of B before C. Encoding is interleaved if the encoder compresses a
data unit from A, a data unit from B,”a data unit from C, then back to A. These alternatives are
illustrated on figure 12 of DRAFT CCITT Rec. T.81, page 24, which shows a case in which all three
image components have identical dimensions: X columns by Y rows, for a total of n data units each.

These control procedures also can handle cases in which the source image components have different
dimensions. Figure 13 of DRAFT CCITT Rec. T.81, page 25, shows a case in whic~ two of the
components, B and C, have half the number of horizontal samples relative to component A. In this case,
two data units from A are interleaved with one each from B and C. Cases in which components of an
image have more complex sampling relationships, including subsampling in the verticaJ dimension, can be
handled as welf.

4.14.2 Minimum coded unit. Related to the concepts of multiple-component interleave is the
minimum coded unit (MCU). If the compressed image data is non-interleaved, the MCU is defiied as
one data unit. For example, on figure 12 of DRAFT CCITl_ Rec. T.81, page 25, the MCU for the
non-interleaved case is a single data unit. If the compressed data is interleaved, the fiCU contains one or
more data units from each component. For the interleaved case on figure 12 of DR.@ CCITT Rec.
T.81, page 25, the first MCU consists of the three interleaved data units, Al, B1, Cl. In the example of
figure 13 of DRAFT CCITT rec. T.81, page 25, the fit MCU consists of the four data units, Al, A2,
Bl, Cl.

4.15 Image, image block, frame, and scan.

4.15.1 -. An image contains one or more image blocks. Each image block is the same size.
For images with more than one image block, it is recommended that block sizes be kept large (512 or
more) to minimize the overhead associated with the compressed format. It is also recommended that the
block size be chosen to be a mukiple of eight times the largest sampling factor, such as 8 or 16, to match
the underlying compression process and minimize compression artifacts at the block bound ties.
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4.15.2 Image block. Each image block is compressed independently. When the NITF image
subheader IMODE field is set to B or P, there is exactly one JPEG stream per image block. When the
IMODE field is set to S, there is one’ JPEG stream per block per band (component).

4.15.3 -. A JPEG stream contains only one frameinthecasesof sequential and progressive
coding processes; a JPEG stream contains multiple frames for the hierarchical mode.

4.15.4 ~. See DRAFT CCITT Rec. T.81, paragraph 3.10, subparagraph 2 & 3, page 27.

4.16 Region of interest codirrq. This standard alIows different image blocks within a single image to
be compressed using different quantization tables with resulting variation in reconstnicted image quality,
based on their judged relative importance. In addition, this standard allows different regions within a
single image block to be compressed at different rates (Type (Effectivity 3)).
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5. DETAILED REQUIREMENTS

5.1 Common JPEG encoding and decoding precesses. JPEG has two classes of coding processes:

a. DCT-based

b. Lossless

Section 5.1.1 describes requirements common to all DCT-based processes. Section 511.2 describes
requirements common to all lossless processes. Then specific coding modes are described in 5.2 and
subsequent sections.

5.1.1 DCT-based encoding and decoding precesses. The following subsections in 5.1.1 describe the
requirements for all DCT-based encoding and decoding processes. Specific DCT-bas&d modes are
described in subsequent sections:

a. Sequential DCT-based JPEG mode (see 5.2).

b. Progressive DCT-based JPEG mode (see 5.3).

c. Hierarchical JPEG mode (see 5.4).

5.1.1.1 Minimum processing unit. For DCT-based coding modes, the image is processed as a series
of 8x8 blocks. For multiple-component imagery, these components may be irrterleaved. Figure 2 shows
a single image component that has been partitioned into blocks for the FDCT computations.
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FIGURE 2. Partitioning an example source image with 52 lines and 68 samples into 8x8 blocks.

Figure 2 afso defines the orientation of the samples within a block by showing the indices used in the
FDCT equation. The definitions of block partitioning and sample orientation also apply to any DCT
decoding process arrd the reconstmcted image output. The encoding process shall add samples as
necessary at the right and bottom edges of the image to guarasrtee an integral number, of blocks for
compression as demonstrated on figure 2. When an image does not contain enough data to fill an 8x8
block along the rightmost or bottom edge, the sample vafues in the rightmost and/or bottom edges shall
be replicated in the extra space to add columns to the right and rows to the bottom. we decoding
process shall use header information from the interchange format to identify any such additiomd samples
and remove them. The blocks are processed block by block from left to right, and block-row by
block-row from top to bottom.

5.1.1.2 MultiPle-comPonent image~. Multiple-component imagery is any image with more tharr one
component. RGB color and multispectral imagery are important special cases (Effectivity 4).

5.1.1.2.1 RGB color ima~ery. RGB color imagery carr be coded directly or after converting to the
YCbCr601 color space. The color space used is recorded irr the IREP and IREPBAND fields within the
NITF image subheader (defined in MILSTD-2500).

5.1.1 .2.1.1 RGB color space. RGB color imagery can be coded directly as RGB components. Each
component shall be compressed at fulI resolution, with no subsampling, arrd the components may be
interleaved or not. When the components are interleaved, the interleave order is R, G,, B with each MCU
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containing one R 8x8 block, followed by one G block and then one B block. Tire (i,j)ti MCU will
contain 3 blocks: R(i,j), G(i,j), B(i,j) where R(i,j) denotes the (i,j)ti 8x8 block of the R component.

5.1.1 .2.1.2 YCbCr601 color space. RGB color imagery can be coded in the YCbCr601 color space.
The following equations specify the ideal functional definition of the forward and inverse transformations.
Note that unlike CCIR 601-1, (Y, Cb, Cr) have a full 8-bit dynamic range (O-255) in this standard with
no headroom or footroom.

Forward YCbCr601 transformation:

J’= 0.299R + 0.587G + 0.114B
Cb -128 = -0.1687R - 0.3313G+ 0.500B
C. -128 = 0.500R - 0.4187G - 0.0813B

The chrorrrirrance components can be computed alternatively as color differences:

C, -128 = 0.5643(B - Y)
C, -128 = 0.7133(R Y)

Inverse RGB transformation:

R = Y + 1.402(C, - 128)
G = Y - 0.34414(C, - 128) - 0.71414(C, - 128)
B = Y + 1.772(C6 - 128)

These equations contain terms which cannot be represented with perfect accuracy. T~e accuracy
requirements for the combined YCbCr conversion, FDCT, and quantization procedures are speciiled in
JIEO Circular 9008. The accuracy requirements for the combined dequantization, RGB conversion, and
IDCT also are specified in JIEO Circular 9008.

5.1.1 .2.1.3 hrterleave order for YCbCr. The chromiruurce components (Cb, Cr) may be subsaorpled
by 2 horizontaUy, vertically, or both relative to the Iumintice component (Y). The components may be
interleaved or not. When the components are interleaved, the interleave order is Y, Cb, Cr with each
MCU containing one or more Y 8x8 blocks, folIowed by one Cb block and then one Cr block.
Depending on the subsampling, each MCU will contain three, four, or six blocks.

The (i,j)ti MCU will contain:

NO subsarnpling:

Y(i,j), Cb(i,j), Cr(i,j)
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Horizontal subsampling:

Y(i,2j), Y(i,2j+l), Cb(i,j), Cr(i,j)

Verticaf subsampling:

Y(2i,j), Y(2i+l,j), Cb(i,j), Cr(i,j)

Y(2i,2j), Y(2i,2j+l), Y(2i+l,2j), Y(2i+l ,2j+l), Cb(i,j), Cr(i,j)
where Y(i,j) denotes the (i,j)ti 8x8 block of the Y component.

5.1.1 .2.1.4 Downsampling filter. The downsampled components are generated as the output of the
downsampling filter, illustrated on figure 3. The associated division indicates truncation, not rounding.

FIGURE 3. Low Pass fiiter for downsampling.

When downsamplirrg horizontally, the left sample on figore 3 should be afigned with the left column of
the higher resolution image. Wlren dpwnsampfirrg vertidfy, the top sample on figure 3 should be
aligned with the top row of the higher resolution image. The filter is then applied to each pair of samples
along the row, or column, and tJre falter output generates the lower resolution image. ~If the image being
downsampled has an odd width or length, the odd dimension is increased by one by sample replication on
the right edge or bottom row before downsampling. If both horizontal and vertical reductions are
required, they are done in sequence - f~st horizontal and then verticaf. Because of the filter structure, the
downsampled chrominance samples are centered between the luminance samples.

5.1.1 .2.1.5 UusamPlirrEfifter. The upsampling filter increases the spatial resolution by a factor of
two horizontally, vertically or both. Sample replication is used for the upsampfing filter, as ilfusmated on
figure 4.

ma b Ela

b

FIGURE 4. Sample positions for upsampfirrg rules.

The rule for calculating the upsampled value is Pa=Pb=Ra where Pa is the upsarnpled value at location a,
Pb is the upsampled value at location b, and where Ra is the sample vaJue of the lower resolution image.

18 June 1993 26

Downloaded from http://www.everyspec.com



MIL-STD-188-198

The top left sample of the upsarnpled image matches the top left sample of the lower resolution image.
For each sample in the lower resolution image, two adjacent samples are output along the row, or
column. The upsarnpling procedure always doubles the line length or the number or rows. Lf both
horizontal and verticaf expansions are required, they are done in sequence. Note thatl either order
produces identicaf results.

5.1.1.2.2 Multispectral imagery. (Effectivity 4)

5.1.1.3 FDCT and IDCT.

5.1.1.3.1 Level shift. See DRAFT CCITT Rec. T.81, Annex A, paragraph A.3.1, page 49.

5.1.1.3.2 FDCT and IDCT transformations. The folfowing equations specify the ,ideal functional
definition of the FDCT and the IDCT.

(2x+ l)urr cm (2Y+l)v~ .sw=;cucv~ ~ Syrcos— —
..0 ‘w 16 16 ‘

syx=$~ ~ cuc#s#J=&eos@#@;
.-0 v+

U,v = 0,...,7 ~

X,y = 0,...,7

where

Cu,Cv=~ for u,v=~ C,,CV=I otherwise.

@

These equations contain terms that cannot be represented with perfect accuracy. The hccuracy
requirements for the combined FDCT and quantization procedures are specified in JIEO Circular 9008.
The accuracy requirements for the combined dequantization and IDCT also are spec~ed in JIEO Circular
9008.

5.1.1.4 DCT coefficient auantization and deauantization. See DRAFT CCITT Rec. T.81, Annex A,
paragraph A.3.4, page 50.
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5.1.1.5 DC coefficient - differential encoding. The DC coefficient, ,SOO,is processed differently than
the 63 AC coefficients. The quantized DC coefficient from the previously encoded block (of the same
component), PRED, is used to predict the current quantized DC coefficient, SqOO,and this difference,
DIFF, is encoded.

DIFF = SqOo-PRED

where PRED = SqOOfrom the previous block (of the same component).

At the beginning of the image and at the beginning of each restart interval, PRED is initialized to
zero.

5.1.1.6 AC coefficients - zi~-za~ scan order. After quantization and in preparation for entropy
encoding, the quantized AC coefficients are scanned irr a zig-zag order to maximize the run lengths of
zero quantized coefficients. The zig-zag order AC coefficients are denoted ZZ~;k = 1, .... 63 and the
zig-zag sequence is specified as follows:

O 1 5 6 14 15
2 4 7 13 16 26
3812172530
9 11 18 24 31 40
10 19 23 32 39 45
20 22 33 38 46 51
21 34 37 47 50 56
35 36 48 49 57 58

27
29
41
44
52
55
59
62

28
42
43
53
54
60
61
63

so that:

Zz, = Sqo,
ZZ2 = Sq,o
ZZ3 = sq20
ZZ4 = Sqll

ZZ63= Sq,,

5.1.2 Lossless encoding and decoding precesses. (Effectivityy 2)

5.2 Searrential DCT-based JPEG mode.

5.2.1 Control procedures for the sequential DCT-based mode. The control procedures for encoding
and decoding an image and its constituent parts, the frame, scan, restart interval, and MCU, are given on
figures 5 and 6. The procedure for encoding (decoding) a MCU repetitively calls the procedure for
encoding (decoding) a data unit. For DCT-based modes, the data unit is an 8x8 block of samples.
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5.2.2 Procedure for encoding and decoding an 8x8 block data unit. See DRAFT CCITT Rec. T.81,
Annex F, paragraph F.1.1.2, page 113 and paragraph F.2.1.2, page 133.

5.2.2.1 m. See DRAFT CCITT Rec. T.81, Annex F, paragraph F.1.1.3, page 114.

5.2.2.2 ~. See DRAFT CCITT Rec. T.81, Annex F, paragraph F.2.1.5, page 134, and Annex A,
paragraph A.3.1, page 49.

5.2.2.3 Ommtization roles. The DCT coefficients are uniformly quantized.

5.2.2.3.1 (lrantization. Quantization is accomplished by dividing each D(H coefficient vafue by the
quantization table value for that coefficient and rounding the result. The quarrtized DCT coefficient
values are signed, two’s complement integers with 11-bit precision for 8-bit input precision and 15-bit
precision for 12-bit input precision.

5.2.2.3.2 Decmmntization. Dequantization is accomplished by multiplying each quantized coefficient
value by the quantization table vahse for that coefficient.

5.2.2.4 Ouantization tables. Default or custom tables can be used.

5.2.2.4.1 Default quantization tables. Default quantization tables, suitable for most applications, are
provided in appendix A. When the default tables are used, they are not placed in the, compressed data.
The use of the-default table(s) is recorded in the COMRAT fieid within ie NITF image subheader
(defined in MILSTD-2500).

5.2.2.4.2 Custom quantization tables. For those applications when the default tables are not

appropriate, custom quantization tables can be used. The tables then are placed in the compressed data
accordirrg to the format specified in @is standard.

5.2.2.5 Entrop v encoder/decoder. Two distinct entropy coders are possible. Paragraph 5.2.2.5.1
specifies Huffmwr coding while 5.2.2.5.2 specitles arithmetic coding (Effectivity 7). Huffman coding is
required at this time and arithmetic coding is anticipated as a future requirement.

5.2.2.5.1 Huffman coding.

5.2.2 .5.1.1 Codti2 models for Huffman cotig. After quantization, the DCT coefficients are
prepared for Huffman coding. ‘fire coefficients are mapped into symbols as described below and these
symbols then me Huffman coded. The encoded symbol then usually is followed by a variable length bit
field, which, together with the symbol, fulfy determines the coefficient(s) being encod,ed. The decoder
first decodes the symbol following the Huffman decoding procedure. Based on the value of the symbol,
any additional bit field is irrterpreted to reconstruct the quantized DCT coefficient(s).

5.2.2 .5.1.2 Formirw the DC svmbol. Instead of assigning individual Huffman codes to each DIFF
vahre, the DIFF vahres are categorized based on magnitude ranges and this category, CAT, is Huffman
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encoded. Additional bits are appended to specify the actual DIF’F value within the category. For 8-bit
sample precision, the DIFF values f+ within the range (-2047, 2047) and are grouped into 12 categories,
0-11, as shown in table I. When the samule mecision is 12 bits, the DIFF values have a lamer dynamic-.
range (-32767, 32767) and are grouped ~to i 6 categories, O-15: also shown in table I.

TABLE I. Categories.

Category, CAT I Values

o 0

1 -1, 1

2 I -3, -2,2, 3

3 -7...-4,4...7,

4 -15...-8, 8...15

5 I -31...-16, 16...31

6 -63...-32,32...63

7 -127...-64.64...127

8 I -255...-128, 128...255

9 -511...-256,256...51 1

10 -1023...-512, 512...1023

11 I -2047...-1024, 1024...2047

12 -4095...-2048,2048...4095
I

13 I -8191...-4096.4096...8191

14 I -16383...-8192, 8192...16383

15 I -32767 ...-16384.16384...32767
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5.2.2 .5.1.3 Encoding the DIFF value. For the DC coefficient, the symbol used for Huffman encoding
is CAT. For any given DIFF value, an additional bit sequence is appended to the Huffman codeword to. .
identify uniquely which difference in, that category actually occurred. The number of extra bits is given
by CAT itself, with zero being an allowed value. The extra bits are appended to the least significant bit
(LSB) of the Huffman code, most significant bit (MSB) first. When DIFF is positive, the CAT low order
bits of DIFF are appended. When DfFF is negative, the CAT low order bits of (DIFF- 1) are appended.
Note that the most significant bit of the appended bit sequence is zero for negative differences and one
for positive differences.

EXAMPLE.

When DIFF = 2 = 00000...010, CAT=2 and the CAT low order bits of DIFF are 10.

When DfFF = -2, CAT=2, DIFF-1 = -3 = 11111...101 and the CAT low order bits of
DIFF-I are 01.
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5.2.2 .5.1.4 Formirw the AC symbol. Each non-zero AC coefficient in the vector, of zig-zag ordered
coefficients is described by a composite 8-bit symbol, V, of the form

V = (RUN, CAT) = 16 X RUN + CAT

asdescribed in table If.

TABLE IL AC svmbols.

o

0 EOB

1 xxx

2 xxx

3 xxx

4 xxx

5 xxx

R 6 xxx

u 7 xxx

N 8 xxx

9 xxx

10 xxx

11 xxx

12 xxx

13 xxx

14 xxx

15 ZRL

CAT

1 2 3 4 5 6 7 8 9 1(

V=16XRUN+ CAT

additional

!symbolsfor

12~bit sample data
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The 4 least significant bits define a category, CAT, for the amplitude of this nonzero, coefficient. For
8-bit image data, the AC coefficients can be shown to fall within the range (-1023, 1023) and are grouped
into ten categories, 1.10, using table I. For 12-bit image data, the AC coefficients have a larger dynamic
range (-16383, 16383) and are grouped into the 14 categories 1-14, afso shown in table I. CAT=O is not
valid here because we only are considering the next nonzero coefficient. The 4 most ~significrmt bits
define RUN, the run-length of zero coefficients between nonzero coefficients, which gives the position of
this coeffkient relative to the previous nonzero coefficient (in this block). If the run length of zero
coefficients exceeds 15, then multiple symbols are used. The special zero run length !(ZRL) symbol (15,

O) = 240 is defined to represent a run length of 15 zero coefficients followed by a coer%cient of zero
amplitude that can be interpreted as a run length of 16 zero coefficients. For example a (RUN=35,
CAT=5) pair would result in three symbols:

a. (15,0)

b. (15,0)

c. (3,5)

In addition, a speciaJ value (0,0) = O is used to code the end-of-block (EOB), signahig that all remaining
coefficients in the block are zero. Note that if Z&3, the last AC coetlcient in the block, is nonzero, then
no EOB symbol is encoded.

5.2.2 .5.1.5 Encoding the AC coefficient vafrres. For any given nonzero AC coefficient vahre, an
additional bit field is appended to the Huffman codeword to identify uniquely which coefficient vahre
within that category actualfy occurred. The procedure is the same as for the DIFF va@e (see 5.2.2.5.1.3).
The number of extra bits is given by CAT itself, and the bits are appended to the LSB of the Huffmarr
code, MSB first. When Z~ is positive, the CAT low order bits of Z% are appended. When Z~ is
negative, the CAT bits of (Z% - 1). Note that the MSB of the appended bit sequences is zero for
negative coefficients and one for positive coefficients.

5.2.2 .5.1.6 Huffmarr codes. The DC and AC coefficients are represented, irr part; by symbols that
are Huffmarr coded. Huffman codes are the most efficient codes possessing the pref~ property. That is,
given a set of symbols and their associated probability of occurrence, a set of Huffmarr codes can be
generated to minimize the average number of bits required to represent a typical ensemble of symbols, so
that each code wifl not be a prefm to any other valid code. This alfows a bit stream to lx parsed, a bit at
a time, to decode the encoded symbols. This afgorithm never has more than 256 symbols, and the code
lengths are limited to 16 by design.

5.2.2 .5.1.7 Huffman table generation. The Huffmarr codes are generated from two tables, BITS and
HUFFVAL. BITS is a list of 16 8-bit values defining the number of Huffman codes of each size, one
through 16. HUFFVAL is a list of 8-bit symbol~ one symbol for each code in increasing code length
order. A method of generation is specified so that, given BITS and HUFFVAL, the associated codes are
defined uniquely.

35 18 June 1993

Downloaded from http://www.everyspec.com



MIL-STD-188-198

5.2.2 .5.1.8 Default BITS and HUFFVAL tables. Default vahres, suitable for most applications are
provided in appendix B. When the default tables are used, they are not placed in the compressed data,

5.2.2 .5.1.9 Custom BITS and HUFFVAL tables. For those applications when the default tables are
not appropriate, custom Huffmarr tables can be used. In that case, the procedure described in appendix C
must be followed to generate the custom BITS and HUFFVAL tables which are then ~placed in the
compressed data according to the format specified in this standard.

5.2.2.5.1.10 Buildio~ the Huffman codhg tables. The Huffman encoding tables, ~EHUFCO and
EHUFSI, are built from BITS and HUFFVAL following the procedure in appendix D.

5.2.2.5.1.11 Huffman encoding. The Huffman code for V is the EHUFSI(V) rightmost bits of
EHUFCO(V). The MSB of the Huffma.rr code is placed towards the MSB of the byte in the bit stream,
and successive bits are placed in the direction MSB to LSB of the byte. Remaining bits, if any, go into
the next byte following the same nrles. Additional bit sequences associated with Huffmarr codes are

appended with the MSB adjacent to the LSB of the Huffman code.

5.2.2.5.1.12 Huffmarr decoding. A Huffmao decoder may be implemented in many ways, and one
possibility is described as an example. This decoding method uses three tables: MINCODE,
MAXCODE, and VALPTR, which are generated from BITS and HUFFCODE as sboynr on figure F. 15 of
DRAFT CCITT Rec. T.81, page 137., HUFFCODE is built by a procedure defined in appendix D. To
decode the next symbol (vaJue) the compressed data string is examined one bit at a time. First it is
dete-ed if a one-bit code is valid, and, if not, the next bit is fetched from the data string and the
resulting two-bit code is examined. This procedure is repeated until a valid code is found. The
procedure is shown on figure F. 16 of’DRAFT CCITT Rec. T.81, page 138, where the procedure
NEXTBIT returns the next code bit from the bit stream. The notation (SL CODE 1) on figure F.16 of
DRAFT CCITT Rec. T.81, page 138, indicates a shift left of CODE by one bit in position.

5.2.2.5.2 Arithmetic codiq (Effectivity 7)

5.2.3 Compressed data interchange format. Section 5.2.2 has described how to code and decode a
single 8x8 block. To encode a complete image, an interchange format has been defied that includes
additional information, conveyed via marker codes, together with the entropy-coded data. The
intercharrge format consists of an ordered collection of markers, parameters, and entropy-coded segments.

5.2.3.1 Marker codes. Marker codes always are byte aligned and are preceded by the OXFF marker
prefix byte. Any marker optionally may be preceded by any number of fill bytes, which are bytes
assigned code OXFF. All markers are assigned two-byte codes, a OXFF byte followed by a second byte
that is not equal to zero or OXFF. The marker codes fall into two classes: codes wi~out fields and codes
followed by a variable length parameter segment. Table III shows the marker codes that are valid for the
sequential DCT-based encoding process.
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TABLE III. Marker codes for sequential DCT-based mode.

I 1

OXFFCO SOFO - Baseline DCT

I
OXFFC1 SOF, - Extended sequential DCT

I
0XFFC4 DHT -Define Huffman Table(s)

I
OXFFDO RSTO - Restart with modulo8 count O

I
OXFFD1 ‘IRST1-Restartwitfr modulo8countl I

0xFFD2 lRST, -Restart withnrodulo8count2 I

0xFFD3 lRST, -Restmtwithmodulo 8count3 I

0xFFD4 lRST. -Restart withmodulo8count4 I

0xFFD5 lRST,-R estartw ithnrodulo8count5 I

0xFFD6 RSTC - Restart with modulo 8 count 6

0xFFD7 ~RST7-Restart with modulo 8 count 7

0XFFD8 SOI -Start of Image

0xFFD9 EOI -End of Image

OXFFDA Sos - start of scan
I

OXFFDB DQT - Define Quantization Table(s)

OXFFDD DRI - Define Restart Interval

0XFFE6 APP6 - NITF application segment

OXFFFE COM - Comment

5.2.3.2 Bvte stuffing. In the compressed data, any non-zero vahre following one or more OXFF bytes
is defined as a marker code, where OXindicates a hexadecimal number. Therefore, whenever, in tfre
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course of normaJ encoding, the byte vafue OXFF is created in the code string, a OXOO,bfie is stuffed into
the code string, after the created OXFF,to prevent the false detection of a marker code. If an OXOObyte is
detected after an OXFF byte, the decoder must discard it. If the byte is not zero, a m@ker code has been
detected and shall be interpreted to the degree needed to decode the data.

5.2.3.3 Format of a JPEG compressed image within an NITF file. The format for NITF image data
compressed with the sequential DCTJbased JPEG mode differs based on the number of blocks, bands. and
IMO’DE value (B,P,S). ‘These different cases are described below.

5.2.3.3.1 Simgle block JPEG compressed format. The format for NITF single block image data
compressed with the sequential DCT-based JPEG mode is shown on figure 7.

N~::d~s Image
Subheader Image Data

,...’ ,$,

,...’ i!,

sol Frame EOI

...’”” ----. ......

/.””’”’’”’”
“--.............

--....

[tables/misc.]Frame Header Scan 1 [Scan2]
n
[Scann]

.................................................... .......................................-..----’””””

..............-.._......--.--.””’””’””-””””””’”””””-””””’

[tablealmisc.]Scan Header Fir;;t?:awt Second Restart
Interval

cm

FIGURE 7. NITF stigle block file structure (JMODE.B or P\.

5.2.3 .3.1.1 Simde block image data format. The top level of figure 7 specifies ttiat the JPEG
compressed data is contained in the Irpage Data Field of the NfTF fife. The second level of figure 19
specifies that the single block image format shall begin with arr.SOI marker, shall contairr one frame, and
shall end with an EOI marker.

5.2.3 .3.1.2 Frame format. The third level of figure 7 specifies that a frame shall begin with a frame
header and shall contain one or more scans. A frame header may be preceded by one or more table-
specification or miscellaneous marker segments. NITF does not aflow the use of the JPEG DNL segment
which, when present, would follow the fiit scan in the frame.

5.2.3 .3.1.3 Scan format. The fourth level of figure 7 specifies that a scan shall begin with a scan
header and shall contain one or more restart intervals. A scan header may be preceded by one or more
table-specification or miscellaneous marker segments. When the NITF image subheader IMODE field is
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set to B, there shall be n scans within the frame, one for each of the components (n=l or 3). When the
IMODE field is set to P, there shall lie a single scan within the frame consisting of three interleaved
components.

5.2.3 .3.1.4 Restart intervals. Following the scan header, each scam shall be encoded as a series of
one or more restart intervals. A restart interval is a self-contained entropy-coded data segment that can
be decoded independently from the other intervals. Restart irrtervals are used for error recovery (6.3). If
the image were encoded as a single interval, any tmmsmission error would render all subsequent image
data unusable. When severaf restart intervals are used, the effects of an error can be contained within a
single interval. The restart interval is defined by the DRI marker in a miscellaneous marker segment, and
each interval, except the last, shall be followed by a marker code (RST., m=O,...,7) where m is the
interval count modulo eight. In JPEG, restart intervals are optional but NITF requires the use of restart
marker codes with a ~start intervaf no larger than the number of MCUS per block-rob.

5.2.3 .3.1.5 Byte alknment. To achieve byte alignment at the end of a restart interval, any
incomplete byte is padded with one-bits. If this padding creates a OXFF value, a zero: byte is stuffed (see
5.2.2.2) before adding the following OXFF prefix and marker code to prevent a decoder from interpreting
this incomplete byte as a marker code.

5.2.3.3.2 Multiple block JPEG compressed format. The format for NITF multiple block image data
compressed with the sequential DCT-based JPEG mode is shown on figure 8 for IMODE=B or P. The
corresponding format when fMODE=S is shown on figure 9. Default quantization tables and Huffman
tables shall apply to all blocks unless the compressed stream for that block includes cirstom table
definitions. There shall be no carryover of custom tables between blocks so that custom tables must be
included in each block where the defaults are not used.
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N;::dFi:
Su’t!!efder Image Data

1.------
.........

---......

.......*

....................................Fl.

,.. ,.....................................
.......~.

..-” ,/” “L.
...--””-” i’

SOI Frame EOI sol Frame EOI
cm..............................................................................................._

....--’””.---
.....--”””””---

[tables/misc.]Frame Header Scan 1 [Scan2]
m
[Scann]

.............-----”””””
................-----””””””””””

.............------”””””-”’

[tables/misc.]Scan Header
I....................................m

Fir:;teR:aartSecfm:::etart““’”””””””””””””””””’”””””’””””””””

FIGURE 8. NITF multiple block file structure (IMODE=B or P]:

N~:FF-~ Image
.%bheader ImageData

......---””””
I.....

.......-.....”--

First Second
Image Band Image Band

[lILzz21

..........*.’’’’’’’’’’’’’’”=l , --------------------,,...,.....-. “’..
. ...-” .,-.

..---’ ,.....’”

sol Frame EOI sol’
I

Frame EOI
I::’&

.....”-
.---- -- . ...

..----- -..... -
... . ... ------

[tablesimlsc.] Framo Header Scan 1
................ ......................................... .. ........................ ...........

...... .......-....--.-”””””””””””
......... .. .....-.-----””””””””’””

[tables/misc.] Scan Header 1.............................Flr~;teR#aarr Secy::mRytart ““””””””””””””””””””””’”””””’””’”’

FIGURE 9. NITF multiple block file stmcture (fMODE=S].
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5.2.3 .3.2.1 Multiple block image data format (IMODE=B or P]. The top level of figure 8 specifies
that the JPEG compressed data is coritairred in the Image Data Field of the NITF fiie~ The second level
of figure 8 specifies that this multiple block image format shall begin with the compressed data for the
fit image block and shall be followed by the compressed data for each image block, one after the other,
left to right, top to bottom. The third level of figure 8 specifies that each compressed block shall begin
with an SOI marker, shall contain one frame, and shall end with an EOI marker. The format below this
level is identical to the single block case previously described in 5.2.3.3.1.

5.2.3 .3.2.2 Multiple block image data format (IMODE=S). The use of this IMODE requires that the
image contain multiple blocks and mtikiple bands, otherwise IMODE shall be set to B or P. The top
level of figure 9 specitles that the JPEG compressed data is contained in the Image Data Field of the
NITF file. The second level of figure 9 specifies that this multiple block image forniat shall begin with
the compressed data for the first image band and shall be followed by the compressed data foe each
image band, one after the other, fist to last. The third level of figure 9 specifies that each compressed
image band shall consist of the compressed data ( for that band) for each image blocli, one after the
other, left to right, top to bottom. The fourth level of figure 9 specifies that each compressed block shall
begin with an SOI marker, shall contain one frame, and shall end with an EOI marker. The format below
this level is identical to the single block case previously described in 5.2.3.3.1 with each frame containing
only one scan that contains the compressed data from only one band.

5.2.3.3.3 Frame header. The frame header specifies the source image characteristics, the components
in the frame, the sampling factors for each component, and selects the quantization table to be used with
each component. The format is shown in table IV with variable fields specified in table V for the
different image types.
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TABLE IV. Frame header.

18 June 1993

Offset Field Field length
value Name (bytes) comments

o see table V SOF. 2 Start of frame. SOFO isusedfor “Baseline

DCT sequemial” mode when P=8. When
P=12, SOFI must be used for “Extended DCT
sequential, Huffnmn coding”. Essentially,

Baseliie requires: sequential DCT, P=81
Huffnmn wwfhg; 8-bit quantizatkm tabl~;
and no more tbao two sets of Huffman pbles.

Extended sequential allows: P=12, tith~tic
codhg, 16-bit quantization tables, and up to

four sets of Huffman tables.

2 see table V L’ 2 Length of parruneters = (8+3N,)

4 see table V P 1 Sample precision, 8 or 12, (see SOFn note)

5 1-65535 Y 2 Number of lines (note O is not allowed)

7 1-65535 x 2 Number of samples F line

9 see table V N, 1 Number of components per frame, 1 or 3

10 0 c, 1 Compo”em “umber= O (R or y)

11 See table V H,VL 1 Horlzontd & vertical sampling factOrs

12 see table V TQ, 1 Quandzation table selector

13 1 c, 1 Component number = 1 (G or Cb)

14 see table V H,V2 1 Horizontal & vertical sampling factors

15 SC. table V TQ2 1 Quantization table selector

16 2 c, 1 Cmnponem munber = 2 (B or CI)

17 S= table V H,V, 1 Horizontal & verticat sampting factors

18 S- table V TQ, 1 Quantization table selector

42
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if N,=3

if N,=3

if Nt=3

if N,=3

if N,=3
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TABLE V. Variable frame header fields.

Field Name 8-bit 12-bit
gray scale gray scale

SOFn OXFFCO(SOFO) OXFFC1 (SOFJ

L, 11 11

P 8 12

N. 1 1

c1 o 0
I I

H(V, Oxll Oxll

RGB
color

OXFFCO (SOFO)

17

8

3

0 (R)

Oxll

o

1 (G)

Oxll

1

2 (B)

Oxll

2

YCbCr601
color

OXFFCO(SOFO)

17

8

3

0 (Y)

Oxll, or

0x21, or
0X12, or
0X22

o

1 (Cb)

Oxll

1

2 (Cr)

Oxll

1

no subsampling
(Cb,: Cr) subsampled horiz.
(Cb/ Cr) subsampled vert.

(Cb, Cr) subsampled
horizontally & vertically

5.2.3.3.4 Scan header. The scan header specifies which component(s) are contatied in the scan arsd
selects the entropy coding tables to be used with each component. The format is shown in table VI with
variable fields specified ~ table VII for the different types.
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TABLE VI. Scan header.

Offset Field Field length comments
Value Name (bytes)

o OXFFDA Sos 2 start of Slzm,

2 SE table VII L. 2 Length of parameters = (6+2NJ.

4 see table VII N, 1 Number of compo”e”ts in scan, 1 or 3.

5 0 Csl 1 Scan componem selector (R or Y),

6 see table VII Td,Tal 1 (DC, AC) entropy table selectors.

7 1 Cs, 1 Scan component selector (G or Cb). ifN,=3

8 see table VII Td,T+ 1 (DC, AC) entropy table wlectms. ifN$=3

9 2 CS3 1 Scancomponent selector (B or C,). ; if N.=3

10 see table VII Td,T~ 1 (DC, AC) entropy table selectors. ifN.=3

7orll o s, 1 Start of speclml selection = O (NA sequential, DCT).

8 or 12 63 se 1 End of spectral selection= 63 (NA sequentii+ DCT).

9 or 13 ox@3 A,AX 1 Successive appmximatio. bit pmitions (NA).,
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5.2.3.3.5 Table-specification and miscellaneous marker se~ments. At the places ihdicated
[tables/misc.] on figures 7, 8, and 9 any of the table-specification segments or miscellaneous marker
segments specified in 5.2.3 .3.5.1 - 5.2.3 .3.5.5 may be present in any order and with no limit on the
number of segments. ff any table specifications occur in the compressed image data, they shall replace
any defaults or previous specifications,, and shall be used whenever the tables are requjred in the
remaining scans in the frame. ff a table specification occurs more than once for a given table in the
compressed image data, each specification shafl replace the previous specification.

5.2.3 .3.5.1 @mrrtization table-s~ecification. The quantization table segment format is shown in table
VIfl with variable fields specified in table fX for the different image types. Note that there may be one
or more quantization tables specified per marker segment. For example, it is possible to specify the two
tables used for YCbCr601 DCT compression with one or two DQT marker segments 4s shown in table
fx.
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TABLE VIII. C3uantization table specification.

Offset Field Field length
Value Name (bytes)

o OXFFDB DQT 2

2 see !able fX L, 2

4 S= table IX P,T, 1

5 SE ~bl. ~ Q, 64 or 128

see table IX P,T, 1

SE ~ble fX Q, 64 or 128

comments

Define quantization table marker.

Length of p?.mneters,

Q.antization table element precision.
P, spe~ifies tbe precision of the Q values in table #Tv
P, vatue O indicates 8-bit Q, value> value 1 indicates

16-bit Q values. P, shall be zero for 8-bit sample
precision P.

Q.antizatim table elements (64) in zig-zag order.

Q...tuation table elemmt pr.ecisicm.

Quantization table elements (64) in zig-zag order.

TABLE IX. Variable DOT segment fields.

I I I

L. 67 131 132

I I I
P,T,

I I Ox10 I “m
0X02

I I
YCbCr601 RGB RGB

color color color
(1 table) (3 tables) (1 tabte)

67 ] 197 I 67

u

first table

first table

last table

lasttable

first
table

second
table

third
table

18 June 1993 46

Downloaded from http://www.everyspec.com



MIL-STD-188-198

5.2.3 .3.5.2 Huffman table-specification. The Huffman table segment format is shown in table X with
variable fields specified in table XI for the different image types. Note that there may be one or more
Huffman tables \pecified per marker segment. For exa~ple~ it is possible to specify !~e two tables used
for YCbCr601 DCT compression with one or two DHT marker segments m show ii table ~.

TAf3LE X. Huffman table specification.

Offset Field
Value

o 0XFFC4

2 see table XI

4 S= table XI

5 0-255

21 0.255

see table XI

O-255

0-255

Field
Name

DHT

L:

V;i

length
(bytes)

2

2

1

16

see table
x1

1

16

comments

I

Define Huffman table marker. I

Length of mrameters. I

T.: Table class: O=DC tablq 1=AC table. I

T;: Huffman table identifier (0.1 for baseline).

Number of codes of each length (BITS amy). I

T.: Table class; O=DC table; l=AC table.
T.: Huffman table identifier (O-1 for baseline).

Number of codes of each le.mb (BITS am+’). I

Symbols (HUFFVAL array). I

firsttable

firsttable

firsttable

lasttable

lasttable

lasttsble
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DC table

AC table

DC table

AC table

5.2.3 .3.5.3 Restart interval definition. The restart interval definition segment for-hat is shown in
table XIf. NITF requires that the restart interval be no more than the number of MCUS in a block-row.

TABLE XII. Restart interwd definition.

Offset Field Field length
Value Name (hyks)

o I OXFFDD IDRI I 2

2 4 L, 2

I i I

4 I 1-65535 I R I 2

comments

Define restart intend marker

Lenzth of v.wameters

Number of MCU in restart interval

5.2.3 .3.5.4 Comment se~ment. Use of the comment segment is optional for generators and may be
ignored by interpreters. The segment shucture is shown in table XIII.
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TABLE XIII. Comment segment.

Offset Field Field length commenti
value Name (bytes)

o OXFFFE COM 2 Comment marker.

2 2-65535 L= 2 Segment length (2+length of comment).

4 0-255 Cm,. Cm,e., L.-2 Comment bytes.

5.2.3 .3.5.5 Application data se~ment. JPEG defines an application data segment, with the general
strocture in table XIV. Sixteen different application marker codes are defined: APPO - APPF with
corresponding values OXFFEO- OXFFEF.

TABLE XIV. Application data segment.

Offset Field Field length comments
Value Name (bytes)

o OxFFFO- APPn 2 Application data market APPo APP,.
OXFFEF

2 2-65535 L, 2 Segment length (2+lenSth of application data).

4 0-255 AP,-AP%., L,-2 Application data bytes.

5.2.3 .3.5.5.1 NITF application data seEment. NITF requires the use of an APP~ application data
segment. No other application data segments shall be present in the compressed data, The NITF

application data segment shall imme~tely fo~ow the first SOI maker in the hnage Data Field. The
NITF application data segment contaqrs information which is needed by an interpreter but not supported
by the ISO/CCITT JPEG format. Most of this information is also present in some fields of the NITF
image subheader (COMRAT, IREPBAND, NBPP). The format is shown in table XV.
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TABLE XV. NITF application data se~ment.

offset Field Field length comments

Value Name (bytes)

o OXFFE6 APP6 2 NITF applimdon data marker.

2 25 L, 2 Segment length (2+length of application data).

4 OX4E49 Identifier 5 Zero terminated string: “~F.”

OX5446
OX133

9 OX020C Version 2 Version number. The most significant b? is used for

major revisions, the least signifkant byte for minor
revisions. Version 2.00 is the current revision level.

11 OX42, OX50 IMODE 1 Image format. Three values me defined at this time.

or Ox53 ‘B‘ IMODE=B
‘P’ IMODE=P
‘S‘ IMODf2=S

12 1-9999 H 2 Number of image blocks per row.

14 1.9999 v 2 Number of image blocks per column.

16 0-1 Image Color 1 original image color representation. Two values are
defined at this time.

O monochrome

1- RGB

17 1-16 Image Bits 1 Original image sample ~ecision.

18 0-99 Image Class 1 Immge data class (O-99). One value is defined at this time.
O general purpose

19 1-29 JPEG Process 1 JPEG coding process. Tbe values for this, field we defined
to be consistent with 1S0 DIS 10918-2 Two values are
defined at this time.

1 - ba.sefine sequential DCT, Huffm~ coding,
8-hit sample precision

4. extended sequential DCT, Huffman coding,

12-bit sample precision

20 0-5 Quality 1 Itnage default quantizationtables used. Qualily values 1-5
select specific tables (in conjunction with the Im.ge
Class, Stream Color, and Stream Bits). The value O
indicates . . defaults wd zdJ quantization kables must then
be present in the JPEG stream.
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TABLE XV. NITF application data seqment Continued.

Field
Value

o-2

8 or 12

1

1

D

L
StreamColor 1

Horizontal I
Filtering

TVertical 1
Filtering

comments

Compressed color representation, Three iwlues are
defined at this time.

O monochrome

1- RGB
2- YCbCr601

Compressed image sample precision.

This field specifies the filtering used in the horimmal
direction prior to subsampling the chmminance samples,
0“. value is detimd at this time.

1- Centered sanmlcs. 11/2. 1/21 filter

This field specifies the filtering used i“ the vertical
drection prior 10 subsampling the chmrnimmce samples.
One value is defined at this time.

1- Centered ~ampk~, [1/2, 1/2] filter

Resemed for future use.

5.2.4 Encoding procedure with marker codes. Figure 5 illustrates the overall endoding procedure
when the marker codes are added to the entropy-coded data segments.

5.2.5 Decoding procedure with marker codes. Figure 6 illustrates the overall decoding procedure
when the marker codes are added to the entropy-coded data segments.

5.2.5.1 Ouarrtization tables. If the DQT marker is not in the compressed data, then information from
the COMRAT field in the NITF image subheader (defined in MIL-STD-2500) shall be interpreted to
determine the appropriate default table(s). If the DQT maker is in the compressed data, then this table
specification shaJI take precedence over any defaults specified in the COMRAT field.

5.2.5.2 Huffrnan tables. If the DHT marker is not in the compressed data, then the default Huffman
table, from Appendix B, for this image data type, image sample precision, and image color shall be used.
ff the DHT marker is in the compressed data, then this table specification shall take precedence over any
defaults.
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5.3 Progressive DCT-based JPEG mode. (Effectivity 5)

5.4 Hiemrchicaf JPEG mode. (Effectivity 6)

5.5 Lossless JPEG mode. (Effectivity 2)

5.6 Region of interest encoding and decoding processes. (Effectivity 3)
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6. NOTES

~

(This section contains general or explanatory information that may be helpful but is not mandatory).

I 6.1 Critical data. The JPEG marker segments (frame header, scan header, DQT,’ DHT, DRI, APP,)
are critical data. Corruption will result if the data is lost.

6.2 Input sample precision not 8 or 12. For DCT-based compression, the input sample precision for
coding must be 8 or 12. To code source image data with a different sample precision, the data first must
be converted. One-bit source image data should use alternate NITFS compression algorithms. Two and
three-bit data should not be compressed. If the source sample precision is 4-7 bits, then the data should
be converted to 8 bits. If the source sample precision is 9- 11 bits or more than 12 bits, then the data
should be converted to 12 bits. The conversion can be accomplished by least significant bit padding,
interpolation, or by look-up tables. Least significant bit padding refers to left shiftiig the original data so
that it occupies the most significant bits in the new 8- or 12-bit sample. The decoder can optionaffy
convert the data to the original sample precision using the ABPP field in the NfTF irriage subheader if
required. The recommended method ,is to convert other than M-bit imagery into M-bit imagery using the
following equation where M equals the number of bits required by the compression algorithm.

N = number of bits-per-pixel
P~ = N-bit pixel value
PM= M-bit pixel vafue

6.3 Use of restart intervafs. Restart intervals introduce some overhead into the d,ata stream to provide
a level of error protection. A “smart decoder” will detect a transmission error as an Wvalid data stream
during the decoding process, then skip forward looking for the next restart marker code to desynchronize.
A tradeoff exists between the amount, of overhead and the level of protection obtained. Neglecting the
effects of packet size arrd error handling in the communications protocol, errors can be contained to a
single restart interval. The overhead introduced by each restart interval is 20 bits, on ~average, for
Huffmasr coding. Compressing an 8-bit monochrome image at 10:1 generates 50 bits ‘on average per 8x8
block. If the number of blocks-per-interval is 40 or more, the overhead is one percent or less. An image
with 512 samples-per-line consists of 64 blocks per block-row, so that the NITF required maximum
restart interval is 64, resulting in less than one percent of overhead. For noisier environments, DRI 32
would contain the effects of each error into a half block-row.

6.4 Definition of effectivity. Some of the capabilities specified in this document W. not required as
of the issue date of the document. All such capabilities are marked with effectivity numbers (for
example, Effectivityy 1). Each effectivity number will be replaced by a specific date ~ subsequent
releases of this document.
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6.4.1 Effectivity 1 - Tables.

a. APPENDfX A 30.3 12-bit may scafe default mmrrtization tables. (Effectivity 1)

b. APPENDIX A 30.4 24-bit color default mmrrtization tables. (Effectivity t)

c. APPENDfX B 30.3 12-bit gray scale BITS and HUFFVAL tables. (Effectivity 1)

d. APPENDIX B 30.4 24-bit color BITS arrd HUFFVAL tables. (Effectivity)

6.4.2 Effectivity 2- Lossless codirrq.

a. 4.10 Lossless codtig. (Effectivity 2)

b. 5.1.2 Loss less encodirw! and decoding processes. (Effectivity 2)

c. 5.5 Lossless JPEG mode. (Effectivity 2)

6.4.3 Effectivity 3- Region of interest codirm.

a. 4.16 Region of interest codirrq This standard allows different region; within a single
image to be compressed at different rates (Type (Effectivity 3)), with resulting variation in
reconstructed image quafity, based on their judged relative importance.

b. 5.6 Region of interest encoding and decoding processes. (Effectivity 3)

6.4.4 Effectivity 4- Multiple brmd images.

a. 5.1.1.2 Multiple-component imagery. (Effectivity 4)

b. 5.1.1.2.2 Multispectral imagery. (Effectivity 4)

6.4.5 Effectivity 5- Progressive coding.

a. 4.11.2 Progressive DCT-based mode. (Effectivity 5)

b. 5.3 Progressive DCT-based JPEG mode. (Effectivity 5)

6.4.6 Effectivity 6- Hierarchical codirw..

a. 4.11.3 Hierarchical mode. (Effectivity 6)

b. 5.4 Hierarchical JPEG mode. (Effectivity 6)
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6.4.7 Effectivity 7- Arithmetic codin<.

a. 4.12 EntroDv codirw aftematives. Two alternative entropy coding procedures are
specified: Huffman coding (Type 1, Type 2, Type 3) and arithmetic coding
(Type (Effectivity 7)).

b. 5.2.2.5.2 Arithmetic codin~. (Effectivity 7)

6.4.8 Effectivity 8- Defense Information Systems Network (DISN).

a. DISA/JIEO Circular 9008

6.5 Subiect term (kev word) listing.

Bwc

Compression algorithm
Continuous Tone Imagery’
DCT
Discrete Cosine Transforms
Gray scale imagery
Huffman coding
Image compression
Quantization Matrices
Secondary Imagery Dissemination Systems
SIDS
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APPENDIX A

DEFAULT QUANTIZATION TABLES

10. GENERAL

10.1 -. This appendiz is a mandatory part of the standard. The information it contains is
intended for compliance.

20. APPLICABLE DOCUMENTS

20.1 Government documents. This section is not applicable to this appendix.

30. DEFJMTIONS

30.1 Definitions used inthisappendix.
beginningof this document.

40. GENERAL REQUIREMENTS

For purposes of this appendix, the definitions are at the

40.1 Default auantization tables. For each combination of image data type, image sample precision,
and image color, there are five default quantization tables alfowing images to be coded at five different
quality levels. Quality level 5 (Q5) reconsticted image data has the highest fidelity to the soarce image
data but achieves the least compression. Levels 4, 3, 2, and 1 trade the reconstmcted~ fidelity for higher
compression, with Q1 resulting in the most compression. The table are listed in the subsequent sections,
and all are listed in zig-zag order (see 5.1. 1.6).

40.2 Eight-bit gray scale default quantization tables.

TABLE A-I. Eight-bit mav scale quantization tables (data type O\.

zig-zag index
Q1 Q2 Q3 Q4 Q5

O (=DC) 8 8 8 8 ,4

1 72 36 10 7 4

2 72 36 10 7 4

3 72 36 10 7 4
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TABLE A-I. Eight-bit gray scale quantization tables (data type 0) - Continued.

zig-zag index
Q1 Q2 Q3 Q4 Q5

I

4 72 36 10 7 4

5 72 36 10 7 4

6 72 36 10 7 4

7 72 36 10 7 4

8 72 36 10 7 ,4

9 72 36 10 7 !4

10 78 39 11 8 4

11 74 37 10 7 ‘4

12 76 38 11 8 ,4

13 74 37 10 7 4

14 78 39 11 8 4

15 89 45 13 9 5

16 81 41 11 8 5

17 84 42 12 8 5

18 84 42 12 8 5

19 81 41 11 8 5

20 89 45 13 9 5

21 106 53 15 11 6
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TABLE A-I. Eight-bit gray scale quantization tables (data type 0) - Co@nued.

zig-zag index
Q1 Q2 Q3 Q4 Q5

22 93 47 13 9 5

23 94 47 13 9 5

24 99 50 14 10 6

25 94 47 13 9 5

26 93 47 13 9 ,5

27 106 53 15 11 ,6

28 129 65 18 13 7

29 111 56 16 11 6

30 108 54 15 11 ‘6

31 116 59 16 12 6

32 116 59 16 12 6

33 108 54 15 11 6

34 111 56 16 11 6

35 129 65 18 13 7

36 135 68 19 14 ,8

37 128 64 18 13 !7

38 136 69 19 14 :8

39 145 73 21 15 8
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TABLE A-I. Eight-bit gray scale quantization tables (data type O\ - Continued.

18 June 1993

zig-zag index
Q1 Q2 Q3 Q4 :Q5

40 136 69 19 14 ‘8

41 128 64 18 13 ,7

42 135 68 19 14 8

=EEEEE-
46 I 177 I 89 1251181:10

47 160 81 23 16 9

48 155 78 22 16 9

49 193 98 27 20 11
1 1 1 1 1

5012131 1O8I3OI22II2

51 12281115132123113

52 I 213 I 108 I 30 I 22 I 12I 1 1 I I

53 193 98 27 20 11

54 255 130 36 26 14
I I I I I

55 255 144 40 29 !16
I I I I I

56 255 144 40 29 16
I I I I I

57 255 130 36 26 ~14
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TABLE A-I. Eight-bit grav scale mmrrtization tables (data tvpe 0] - Coritimred.

zig-zag index
Q1 Q2 Q3 Q4 Q5

58 255 178 50 36 20

59 255 190 53 38 :21

60 255 178 50 36 20

61 255 243 68 49 27

62 255 243 68 49 27

63 255 255 91 65 36

NOTE: Additional quantizer tables will be added in future versions of this standard for specific image
data types (visual, SAR, IR, fingerprints, maps) as soon as technical work codifies requirements and
validates fitness for use.

40.3 12-bit Jzrav scale default quantization tables. (Effectivity 1)

40.4 24-bit color default mmrrtization tables. (Effectivity 1)
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APPENDIX B

DEFAULT HUFFMAN TABLES

10. GENERAL

10.1 -. This appendix is a mandatory part of the standard. The information it contains is
intended for compliance.

20. APPLICABLE DOCUMENTS

20.1 Applicable documents. This section is not applicable to this appendix.

30. DEFDWTIONS

30.1 Definitions used in this appendix.
beginning of this document.

40. GENERAL REQUIREMENTS

40.1 Default Huffman tables.

For purposes of this appendix, the definitions are at the

40.1.1 Default generaf purpose BITS and HUFFVAL tables. For each combination of image data
type, image sample precision, and image color there are default Huffmao tables. The: Huffman codes are
generated from two tables: BfTS and HUFFVAL. BfTS is a list of 16 eight-bit values defining the
number of Huffman codes of each size, one through 16. HUFFVAL is a list of eight: bit symbols, one
symbol for each code in increasing code length order. All tables in the subsequent sections should be
read from left to right.

40.1.2 Eight-bit Rray scale BfTS and HUFFVAL tables. Note that the eight-bit default tables are
identical to the example luminance tables in the ISO/CCITT JPEG standard.

TABLE B-f. Eight-bit gray scaJe DC BITS table.

o 1 5 1 1 1 1 1

1 0 0 0 0 0 0 0
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TABLE B-IL Eight-bit mav scale AC BITS table.

0 2 1, 3 3 2 4 3

5 5 4 4 0 0 1’ 125

TABLE B-m. Eight-bit gray scale DC HUFFVAL table.

o 1 2 3 4 5 6 7

8 9 10 11

TABLE B-IV. Eight-bit Rrav scale AC HUFFVAL table.

Oxol 0X02 0X03 Oxoo 0X04 Oxl 1 0X05 ~ 0X12

0X21 0X31 0X41 OX06 0X13 0X51 0x61 0X07

0X22 0X71 0X14 0x32 0X81 OX91 OxA1 0x08

0x23 0x42 OXB,l Oxc 1 0X15 0x52 OXD1 ~ OXFO

0.24 0X33 0x62 0x72 0x82 0X09 OXOA 0x16

0X17 0x18 0X19 OXIA 0x25 0x26 0x27 ~ 0x28

0x29 0x2A 0X34 0X35 0.36 0X37 0x38 ; 0X39

0x3A 0.43 0X44 0X45 0x46 [)X47 0x48 0X49

0x4A 0X53 0X54 0X55 0x56 0X57 OX58 0X59

0x5A 0x63 0x64 0x65 0X66 0x67 0X68 ~ 0x69

0X6A 0X73 0X74 0X75 0x76 0X77 0x78 0X79

0x7A 0x83 0x84 0X85 0X86 OX87 0X88 0x89
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TABLE B-fV. Eight-bit gray scale AC HUFFVAL table - Continued.

0x8A 0x92 0X93 0X94 0X95 0x96 0X97 ! 0X98

0X99 0x9A 0xA2 0xA3 0xA4 0xA5 0XA6 ~ 0xA7

0XA8 0xA9 OXAA 0xB2 0xB3 0xB4 0xB5 0XB6

0xB7 0XB8 0xB9 OXBA 0XC2 0XC3 0XC4 OXC5

0xC6 0XC7 0xC8 0XC9 OXCA 0xD2 0xD3 ~ 0xD4

0xD5 0XD6 0xD7 0XD8 0xD9 OXDA OXE1 0xE2
,

0xE3 0xE4 0xE5 0XE6 0xE7 0XE8 0xE9 ~ OXEA

OXF1 0xF2 0xF3 0xF4 0xF5 0XF6 0xF7 ; 0XF8

0xF9 OXFA

40.1.3 12-bit mav scale BITS and HUFFVAL tables. (Effectivity 1)

40.1.4 24-bit color BfTS and HUFFVAL tables. (Effectivity 1)
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APPENDIX C

GENERATING CUSTOM HUFFMAN TABLE SPECIFICATIONS

10. GENERAL

10.1 -. This appendix is not a mandatory part of the standard. The information it contains is
intended for guidance when custom Huffman tables are used to compress.

20. APPLICABLE DOCUMENTS

20.1 Applicable documents. This section is not applicable to this appendix.

30. DEFINITIONS

30.1 Definitions used in this appendix.
beginning of this document.

40. GENERAL REQUIREMENTS

For purposes of this appendix, the definitions are at the

40.1 Generating custom Huffman table specitkations.

40.2 Custom Huffman table ~eneration. The Huffman codes are generated from two tables, BfTS and
HUFFVAL. This appendix specfles bow to generate BITS and HUFFVAL. Appendix D specifies a
method of code generation, so that, given BfTS and HUFFVAL, the associated codes ire defined
uniquely. BITS is a list of 16 eight-bit values defining the number of Huffman codes of each size, one
through 16. HUFFVAL is a list of 8-bit symbols, one symbol for ‘each code in incre~ing code length
order.

40.3 Gatherirw statistics. This procedure is only needed at the encoder. The reqrhred statistics are
FREQ(V), the frequency of occurrence of symbol V. In JPEG, there are never more than 256 symbols;
therefore FREQ(V) is collected for V ~=O to 255. FREQ values for unused symbols ~e defined to be
zero. This procedure must be repeated for the DC and the AC coefficients for each set of components to
be coded using this custom Huffman coding table.

67 18 June 1993

Downloaded from http://www.everyspec.com



MfLSTD-188-198

40.4 Generating the Huffmarr code sizes (CODESIZE). In JPEG there are never ,more than 256
symbols, arrd the code lengths are limited to 16 by design. A procedure for determin@g the Huffmarr
code sizes (CODES fZE) for a set of Up to 256 symbols is shown on figure K. 1 of DRAFT CCITT Rec.
T.81, page 176. Three vectors are defined for this procedure:

a. FREQ(V): frequency of occurrence of symbol V

b. CODESIZE (V): code size of symbol V

c. OTHERS (V): index to nest symbol irr chairr of all symbols in ‘current branch of
code tree

where V goes from O to 256.

Before starting the procedure, the values for FREQ are colfected for V = O to 255, md tie FREQ v~ue
for V=256 is set to 1 to reserve one code point. FREQ values for unused symbols ark defirred to be zero,
In addition, the entries irr CODESIZE are set to O, and the irrdices in OTHERS are set to -1, the value
which terminates a chain of indices. Reserving one code point guarantees that no code word can ever be
all ‘1‘ bits.

The search for the entry with the least value of FREQ(V) selects the largest value of V with the least
value of FREQ(V) greater than zero. ~

The procedure “Firrd V 1 for the least value of FREQ(V1 )>0’ always selects the vafue’ with the largest
value of V 1 when more than one V 1 with the same frequency occurs. The resewed code poirrt then is
guararrteed to be in the longest code tiord category.

40.5 Generating the number of codes of each size (BITS\. Once CODESIZE has been obtained, the
number of codes ,of each length (BITS(I); I= 1,2,...) is obtained using the procedure o~ figure K.2 of
DRAFT CCI’IT Rec. T.81, page 177. The counts in BITS are zero at the start of the! procedure. Note
that until the next procedure is complete, BITS may have more tharr the 16 entries allowed in this
standard.

40.5.1 Limitirr~ the code lengths to 16 bits. Figure K.3 of DRAFT CCI’IT Rec. T.81, page 178,
gives the procedure for adjustirrg the BITS list so that no code is longer than 16 bits. The procedure
assumes that the probabilities are distributed in a way such that code lengths greater than 32 bits, never
occur so that the input is BfTS(I) whereas 1=1,2,...,32. Since symbols are paired for $e longest Huffman
code, the symbols are removed from this length category two at a time. The prefix for the pair (which is
one bit shorter) is allocated to one of the pair, then a code word from the next shortest code length
(skipping the prefix length) is converted into a prefix for two code words one bit longer. After the BfTS
list is reduced to a maximum code length of 16 bits, the last step removes the reserved code point from
the code length count.
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40.6 SortirW the input values according to code size (HUFFVAL]. The input values are sorted
accordiog to code size as shown on figure K.4 of DRAFT CCf’fT Rec. T.81, page 179. HLJFFVAL is
the list containing the input values associated with each code word, in order of incre@ng code length.
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APPENDIX D

BUILDING HUFFMAN TABLES FROM THE BITS/HUFFVAL SPECfF’iCATION

10. GENERAL

10.1 m. This appendix is a mandatory part of the standard. The information it contains is
intended for compliance.

20. APPLICABLE DOCUMENTS

20.1 Applicable documents. This section is not applicable to this appendix.

30. DEFINITIONS

30.1 Definitions used in this appendix.
beginning of this dncument.

40. GENERAL REQUIREMENTS

For purposes of this appendix, the definitions are at the

40.1 Building Huffman tables from the BfTS/HUFFVAL specification.

40.2 Custom Huffman table ~eneration. The Huffmarr ending tables, EHUFCO ~d EHUFSI, are
generated from {BITS(I) ;I=l, ....16 ] Wd {HUFFVAL(K); K=O, .... (LASTK-1 ) ) where LASTK is
determined on figure C.2 of DR.AFf CCITT Rec. T.81, page 79.

40.3 Generating HUFFSIZE. From BfTS, the vectnr HUFFSIZE is generated coritaining the code
lengths (size) corresponding to each symbol in HUFFVAL. HUFFSIZE is generated by the procedure on
figure C. 1 of DRAFT CCITT Rec. T.81, page 78.

40.4 Generatirw HUFFCODE. Next, a Huffman code table, HUFFCODE, contai@g a code for each
symbnl in HUFFVAL, is generated by the procedure on figure C.2 of DRAFT CCI’IT Rec. T.81, page
79. Tn facilitate this, the last procedure set HUFFSIZE (LASTK) = O, where LASTK is one more than
the largest valid value for K. The notation (SL CODE 1) on figure C.2 of DRAFT CCITT Rec. T.81,
page 79, indicates a shift left of CODE by nne bit in position.

40.5 Generating EHUFCO and EHUFSI. Two tables, HUFFCODE and HUFFSIZE, have been
initialized. However, the entries in the tables are ordered according to increasing code length rather than
by symbol as required for encoding. The encoding procedure code tables, EHUFCO And EHUFSI, are
created by reordering HUFFCODE and HUFFSIZE according to the symbol values in HUFFVAL. Figure
C.3 of DRAfW CCI’fT Rec. T.81, page 80, illustrates this ordering procedure.

40.6 Default EHUFCO and EHUFSI tables for eight-bit gray scale. The EHUFCO and EHUFSI
tables are shown below corresponding to the eight-bit gray scale default general purpose BITS and

71 18 June 1993

Downloaded from http://www.everyspec.com



MILSTD-188-198

HUFFVAL tables specified in Appendix B, 40.1.2. Table D-I shows the values for DC coding. Table D-
11shows the values for AC coding. Note: For AC coding, not all values of V are valid as descrikd in
5.2.2.5.1.4. For example, 11- 14-are, only vaJid for 12-b~t sample data, and 15 is always invalid.

TABLE D-L EHUFCO and EHUFSI for eight-bit gray scale DC Huffman Codes.

VALUE, V EHUFCO(V) EHUFSI(V)

o Oxoooo 2

1 OXOO02 3

2 0XOO03 3

I 3 I 0XOO04 I 3

4 0XOO05 3

5 0xOO06 3

I 6 I OXOOOE I 4

7 OXOOIE 5

8 0xO03E 6

9 0xO07E 7

10 OXOOFE 8

I 11 I OXO1FE I 9

Binarv Hisffman Code

00

010

011

ioo

101

110

1110

11110

111110

1111110

11111110

11I111111O
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TABLE D-IL EHUFCO and EHUFSI for eight-bit gray scale AC Huffman Codes.

VALUE, V EHUFCO(V) EHUFSI(V)

o OXOOOA 4

4 OXOOOB 4

5 OXOOIA 5

6 0xO078 .7

7 0XOOF8 8

8 0x03F6 10

9 0xFF82 16

10 0xFF83 16

I 11 I not valid I not valid

12 not valid not valid

13 not valid not valid

14 not valid not valid

15 not valid not valid
1 1

16 not valid not valid

17 Oxoooc 4

18 OXOOIB 5

Binarv Huffman Code

1010

00

01

100

1o11

11010

1111000

11111000 ~

1111110110

1111111110000010

1111111110000011

not valid

not valid

not valid

not valid

not valid

not valid

1100

11011
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TABLE D-IJ. EHUFCO and EHUFSI for eight-bit may scale AC Huffman Codes - Continued.

VALUE, V EHUFCO(V) EHUFSI(V)

19 0XO079 7

20 OXO1Ffi 9

21 0x07F6 11

I 22 I 0xFF84 I 16

23 0XFF85 16

24 0XFF86 16

I 25 I 0xFF87 I 16

26 0XFF88 16

I I

I 27 I not valid I not valid

I 28 I not valid I not valid

29 not valid not valid

I I

I 30 I not valid I not valid

31 not valid not valid
I I

I 32 I not valid I not valid

33 Oxoolc 5

I I
34 OXOOF9 8

35 0x03F7 10

36 0XOFF4 12

37 0xFF89 16

Binary Huffman Code

1111001

111110.110,

11111110110

1111111110000100

1111111110000101

1111111110000110

1111111110000111

1111111110001000

not valid

not valid

not valid

not valid

not valid

not valid

11100

11111001

1111110111

111111110100

1111111116001001
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TABLE D-IL EHUFCO and EHUFSI for eight-bit gray scale AC Huffmarr Codes - Continued.

VALUE, V EHUFCO(V) EHUFSI(V)

38 OXFF8A 16

39 I 0XFF8B I 16

43 not valid not valid

I I
44 not valid not valid

45 not valid not valid

46 not valid not valid

47 not valid not valid

48 not valid not valid

49 OXO03A 6

50 Oxo 1F7 9

51 OXOFF5 12

52 0XFF8F 16

53 I OXFF90 I 16

54 OXFF91 16

55 OXFF92 16

56 0XFF93 16

75

Binary Huffrnan Code

1111111110001010

1111111110001011

1111111110001100

1111111110001101

1111111110001110

not valid

not valid

not valid

not valid

not valid

not valid

111010

111110111

111111110101
I

1111111110001111

1111111116010000

lllllllllqoloool

1111111110010010

111111111$010011
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TABLE D-IL EHUFCO and EHUFSI for eight-bit gray scale AC Huffman Codes Continued.

VALUE, V EHUFCO(V) EHUFSI(V) Binary Huffman Code

57 OXFF94 16 1111111110010100

58 OXFF95 16 1111111110010101

59 not valid not valid not valid ~

60 not valid not valid not valid

61 not valid not valid not valid

62 not valid not valid not valid

63 not valid not valid not valid

64 not valid not valid not valid

65 0xO03B 6 111011 :

66 0x03F8 10 1111111000

67 OXFF96 16 1111111110010110

68 0XFF97 16 1111111110010111

69 0xFF98 16 1111111110011000

70 0XFF99 16 1111111110011001

71 0XFF9A 16 1111111110011010

72 0XFF9B 16 lllllllll(lol loll

73 0XFF9C 16 111111111$011100

74 0XFF9D 16 1111111110011101

75 not valid not valid not valid
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TABLE D-II. EHUFCO and EHUFSI for eight-bit gray scale AC Huffman Codes - Continued.

VALUE, V EHUFCO(V) EHUFSI(V)
I I

I 76 I not valid I not valid

I 77 I not valid I not valid

78 not valid not valid

79 not valid not valid

I 80 I not valid I not valid

81 0xO07A 7
I I

I 82 I 0x07F7 I 11

83 0XFF9E 16
1 1

84 0xFF9F 16

85 OXFFAO 16

86 OXFFA1 16
I I

I 87 I 0XFFA2 I 16

88 0XFFA3 16

89 0XFFA4 16

I 90 I 0XFFA5 I 16

91 not valid not valid

92 not valid not valid

I 93 I not valid I not valid

I 94 I not valid I not valid

!

Binary Hirffman Code

not valid

not valid

not valid

not valid

not valid

1111010

11111110111

1111111110011110

1111111110011111

1111111116100000

1111111110100001

1111111110100010

1111111110100011

1111111110100100

1111111116100101

not valid

not valid

not valid

not valid
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TABLE D-H. EHUFCO and EHUFSI for eight-bit Kray scale AC Huffman Codes Continued.

VALUE, V EHUFCO(V) EHUFSI(V)

95 not valid not valid

Binary Huffman Code

not valid

I 96 I not valid I not valid not valid

I 97 I 0xO07B I 7 1111011

I 98 I OXOFF6 I 12 Illllllloilo

99 0XFFA6 16

100 0XFFA7 16

1111111110100110

1111111110100111

I 101 I OXFFA8 I 16 1111111110101000

102 OXFFA9 16

I I
1111111110101001

1111111110101010I 103 I OXFFAA I 16

104 OXFFAB 16

105 OXFFAC 16

11,11111110101011

111111111 Q1011OO

I 106 I OXFFAD I 16 1111111110101101

107 not valid not valid
I I

not valid

I 108 I not valid I not valid not valid

I 109 I not valid I not valid not valid

110 not valid not valid

111 not valid not valid

not valid

not valid

112 not valid not valid

113 OXOOFA 8

not valid

11111010
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MfL-STD-188-198

TABLE D-fL EHUFCO and EHUFSI for ei~ht-bit grav scale AC Huffman Codes - Continu6d.

116 OXFFAF 16

117 OXFFBO 16

118 I OXFFB1 I 16

119 0xFFB2 16

120 0XFFB3 16

121 0xFFB4 16

I 122 I 0xFFB5 I 16

I 123 I not valid I not valid

I 127 I not valid I not valid

I 128 I not valid I not valid

129 Oxo1F8 9

130 0x7FC0 15

131 OXFFB6 16

132 OXFFB7 16 I

79

Binary Huffman Code

111111110111

1111111110101110

1111111110101111

1111111110110000

1111111110110001

1111111110110010

1111111110110011

1111111110110100

1111111110110101

not valid

not valid

not valid

not valid

not valid

not valid

111111000’

111111111000000

1111111110110110

111111111 Q110111
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TABLE D-If.

MIL-STD- 188-198

EHUFCO and EHUFSI for eight-bit gray scaJe AC Huffman Codes - Continued.

VALUE, V EHUFCO(V) EHUFSI(V) Binary Hisffman Code

9
133 0XFFB8 16 1111111110111000

134 0xFFB9 16 1111111110111001

135 OXFFBA 16 1111111110111010

136 OXFFBB 16 1111111110111011

137 OXFFBC 16 1111111110111100

138 OXFFBD 16 1111111110111101

139 not valid not valid not valid

140 not valid not valid not valid

141 not valid not valid not valid

142 not valid not valid not valid

143 not valid not valid not valid

144 not valid not valid not valid

145 OXO1F9 9 111111001

146 OXFFBE 16 1111111110111110

147 OXFFBF 16 lllllllllqllllll

148 OXFFCO 16 1111111111000000

149 OXFFC1 16 1111111111000001

150 0XFFC2 16 1111111111000010

151 0,XFFC3 16 1111111111000011
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MIL-STD-1X8-198

TABLE D-II. EHUFCO and EHUFSI for ei~ht-bit may scale AC Huffman Codes Continued.

VALUE, V EHUFCO(V) EHUFSI(V)

152 0XFFC4 16

153 OXFFC5 16

154 0XFFC6 16

155 not vafid not valid

156 not valid not valid

157 not valid not valid

158 not valid not valid

159 not valid not valid

160 not valid not valid

161 OXOIFA 9

162 0XFFC7 16

163 0,XFFC8 16

164 OXFFC9 16

165 OXFFCA 16

166 OXFFCB 16

167 OXFFCC 16

168 OXFFCD 16

169 OXFFCE 16

170 OXFFCF 16

Binary Hhffman Code

111111111:1000100

llllllllliooolol

1111111111000110

not valid

not valid

not valid

not valid

not valid

not valid

111111010:

Illlllllliooolll

1111111111001000

1111111111001001

1111111111001010

1111111111001011

1111111111001100

1111111111001101

1111111111001110

1111111111001111
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MIL-STD-188-198

TABLE D-II. EHUFCO and EHUFSI for eight-bit gray scale AC Huffman Codes - Continued.

VALUE, V EHUFCO(V) EHUFSI(V)

174 not valid not valid

175 not valid not valid
,

176 not valid not valid

I 177 I OX03F9 I 10

178 OXFFDO 16

I I
179 OXFFD1 16

180 OXFFD2 16

181 OXFFD3 16

I I
182 OXFFD4 16

183 OXFFD5 16

184 oxFti6 16

185 OXFFD7 16
I 1

186 OXFFD8 16

187 not valid not valid

188 not valid not valid

189 not valid not valid

Binary Hhffman Code

not valid ~

not valid

not valid

not valid

not valid

not valid ~

1111111001

lllllllllioloooo

1111111111010001

lllllllllioloolo

1111111111010011

1111111111010100

1111111111010101

llllllllliolollo

1111111111010111

llllllllliollooo

not valid

not valid

not valid
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MIL-STD-188-198

TABLE D-II. EHUFCO and EHUFSI for eight-bit gray scale AC Huffman Codes - Continued.

I VALUE, V I EHUFCO(V) I EHUFSI(V)

190 not valid not valid

191 not valid not valid

192 not valid not valid

193 0x03FA 10

194 0xFFD9 16

195 OXFFDA 16

I 196 I OXFFDB I 16

197 OXFFDC 16

198 OXFFDD 16

199 OXFFDE 16

200 OXFFDF 16

I I
201 OXFFEO 16

202 OXFFE 1 16

205 not valid not valid

206 not valid not valid

207 not valid not valid

208 not valid not valid

83

Binary Huffman Code

not valid ~

not valid

not valid

1111111010

lllllllllio]lool

l]llllllliollolo

llllllllliolloll

llllllllliollloo

1111111111011101

1111111111011110

llllllllliolllll

1111111111100000

llllllllli]ooool

not valid

not valid

not valid

not valid

not valid

not valid
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MIL-STD-188-198

TABLE D-IL EHUFCO and EHUFSI for eight-bit gray scale AC Huffman Codes - Continued.

VALUE, V EHUFCO(V) EHUFSI(V) Binary H@man Code

209 0x07F8 11 11111111000

210 0xFFE2 16 Illllllllilooolo

211 0xFFE3 16 1111111111100011

212 0xFFE4 16 1111111111100100

213 0xFFE5 16 1111111111100101

214 0XFFE6 16 1111111111100110

215 0xFFE7 16 Illlllllliloolll

216 0XFFE8 16 1111111111101000

217 0xFFE9 16 1111111111101001

218 OXFFEA 16 1111111111101010

219 not valid not valid not valid

220 not valid not valid not valid

221 not valid not valid not valid ~

222 not valid not vafid not valid

223 not valid not valid not valid

224 not valid not valid not valid ;

225 OXFFEB 16 1111111111101011

226 OXFFEC 16 1111111111101100

227 OXFFED 16 1111111111101101
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MJL-STD-188-198

TABLE D-D. EHUFCO and EHUFSI for eight-bit gray scale AC Huffman Codes - Continued.

VALUE, V EHUFCO(V) EHUFSI(V)

228 OXFFEE 16

235 not valid not valid

236 not valid not valid

237 not valid not valid
I I

238 not valid not valid

239 not valid not valid

240 0x07F9 11

241 OXFFF5 16
1 I

242 OXFFF6 16

243 0xFFF7 16

244 OXFFF8 16

245 OXFFF9 16

246 OXFFFA 16
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Binary H@fman Code

ll]llllllilolllo

I]lllllllilollll

1111111111110000

lllllllllilloool

lllllllllilloolo

1111111111110011

lllllllllilloloo

not valid

not valid

not valid

not valid

not valid

111111110$1

1111111111110101

lllllllllillollo

1111111111110111

1111111111111000

I

1111111111111001

1111111111111010
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TABLE D-IL

MIL-STD-188-198

EHUFCO and EHUFSI for eight-bit grav scale AC Huffman Codes - Continued.

VALUE, V EHUFCO(V) EHUFSI(V) Binary H@man Code

247 OXFFFB 16 1111111111111011

248 OXFFFC 16 lllllllllilllloo

249 OXFFFD 16 Illlllll]illllol

250 OXFFFE 16 1111111111111110
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Custodians:
Army - SC
Navy - OM
Air Force -02
Mist - DC

Review activities:
OASD - SO, DO, HP, IR
Army - AM, AR, MI, TM, MD,
CE, SC, IE, ET, AC, PT
Navy - OM
Air Force -02
DLA - DH
Mist - NS, MP, DI, NA

MILSTD-188-198

CONCLUDING MATERIAL

Preparing ~activity:
Mist - PC

Agent
Not applicable

(Project TCSS-1980)

User activities:
OASD SO, DO, HP, IR
Army - AM, AR, Ml, TM, MD,
CE, SC, II?, ET, AC, PT
Navy - OM
Air Force -02
DLA - DH
Mist NS, MP, DI, NA

Civil agency coordinating activities:
USDA - AFS, APS
COM - NIST
DOE
EPA
GPO
HHS NIH
DOI BLM, GES, MIN
DOT CGCT
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