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F3REWORD

This document specifies the lower layer (Physical through
Intranet) protocol for interoperability of command, control,
communications, computers, and intelligence (C41) systems over
combat net radio [~) on the battlefield. This protocol pro-
vides the necessary information required to pass digital data via
CNR on the battlefield. The Internet and Transport protocol
required for seamless communications with different network media
is provided in MIL-STD-2045-14502-1.

This MIL-STD shall be used for all inter-and intra-Department of
Defense (DoD) digital message transfer devices (DMTDs) and C41
systems that exchange information with DMTDs. The MIL-Slm
contains technical parameters for the data communications proto-
cols that support DMTD interoperability. It provides mandatory
system standards for planning, engineering, procuring, and using
DMTDs in tactical digital communications systems.

When approved, this standard shall be used by the Office of the
Secretary of Defense, the military departments, the Joint Chiefs
of Staff, the unified and specified commands, DoD agencies and ‘
DoD field activities in accordance with DoD Instruction 5000.2,
dated 23 February 1991.

Beneficial comments (specific recommendations, additions, dele-
tions) and any pertinent data that may be of use in improving
this MIL-STD should be addressed to:

Director
Joint Interoperability and Engineering Organization
ATTN : JEBBF
Fort Monmouth, New Jersey 07703-5613
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1. 3COPE

1.1 FwJ2Qa2. This MIL-STD promulgates the minimum essential
technical parameters in t he form of mandatory system standards
and optional design objectives for interoperability and compati-
bility among DMTDs, and between DMTDs and applicable ~1 systems.
These technical parameters are baaed on the data communications
protocol standards specified herein to ensure interoperability.

1.2 m. This MIL-STD identifies the procedures, protocols,
and parameters to be applied in specifications for DMTDs and C’I
systems that exchange information with DMTDs. This MIL-STD
addresses the communications protocols and procedures for the
exchange of information among DMTDs, among C’I systems, and be-
tween DMTDs and ~1 systems participating in inter- and intra-
Service tactical networks. The material is presented in the
context of the Open Systems Intercomection (04S1), as documented
in national and international standards.

1.3 This MIL-STD applles to the design and
development of new equipment and systems, and to the retrofit of ,
existing equipment and systems.

1.4 The parameters and other
requirements specified in this MIL-STD are mandatory system
standards if the word shall is used in connection with the parame-
ter value or requirement under consideration. Non-mandatory
design objectives are indicated in parentheses after a standard-
ized parameter value or by the word should in connection with the
parameter value or requirement under consideration.

1.5 ~. This MIL-STD is a compilation of selected options
derived from military, commercial, and federal standards.

. .

I

1-1 ‘
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2. APPLIC7@LE DOCUMENTS

2..1 ~.

2.1.1 . The following
specifications, standards, and handbooks form a part of this
MIL-STD to the extent specified herein. Unless otherwise speci-
fied, the issues of these documents are those listed in the
current issue of the DoD Index of Specifications and Standards
(DoDISS) and supplements thereto, cited in the
(see 6.2).

STANDARDS

FEDERAL

FED-STD-1037

MILITARY

MIL-STD-188-1OO (Series)

I MIL-STD-188-11O

MIL-STD-188-114

MIL-STD-188-200

MIL-STD-2045-14502-1

Glossary of
Terms

Common Lonca

solicitation

Telecommunication

Haul and Tactical
Communications System Tech-
nical Standards

Equipment Technical Design
Standards for Common Long
Haul/Tactical Data Modems

Electrical Characteristics of
Digital Interface Circuits

System Design and Engineering
Standards for Tactical Com-
munications

Information Technology DoD
Standardized Transport Profile
-- Internet Transport Profile
for DoD Communications. --
Part 1: Transport and Internet
Services

[Unless otherwise indicated, copies of federal and military
standards are available from the Naval Publications and Forms
Center, ATTN: NPODS, 5801 Tabor Avenue, Philadelphia, PA, 19120- ..

5099.1

2.1.2 Qth-r GOW~.
. .

None.

2-1
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I

2.2 ~. The following documents form a
part of this MIL-STD co the extent specified herein. Unless
otherwise specified, the issues of the documents that are S30D-
adopted are those listed in the issue of the DoDISS cited in the
solicitation. Unless otherwise specified, the issues of docu-
ments not listed in the DoDISS are the issues of the documents
cited in the solicitation (see 6.2) .

INTERNATIONAL ORGANIZATION for STANDARDIZATION (1S0)

1S0 3309

1S0 7498

1S0 7498 AD I

1s0 8802.2

1S0 8802-2/DAM 2

1S0 8885

Information Processing Systems -- Data Communi-
cation -- High-1evel Data Link Control Proce-
dures -- Frame Structure.

Information Processing Systems -- Open Systems
Interconnection -- Basic Reference Model.

Information Processing Systems -- Open System
Interconnection -- Basic Reference Model --
Addendum 1: Connectionless-mode transmission.

Information Processing Systems -- Local Area .
Networks -- Part 2: Logical Link Control.

Information Technology -- Local Wea Networks -
- Logical Link Control -- Amendment 2: Ack-
nowledged Connectionlesa-mode Senice and Pro-
tocol, Type 3 Operation.

Information Processing Svstems -- Data Communi-
cations -- High-level-Da~a Link Control Proce-
dures -- General Purpose XID Frame Information
Field Content and Format.

[1S0 standards are available from the American National Standards
Institute, Inc., 1430 Broadway, New York, NY 10018.]

International Telec ommun.icatione UnioII (ITU)

Formerly known as International Telephone and Telegraph Consulta-
tive Committee (CCITT)

CCITT V.1O Electrical Characteristics for Unbalanced Dou-
ble-Current Interchange Circuits for General
Use with Integrated Circuit Equipment in the
Field of Data Communications.

CCITT V.33 14,400 Bits Per Second Modem Standardized for
Use on Point-to-Point 4-wire Leased Telephone-
Type Circuits.

CCITT V.36 Modems for Synchronous Data Transmission Using
60-108 kHz Group Band Circuits.

2-2
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CCITT X.21 Interface Between Data Terminal Equipment (DTE)
and Data Circuit-Terminating Equipment (DCE)
for Synchronous Operation on Public Data Net-
works

[CCITT standards are available from Omnicom, 115 park Street,
South East, Vienna, VA 22180]

2.3 ~. In the event of a conflict between the
text of this MIL-STD and the references cited herein, the text of
this MIL-STD takes precedence. Nothing in this MIL-STD, however,
supersedes applicable laws and regulations unless a specific
exemption has been obtained.

..

2-3
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3. DEFINITIONS

3.1 ~ of t.m. Definitions of terms used in this
MIL-STD are specified in FED-STD-1037.

3.2 . Abbreviations and acronyms used
in this MIL-STD are defined in Appendix A. Those listed in che
current edition of FED-STD-1037 have been included for the
convenience of the reader.

3-1
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4. GENEFU+L REQUIREMENTS

I

4.1 ~er d.vti . A DMTD is a portable data
terminal device with limited message generation and processing
capability. DMTDs are used for remote access to automated C41
systems and to other DMTDs. The environment encompasses point-to-
point, point-to-multipoint, relay and broadcast transfer of
information over data communication links.

4.2 Interoperability of DMTDs and associated
C41 systems shall be achieved by implementing the standard inter-
face for DMTD subsystems (see Figure 1) specified in this MIL-
STD. This standard defines the layered Protocols for the trans-
mission of single or multiple segment messages over broadcast
radio subnetworks and point-to-point links. It provides the
minimum essential data communications parameters and protocol
stack required to communicate with other data terminal devices.
These communications parameters and protocols will facilitate
functional interoperability among DMTDs, and between DMTDs and
applicable C’I systems within the layered framework described
below. Electrical and mechanical design parameters are design-
dependent and are outside the scope of this MIL-STD. Interopera-
bility considerations for terminal designers and systems engi-
neers are addressed in 6.3.

I

!

; NQ7ES:

~1. DM7DendSystemA(wtwesyesemAcanbsmxJmrDMTOwa(Xsystem)
msylmWdsmadsnts,Ilnedtivws,wrercomrolalgailhms,enqptlmdevbs,
contmlunll%andathsrdswlcesesmqulredtaoamplyvdthlhisMIL-S7D.

i 2 7h6umsmhslcmchannelmayIncludesinglemd nsultidwmslwansmiselen
t equlpmsm.

FIQURE1.StemW.dhtsdaral.QCQkUQsU&WUSS.

4-3 EXmeHdt. The communications and procedural protocols used
in DMTD equipment shall support the layers of the functional

4-1

-.
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depicted in Figure 2. The DMTD functional
in Figure 2 is based on the ISO 7498 0S1 seven-
is for reference only. Fiqure 2 contains the

fr>mework that is used in this MIL-S?D for-defining the protocols
required to exchange information a:,ang DMTD subsystems, and
between DMTD subsystems and applicable C41 systems. Figure 3
illustrates a representative time epoch of the basic frame
structure supported by the DMTD subsystem. This standard de-
scribes the protocols at the following 0S1 layers:

1. Physical Layer

2. Data Link Layer
a. Network Access Control
b. Link Level Control

3. Network Layer (Intranet Layer)

It assumes MIL-STD-2045-14502-1 is implemented at the Network
Layer and the Transport Layer. Based upon this assumption, a
Segmentation/Reassembly protocol and procedures for multi-ad-
dressing using the Internet protocol (1P) option are described ix?
MIL-STD-2045-14502-1.

ApplicationLeyer ●

PresentationLsyer ●

SessionLayer ●

TrarmportLayer ●

I NetworkLsyer I

Data Link Layer

PhysicalLayer

● NOTE: These layersare not addressedin this standard

Figure 2. .

4.4 The waveform and the protocols necessary
to ensure end-to-end interoperability at the interface shall
support the following capabilities: ..

a. Transmission in a half-duplex mode over radio, wire-
line, and satellite links;

b. Link encryption;

4-2
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PHYSICALUm
-7ENAmoN

N-rsmwrmmsMsslON Ulo-r
(DATAUNK-TENWlONI

OAT& LINKMSME
— (UNKlAVERI

--- -i
_-— 1

\

[

l~mr : I 1 NCWORK
tNIERNElHWEU OATA

FUMUOL DATAuwf
(Nrmww LAvmlJ

NOTE

TheN.slwerkPretecolm UnilmsyIncludesnImemslHesderineddklonteUwrequiredIntnmelHesder.
TnlsstenderddoesnotspecifyrequirementsfartieIntemelHeader.

Figure 3. ~

c.

I d.

e.

f.

9.

h.

i.

Point -to-point, multipoint, relay or”broadcast connec-
tivity between stations;

Asynchronous balanced mode of operation between two or
more stations;

Network access control for network acceas management
and collision avoidance;

Transport of bit-oriented or free-text (character-
oriented) messages for information exchange in a vari-
able message format over the link;

User data exchange using single or multiple frame
packets;

Addressing conventions that support single, multiple,
and global station broadcast addressing, as well as
routing and relay;

Error control, for maintaining data integrity over the
link, including frame check sequence (FCS), forward
error correction (FEC), and time-dispersal coding
(TDC);

4-3
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j. Data-link frame acknowledgment, intranet frame acknowl-
edgement and end-to-end, segment acknowledgement at the
transport layer;

k. Intranet relay at the network layer; and

1. Topology update capability for the intranet.

.

. .

4-4
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5. DETAILED REQUIREMENTS

5.1 The physical layer shall provide the
control functions required to activate, maintain, and deactivate
the connections between communications systems. This standard
does not address the electrical or mechanical functions normally
associated with physical layer protocols.

5.1.1 The transmission channel
interfaces specified below define the transmission envelope
characteristics (signal waveform, transmission rates, and operat-
ing mode) authorized at the standard interface between a DMTD and
the transmission channel. The transmission channel may consist
of wireline, satellite, or radio links.

5.1.1.1 ~ This interface shall be
used primarily with digital transmission equipment. A non-
return-to zero (NRZ) signal waveform shall be used for this
interface.

5.1.1.1.1 !&a&Qrm. The NRZ unbalanced and balanced waveforms
shall conform to paragraphs 5.1.1.7 and 5.2.1.7, respectively, of
MIL-STD-188-114A.

5.1.1.1.2
. .!qIorr. The output transmission rates of

the NRZ interface shall be the following bit rates: 75, 1S0, 300,
600, 1200, 2400, 4800, 9600, and 16000 bits per second (bps).

5.1.1.1.3 The NRZ interface shall support half-. . .

I auplex tran.smlsslon.

5.1.1.2
GhamelS. This interface may be used. It is primarily associated
with analog single-channel [3-kilohertz (Khz)] radio eguipment.
The frequency-shift keying (FSK) data modem characteristics shall
conform to paragraph 5.2.2 of MIL-STD-188-11O.

I
5.1.1.2.1 ~. The FSK modulation waveform shall conform
to paragraph 5.2.2.1 of MIL-STD-188-11O. The characteristic
frequencies. in hertz [Hz). for transmission rates of 600 Lms or

I

lesi, “and 1200 bpe, shall-be as shown in Table I.

5.1.1.2.2 Output transmission
FSK interface shall be the following bit rates: 75,
600, and 1200 bps.

5.1.1.2.3 The FSK interface shall
duplex transmission.

rates of the
150, 300,

..

support half-
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Table I.

CHARACTERISTIC FREQUENCY (Hz)

PARAMETER 600 bps or less 1200 bps

Mark Frequency 1300 1300

Space Frequency 1700 2100

5.1.1.3 for iainale-channel
LadiQ. This interface, used within DoD, maY also be used for
North Atlantic Treaty Organization (NATO) single-channel radio
applications. The FSK interface data modem characteristics shall
conform to paragraph 5.1 of MIL-STD-188-11O.

5.1.1.3.1 ~. The FSK modulation waveform shall conform
to paragraphs 5.1.1 and 5.1.2 of MIL-STD-18B-11O. The character-
istic frequencies are specified in Table II.

Table II.

5.1.1.3.2 Output transmission rates of the
single-channel FSK interface shall be the following bit rates:
75, 150, 300, 600, and 1200 bps.

5.1.1.3.3 The single-channel FSK interface
shall support half-duplex transmission.

5.1.1.4 This interface may
be used. It is primarily associated with wideband wireline
equipment.

5.1.1.4.1 ~. The CDP modulation waveform shall conform
to paragraph 5.4.1.4 of MIL-STD-188-200. The unbalanced and ..
balanced signal waveform shall conform to paragraphs 5.1.1.7 and
5.2.1.7, respectively, of MIL-STD-188-114.

5.1.1.4.2 The output transmission rate of
the CDP interface shall be 16”and 32 kilobits per second (kbps).
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I

5.1.1.4.3 The CDP interface shall support half-
duplex transmission. “

5.1.1.5 ~t kev~
.,

~. -

for v-
This interface may be used. It is primarily

associated with analog (nominal 4-Khz voice freWencY) wireline
and radio equipment. Differential phase-shift keying (DPSK)
modulation data modem (2400 bps) and phase-shift keying (pSK)
modulation data modem (1200 bps) characteristics shall conform to
the applicable requirements of MIL-STD-188-11O.

5.1.1.5.1 Ma&Q13n. The DPSK modulation waveform shall conform
to Appendix A of MIL-STD-188-11O. The PSK modulation waveform
shall conform to paragraph 5.3 of MIL-STD-188-11O.

5.1.1.5.2 The output transmission rate of
the DPSK and PSK interfaces shall be 2400 and 1200 bps, respec-
tively.

5.1.1.5.3 The DPSK and PSK interfaces shall
support half-duplex transmission.

5.1.1.6 This interface shall use a
modified CCITT X.21 half-duplex synchronous interface for trans-
ferring digital data across the interface between data terminal
equipment (DTE) and data circuit-terminating equipment (DCE). The
packet interface shall be a modified CCITT X.21 interface with a
CCITT V.1O electrical circuit between a DTE (DMTD or C’I system)
and the DCE.

5.1.1.6.1 ~ The electrical characteristics of the packet
mode interface shall be identical to CCITT V.1O for interfaces to
voice band modems.

5.1.1.6.2 The DTE device shall be required
to accept signal timing from the DCE (radio) at 16 Kbps. The DTE
shall be required to synchronize to the DCE signal timing and
accept data at the supplied signaling timing rate. In the packet
mode, the radio provides signal timing to s“upport 16 Kbps data
transfers between the radio and the DTE.

5.1.1.6.3 The packet mode interface shall
support half-duplex transmission.

5.1.1.7 This interface may be
used. It is used primarily with analog voice qrade radios to
transmit digital data. ‘.

5.1.?..7.1 ~. The ASK waveform is a band limited NRZ
waveform with average white Gaussian noise added to it. The ASK
signal shall be a bipolar signal nominally centered around
ground. However due to the radio automatic gain control perfor-
mance, the ASK signal may have a direct current (DC) component.
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The ASK signal-to-noise ratio shall be in the range of O to 12
decibels (dE). The ASK signal shall be demodulated using a
optimal bit synchronizer with a bit error rate performance of 1.5
dB from theoretical.

5.1.1.7.2 The output transmission rates of
the ASK interface shall be the following bit rates: 2400, 4800,
9600 and 16000 bits per second.

5.1.1.7.3 The ASK interfaces
half-duplex transmission.

5.2

5.2.1 The
shall be the basic protocol data unit (PDU) of the physical layer
and shall be as shown in Figure 4. Fi&e 4a presents the
transmission frame structure for traditional COMSEC (backward-
compatible mode) . Traditional COMSEC is used in this MIL-STD to
denote systems with the COMSEC equipment placed external to the
DMTD . Figure 4b presents the transmission frame structure with
COMSEC embedded in the DMTD (embedded mode) . Figure 4C presents *
t . .---.. -. ..-- ”...-.. -A ----- --------- ..----—-- ——. -———

,

/ COMSEC TRANSMISSION DATA FIELD COMSEC
i PREAMSLE SYNCHRONRATION POSTAMBLE

Figure 4a.
SC?kLSX.

TRANSMISSION DATA FIELD COMSEC
SYNCHRONIZATIONWITH POSTAMBLE

COMSECMESSAGE INDICATOR

Figure 4b.
CQMSES.

1

TRANSMISS1ON DATA FIELD
SYNCHROM2ATION

Figulr4c.I.lammS”

shall support

transmission frame

. .

Figure 4.
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5.2.1.1 s~r~ These
fields are present when link encryption is used. The COMSEC
preamble field shall be used to achieve cryptographic synchroni-
zation over the link. The COMSEC postamble field shall be used
to provide an end-of-transmission flag to the COMSEC equipment at
the receiving station. These fields and the COMSEC synchroniza-
tion process are described in Appendix D.

5.2.1.2. The structure of
the transmission synchronization field is dependent on the mode
of operation. The three modes are Asynchronous for use with DCES
that present modulated data without a clock, Synchronous for use
with DCES that present a clock and data interface and Packet for
use with DCES that require no frame synchronization. The struc-
tures for Asynchronous and Synchronous modes are shown in Figure
5. The structure for the Packet Mode is described in 5.2.1.2.3.

5.2.1.2.1
The Asynchronous Transmission Synchronization field shall be “
composed of the following:

a) Bit Synchronization
b) Robust Frame Synchronization (Optional)

Robust Frame Format (Optional)
:1 Frame Synchronization (Conditional) -
e) Message Indicator (embedded COMSEC only)
f) Transmission Word Count

5.2.1.2.1.1 ~
. .

This subfield shall
be used to provide the receiver a signal for achieving bit
synchronization. Bit synchronization is used only in Asynchro-
nous Mode with embedded COMSEC and no COMSEC. The duration of
the bit synchronization subfield shall be a variable time from O
to 10 seconds in 10 millisecond increments. For asynchronous
transmission, the minimum bit synchronization subfield shall be a
64 bit pattern that consists of alternating ones and zeros,
begiming with a one.

5.2.1.2.1.2 St This sub-
field shall consist of the fixed 64-bit synchronization pattern
shown in Figure 6. After the Bit Synchronization Subfield is
recognized, the.receiver shall correlate for the synchronization
pattern. A pattern shall be detected if 13 or fewer bits are in
error with non-inverted or inverted data. If the correlation
detects an inverted synchronization pattern, all received data
shall be inverted before any other received processing is per-
formed. After the synchronization pattern is detected, the frame ‘-
format subfield shall be decoded to determine what physical level
processing is required for data reception. If the robust frame
synchronization Pattezn shown in Figure 6 is used, the frame
synchronization Pattern described in 5.2.1.2.1.5 shall not be
used. If the frame synchronization subfield described in
5.2.1.2.1.5 is detected before the robust frame synchronization
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,-- ~ I

~

—F—

Figure5.a.with ExternalcOUSECor No COMSEC

.>,.-

1 I I S* I k

I

Ft&slSrca 1 I
.—.—

TnwnixionSmdmmdionField I I

Fi.Jure5b. With .Eubeddedc014EEC

~ WtiSwh isused onlyinAsymhmnoue ModewithEmbeddedCOMSEC endNoCOMSEC.

@ Option’dRobustFrameSynchisavailableonlyinAsyntimnousMode.
WhenRobust%_errreSyrrdrisused,FrameSynchshellno!beused.

@ Y FECflDCam appliedtolheTransmissionWordWuntMessageindicatorand
mnsmksionHeaderfieldsh AeynohmnoueendSynohmnousModss.
(TheTransmissionHeaderlatheleadingpottionofthedatafieldasdssaibedin5.3.1.)

0 O#J=~~~g andChwluUomdFECEncOdhgam availableonlyin

Figufe 5.

subfield, the receiver shall assume the optional robust process -
ing is not requested for this transmission.

‘.
LSB MSB

olooloollloolloo lllollollollllll ooooooloollollol olollllooolllooo

Figure 6. .
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I

5.2.1.2.1.3 The robust frame
format subfield is a seven bit field which specifies the format
of the transmitted frame. The robust frame format subfield shall
be formatted with multi-dwell majority vote 3 out of 5 Bose-
Chaudhari-Hocquenghem (BCH) (15, 7) coding and no scrambling or
convolutional encoding. The bits are defined in Tables III, IV
and V.

Table III. ~. ‘

Bit(s) Fields

o (LSB) Multi-Dwell Flag

1 Scrambling Flag

2, 3, 4 Multi-Dwell Transmission Format

5,6 Convolutional Coding Constraint Length

Table IV:

000 Single BCH(15,7) word
32 BIT SOP
11 64-bit segments per packet

001 Majority Vote 2 out of 3 BCH(15,7) word
64 BIT SOP
11 64-bit segments per packet

010 Majority Vote 3 out of 5 BCH(15,7) word
64 BIT SOP
13 64-bit segments per packet

011 Majority Vote 3 out of 5 BCH(15,7) word
64 BIT SOP
6 64-bit segments per packet

Table V. t len~.

00 Constraint Length 3 ..

01 Constraint Length 5

10 Constraint Length 7

11 Convolutional Coding Disabled
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5.2.1.2.1.4 Wi-dwpll The multi-dwell protocol
provides the capability to transmit data over frequency hopping
radios without internal buffering. The multi-dwell protocol is
described in Appendix J.

a. The multi-dwell start of packet (SOP) header size and seg-
ment count redundancy are configured depending upon the
charnel environment and are not changed on a per transmis-
sion basis.

b. The upper layer indicates the size of the transmission in
the PL-Unitdata Request data length. The physical layer
shall use the data length information to determine the most
efficient multi-dwell parameters to use for data transmis-
sion. The optional multi-dwell segment count may be used by
the upper layer to override the automatic determination of
the multi-dwell transmission parameters made by the physical
layer. For a multi-dwell reception, the upper layer will
use the timing of the transition of the PL-Status Indication
Network Activity from “busy with data” to “clearm to indi-
cate the time of reception of the last bit of data.

,
5.2.1.2.1.5 This subfield shall
consist of the fixed 64-bit synchronization pattern shown in
Figure 7. After the bit synchronization field is recognized, the

LSB MS%

ollooloolllloololllloololoololloloolooooolollllololollolllollool

Figure 7.

receiver shall correlate for the frame synchronization pattern.
A pattern shall be detected if 13 or fewer bits are in error with
non-inverted or inverted data. If the correlation detects an
inverted frame synchronization pattern, all received data shall
be inverted before any other received processing is performed.
If the robust frame synchronization pattern shown in Figure 6 is
used, the frame synchronization pattern shown in Figure 7 shall
not be used.

5.2.1.2.1.6 The message indicator field is
contained within the transmission synchronization field only when
COMSEC is embedded in the host. The message indicator field is ‘ -
defined in Appendix D (D5.1.1.3 and D5.2.3). Golay forward error
correction (FEC) is atmlied to the TWC, Messaqe Indicator (with
embedded COMSEC) and ~~ansmission Header in
Synchronous Modes.

5-8
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I

5.2.1.2.1.7
,.

word-count (Twc) s~ The TWC is
a 12-bit value calculated by the transmitting station to inform
the receiving station of the number of 16-bit words (after any
appropriate FEC,encoding, TDC fill or zero bit insertion) that
form the data field(s) of the transmission frame. The maximum
TWC is 4095 (212-1). The value provided by the 12 information
bits is binary-encoded. The maximum number of words is dependent
on the maximum number of bits allowed in the data field of a
transmission frame. It is possible that the number of bits in
the data field will not be evenly divisible by 16. In that case,
the word count shall be rounded to the next higher integer. TDC
is applied to the TWC and Transmission Header in Asynchronous and
Synchronous Modes. Golay FEC is applied to the TWC, Message
Indicator (with embedded COMSEC) and Transmission Header in
Asynchronous and Synchronous Modes.

5.2.1.2.2
The Synchronous Transmission Synchronization field shall be “
composed of the following:

a) Frame Synchronization
b) Message Indicator
c) Twc

5.2.1.2.2.1 The Synchronous
Mode Frame Synchronization subfield is the same as the Asynchro-
nous Mode Frame Synchronization subfield defined in 5.2.1.2.1.5.

5.2.1.2.2.2 The format of the Synchronous
Mode Message Indicator field is the same as for the Asynchronous
Mode Message Indicator field defined in 5.2.1.2.1.6.

5.2.1.2.2.3 The Synchronous Mode TWC
format is the same as the Asynchronous Mode TWC defined in
5.2.1.2.1.7.

5.2.1.2.3
field consists of at least 4 HDLC flags corresponding to ~he

This

following bit pattern shown in Figure S.

LSB MSB

01111110011111100111111001111110

Figure 8.

5.2.1.3 The data field shall contain the string of
bits created by the data-link layer following the procedures for
framing, zero bit insertion, concatenation, FEC, TDC, and scram-
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bling. FEC, TDC and Scrambling are not applied when Packet Mode
is used.

5.2.2 m~:mm dGbY. Keytime delay (KT) is an element of the
transmission equipment and one of the many variables that must be
considered for some of the network access control schemes. KT is
defined in Appendix C (C3.1.2).

a. The net busy information is conveyed to the upper layer
protocol (data link) through a status indication. Upon
detection of a net busy, the net busy indicator shall be
set. The net busy sensing indicator shall be reset when
neither digital data nor voice is detected by the net busy
sensing function. Appendix C (C3.1.1) describes the net
busy sensing function.

b. The net access control algorithm described in Appendix C
needs the transmitter to know when the last bit of data is
transmitted, and the receiver to know when the last bit of
data is received. The upper layer will use the timing of $
the transition of the PL-Status Indication Network Activity
parameter from “busy with data” to “clear” to indicate the
time of reception of the last bit of data. The upper layer
shall use the timing of the transition of the PL-Status
Indication Transmission Status parameter from ‘in process”
to “transmission complete/idle” to indicate the time of
transmission of the last bit of data

5.2.4 At leaat
three primitives are used to pass information for the sending and
receiving of data across the upper layer boundary.

a. Requests for transmission of data are sent by the upper
layer, using the physical layer (PL) Unitdata Request
primitive with the following parameter:

PL-Unitdata Request
Data/Data length
FEC/TDC/Scrambling

No FEC, No TDC, No Scrambling
No FEC, No TDC, Scrambling
FEC, No TDC, No Scrambling
FEC, No TDC, Scrambling
FEC, TDC, No Scrambling
FEC, TDC, Scrambling

Multi-dwell segment count
6 segments per packet
11 segments per packet
13 segments per packet
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I

I

b. Indication of data received is provided to the upper
layer through the Unitdata Indication primitive with
the following parameter:

PL-Unitdata Indication
Data/Data length
FEC/TDC/Scramblin9

No FEC, No TDC, No Scrambling
No FEC, No TDC, Scrambling
FEC, No TDC, No Scrambling
FEC, No TDC, Scrambling
FEC, TDC, No Scrambling
FEC, TDC, Scrambling

Multi-dwell segment count
6 segments per packet
11 segments per packet. .
13 segments per pacKec

c. Net activity status information is provided to the
upper layer through a Status Indication with the fol-
lowing parameters:

PL-Status Indication
Net activity

net clear
net buey
busy with/data
busy with/voice

Transmission Status
transmit complete/idle
in-process
transmit aborted

5.3 ~. The data-link layer shall provide the
control functions to ensure the transfer of information over
established physical paths, to provide framing requirements for
data, and to provide for error control. Zero bit insertion is
applied to the Transmission Header and Data Link Frame.

5.3.1 T
. .IortH-. The Transmission Header ia sent

before each data field transmission. The Tr&nsmission Header
consists of a Ewo octet Transmission Information field, a 32-bit
FCS, in accordance with paragraph 5.3.4.2.5, and is bounded by
Flags in accordance with paragraph 5.3.4.2.1. The Transmission
Information field contains Selection bits and a Transmission
Queue subfield which indicates the transmitting” station queue
length. The Transmission Header format is shown in Figure 9.

..

Golay FEC and TDC are applied to the entire Transmission Header
(except when the Packet Mode Interface described in paragraph
5.1.1.6 is used at the Physical Layer), including leading and
trailing flags, Message Indicator (with embedded COMSEC) and TWC.
The TWC, Message Indicator and transmission header shall have
Golay FEC applied when operating in the Asynchronous and Synchro-
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nous modes. TDC (7x24) bit interleaving shall be applied in
unison with the FEC on the TWC and transmission header. The data
shall be formatted into a TDC block composed of seven (7) 24-bit
Golay (24,12) codewords in a manner analogous to 5.3.14.3. There
are 168 FEC-encoded bits with this TDC.

Flag jtiramon I mm crockS.auuellce
\

Flag
(9bicsl {16bits] I (32bits] (0bits)

/\
/ -——. _

/ ——_
/ ——_

/ ——

:-. qjy@i@ID! : ! tranwdssionbwue~lObit+ 1
1: selected
0: Not selected

Figure 9.

5.3.1.1 The first three bits of the Transmis-
sion Information field selects FEC, TDC and Scrambling, respec-
tively, on or off for the remainder of the physical layer data
field. A zero indicates “off” and a one indicates “on” in these
bit positions. Regardless of the setting of these three bits,
Golay FEC/TDC is applied and Scrambling is not applied to the
entire Transmission Header. Scrambling, if used, shall be
applied before any FEC and TDC is applied. FEC, TDC and scram-
bling are not applied when the Packet Mode Interface described in
paragraph 5.”1.1.6 is used at the Physical Layer.

5.3.1.2 This subfield shall contain
the least significant three bite of-the Topology Update ID used
in the most recent Topology Update message (see 5.4.1.2) . If no
Topology Update messages have been sent, this subfield shall be
all zeros.

5.3.1.3 This subfield is used to
support the radio embedded net access delay (RE-NAD) process and
the deterministic adaptable priority net access delay (DAP-NA.D)
process. The entire field is 10-bits long with the first two
bits (’T’-bits) indicating how the rest of the subfield is
interpreted. The format of the transmission queue subfield is
shown in Figure 10.

5.3.1.3.1 &kli$S. The two left-meet bits in the transmission
queue subfield are the T-bits. The bit sequence interpretations
are indicated in Figure 10. The transmission queue subfield has
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I

a variable format depending on which of the following uses are
intended:

a. T-bits = 00 The transmission queue subfield does not
contain information and is ignored.

b. T-bits = 01 The transmission queue subfield is used
in conjunction with RS-NAD. This sub-.,.
field contains queue precedence (in bit
positions 2-3) and gueue length (bit
positions 4-7). Bit positions 8 and 9
are spare and ignored.

c. T-bits . 10 The transmission queue subfield is used
in conjunction with DAP-NAD. This sub-
field contains Data Link precedence (in
bit positions 2 and 3) and First Sub-
scriber Number (in bit positions 4-9) .

d. T-bits .11 This bit sequence is INVALID and shall
be ignored. Data link frame(s) after
this header shall be processed normally.

T-Bits

I o 0 Transmission Queue Subfield Ignored

o 1 Queue Prec. Queue Length I spare

1 0 Data Link Prec. First Subscriber Number

1 1 Invalid/Ignored

Figure 10. Transmission queue subfield formats

5.3.1.3.2 ~. The queue precedence component
indicates the highest precedence level of information type frames
in the queue. The precedence levels and bit sequences are:

Urgent 00
Priority 01
Routine 10
Reserved 11

5.3.1.3.3 ~. The queue length component indicates ..

the number of concatenated frame sequences required to transmit
all of the highest priority messages in the transmission queue at
the time the transmission was created. This number may be used
by receiving station to calculate the average network member’s
queue length. This average is used in calculation of the contin-
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uous scheduler for the Radio Embedded channel access procedure
(C3.4.4).

5.3 .1.3.4 This subfield consists of two
bits and coneains a value that indicates the highest priority of
any message that is contained in the physical frame. It shall
contain the value O if an urgent message is in the frame, 1 if a
priority but no urgent message is in the frame and 2 if neither
an urgent nor priority message is in the frame. The variable NP
in the equations defined in Appendix C (C3.4.5.2) is either set
equal to the contents of this field or to O for the next net
access period depending upon the eemice desired. For higher
throughput with only limited regard to message priority, the
variable NP ie eet to the contents of the Data Link precedence
field of the most recent reception. To ensure faster access by
higher priority information, NP is set equal to the lowest value
in any of the framee. The bit coding for Data Link precedence is
shown below in Table VI. Undefined precedence values shall be
handled ae routine.

Table VI. ~ Prec~. ,

Bit Pattern Data Link Precedence

00 urgent

01 priority

b 10 routine

5.3.1.3.5 ~. This subfield consists of 6
bits and designates the number of the subscriber that is to have
the first net access opportunity at the next net access period
(the one immediately following thie transmission). The number of
the subscriber that has the first net access opportunity is the
variable FSN in the equations defined in Appendix C (C3.4.5.2) .
Bit coding for First subscriber number is ehown in Table VII.

Table VII. ~.

First Subscriber Number ‘-

000000 Illegal

Station 1 - 63
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5.3.2 ~. The presence of multiple subscribers
on a single communications net requires a method of controlling
the transmission opportunities for each subscriber. To minimize
conflicts, the net busy sensing function and net access control
(NAC) procedures regulate transmission opportunities for all

I
participants on the net. Random - Net Access Delay (R-NAD),
Hybrid - Net Accees Delay (H-NAD), Prioritized - Net Access Delay
(P-NAD), Radio Embedded Net Access Delay (RE-NAD) and Determinis-
tic Adaptable Priority - Net Access Delay (DAP-NAD) shall be
implemented as the authorized NAC procedures at this interface.
Appendix C defines the NAC parameters for R-NAD, H-NAD, P-NAD,
DAP-NAD, and RE-NAD.

I

5.3.2.1 Sckdukz. When the net access is embedded in the
radio, a scheduler may be implemented in the DTE or communica-
tions processor to organize radio access throughout the network.
The scheduler is used to provide a random distribution of timing
for channel requests. When a station has data to transmit, it
shall calculate the scheduler timer as indicated in Appendix C
(C3.4.4.1). When this timer expires, the link layer shall first
determine that the previous frame concatenation was transmitted
by the physical layer. If the frame concatenation was not
transmitted, the link layer shall request its transmission. If a
higher precedence individual frame becomes available for trans-
mission, the concatenated frames shall be re-built to include the
higher precedence frame. If the previous frame concatenation was
transmitted, the link layer shall build a new frame concatena-
tion. This frame concatenation shall then be passed to the
physical layer for transmission. Both randomized and immediate
scheduler modes are specified in Appendix C (C3.4.4.1.1 and
C3.4.4.1.5, respectively).

I 5.3.3 ~. Four types of operation for data

I
communication between systems are defined to provide basic
connectionless and connection mode operations:

I Type 1 - Unacknowledged Connectionless Operation
me 2 - Comection-mode Operation
Type 3 - Acknowledged Connectionless Operation
me 4 - Decoupled Acknowledged Connectionless Operation

I
Types and services 1 through 3 are based on ISO 8802-2. The Type
1 connectionless operations are mandatory for implementation in

1. all systems. The Type 2 connection mode is optional for this

I
interface. The Type 4 connectionless mode (decoupled ACK) is
optional.

I 5.3.3.1 For the purpose of this protocol,
Type 1 operation will des&nate both of the 1S0 6802-2 connec-
tionless operations (acknowledged and unacknowledged) .

I 5.3.3.2 Tvne 2 With Type 2 operation, a data-link
connection shall be established between two systems prior to any

..
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exchange of information bearing PDUS. For efficiency at system
startup, connections may be assumed to exist with all other
stations in the network; and the system may depend on information
transfer phase procedures to resolve error conditions. The
connection normally shall remain open until a station leaves the
net. The normal communications cycle between Type 2 systems
shall consist of transferring PDUS from the source to the desti-
nation, and acknowledging receipt of these pDUS in the opposite
direction.

5.3.3.3 me ~ ~D~. For the purpose of this protocol,
Type 3 operation is included in Type 1 operation.

5.3.3.4 me 4 o~. With Type 4 operation, acknowledge-
ments are decoupled from the original Decoupled Information
Acknowledgment (DIA) PDU, and DIA PDUS contain a non-modulus
identification number assigned by the originator.

5.3.4 The data-link frame shall be the basic
protocol data unit (PDU) of the link layer. The
header is not a PDU.

:h;.:a;a-~. Three m- of frames
an unnumbered frame (U PDUS), an

frame (I PDUs~ and a supervisory frame (S PDtls).

transmission

,
convey data over
information

5.3-4.1.1 ~. The U PDUS shall be used for Type
1, me 2 and Type 4 operations. They provide connectionless
information transfer for Types 1 and 4 operations. PDUS provide
acknowledgment, and station identification/status information for
Type 1 operations. They also provide data-link control functions
for Type 1 through 4 operations.

5.3.4.1.2 The
tion transfer in Type 2 operations
or message traffic across a link.
we 1 operations.

I PDUS are used for informa-
only. They convey user data
The I PDUS are not used in

S PDUS are oDtional and are5.3.4.1.3 The
used for data-link supervisory control function; and to acknowl-
edge received I PDUS in Type 2 operations. Additionally, the
Type 4 Decoupled Receive Ready (DRR) response S PDU is used to
acknowledge Type 4 DIA PDUS. The S PDUS are not used in Type 1
operations.

5.3.4.2 The basic elements of the
data-link frame shall be the opening flag
field, the control field, the information
closing flag sequence. Each Type 1, Type
frame shall be structured as
of Figure 11.

shown in the
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sequence, the address
field, the FCS, and the
2 and Type 4 data-link
data link frame portion
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Txansmiss ion Header ! One 01 More Data Link Frames

Tranrdmi.n !’
Flag Infcmnacion Fcs Flag ! Flag : Addxes* cant,01 Information ~ Fcs ; ?lag ~

;: i!

2 3288
BIBC. OCC.CB Bits

2.17 1.32 LIDto 3345 32
81r.. Bica CcCeca CCC.CB Octet. BiCII Blocs

!1, 1!: ! ;.

,’
!

(
$.1.1.2., ,,,.,.,.s ,.l:4.2.1 ; 5.1.,.>.1 ,.,.4,2.,

,,; .1 s.>:..>., ,., ...,.1 ,,,.4.,., ,.,.,,,.,

Figure 11.

S.3.4.2.1 ~. All frames shall start and end with
the 8-bit flag sequence of one O bit, six 1 bits, and one O bit
(01111110). The flag shall be used for data-link frame synchro-
nization.

5.3._4.2.2 These fields shall identify the link
addresses of the source and destinations.

5.3.4..2.2.1 ~. Each address in the address fields
shall consist of a single octet. The source address octet shall
consist of a commandfresponse (C/R) designation bit [the least
significant bit (LSB)] followed by a 7-bit address representing
the source. Each destination octet shall consist of an extension
bit (the LSB) followed by the 7-bit destination address. The
destination address uses a modification of the High-Level Data-
link Control (HDLC) extended addressing format. The destination
address shall be extended by setting the extension bit of a
destination address octet to O, indicating that the following
octet is another destination address. The destination address
field shall be terminated by an octet that has the extension bit
set to 1. The destination address field shall be extendible from
1 address octet to 16 address octets. The format of the addreks
fields shall be as shown in Figure 12.

5.3.4.2.2.2 The following addressing
conventions shall be implemented in the 7 address bits of each
address octet. Address allocations, as shown in Figure 13, are
divided among five address types: individual, group, global,
special, and reserved.

NOTE : Source and destination addresses are assigned by an
administrative authority.

5-17
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LSB MSB
7

1~123456781]

E&i++l:=:’f=respon..
. . .

. . .

DESTINATION M
where M s 16

Octet

Octet

Figure 12.
*

LSB

=

11111111

Xxxxxxll

Xxxxx xxx

Xolooooo

Xloooooo

Xooooooo

;B

127

96-126

3-95

2

1

0

Globsl MultiCast Addxess

Group Mu.lticast Addresses

Individual Addresses

Special (Net Control) Ad&eSs

Special (Net Entry) Address

Reserved Address

Figure 13.

5.3 .4.2.2.2.1

5.3 .4.2.2.2.1.1 ~. The source address is either an
individual or special (Net Control or Net Entry) address and is
always the first address. Its legal values range from 1 to 95.
The source address has two parts: the C/R designation bit (bit
1, LSB) and the actual 7-bit address value. The C/R designation
bit shall be set to O for commands and 1 for responses. ..

5.3.4.2.2.2.1.2 [Pfi). The second through
seventeenth address bytes are labeled destination addresses,
which may be global, group, individual, or special addresses.
Each destination address is contained in an 8-bit field, which
has two parts: the extension bit (bit 1, LSB) and the actual 7-

1 5-18
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I

I

bit address value. AIIextension bit set to O indicates that 1 or
more addresses follow. An extension bit set to I indicates the
last address of the address string has been reached.

5.3-4 .z.z.2.2 ~. The following paragraphs
describe the five types of addresses and how they shall be used.

5.3.4.2.2.2.2.1 ~. Address o is labeled a
reserved address. A station receiving a value of O in the
destination address field shall ignore the address and continue
processing any remaining addresses.

5.3.4.2.2.2.2.2 Addresses 1 and 2 are
labeled special addresses. These addresses are provided aa net
control and unit entry addresses for units entering a new net
without knowledge of actual addresses being used. Special
addresses are.used as described in Appendix E (E4.1.2) .

5.3.4.2.2.2.2.3 ~. Individual addresses
uniquely identify a single station on a broadcast subnetwork.
Individual addresses shall be assigned within the address range 3
to 95. Stations shall be capable of sending and receiving 1 to
16 individual destination addresses in a single data-link frame.
Sending stations shall not use any individual address more than
once in a data link frame. When individual address(es) are
present, a receiving station shall receive all addresses, search
for its unique individual address, and follow the media access
procedures described in Appendix C.

5.3.4.2.2.2.2.4 Group multicast
addressing, used w-henbroadcasting messages to multiple (but not
all) stations on a broadcast subnetwork, may be implemented. The
valid address range shall be 96 to 126. Assignment of membership
to (or deletion from) a group is outside the scope of this
protocol. While the use of link group multicast addresses is
optional, all stations shall be capable of recognizing received
group addresses. If a receiving station does not implement group
addressing procedures, it shall still process all received
addresses, but ignore the group addresses (that is, recognize
range 96 to 126 as group addresses) . When group addressing is
implemented, a station shall be capable of gending and receiving
1 to 16 destination group addresses. Coupled data link acknowl-
edgment of group multicast addresses using the F-bit shall not be
allowed. An uncoupled TEST response PDU with its F-bit set to
zero shall be sent in response to a TEST command PDU addressed to
a 9rouP multicast address when the receiving station is a member
of the specified group. ..

5.3.4.2.2.2.2.5 ~SPS A
station that optionally implements multicast (group and global)
addressing shall also be capable of sending and receiving both
multicast and individual addresses “mixed” in a destination
address subfield. Only one ty-peof multicast (group or global)

——
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shall be mixed in a destination address subfield. All stations
shall be capable of receiving mixed addresses. The total number
of destination addresses shall not exceed 16. If both multicast
and individual addresses are mixed, only the individual addresses
are acknowletiged when indicated. Multicast addresses shall not
be acknowledged. In addition, individual addresses shall precede
multicast addresses. The reception and acknowledgment procedures
stated in this paragraph shall be valid even for stations that do
not implement multicast addressing procedures.

5.3.4.2.2.2.2.6 Global multicast
addressing, used when broadcasting messages to all systems on a
broadcast subnetwork, shall be implemented through the unique bit
pattern 1111111 (127). If the global address is used, it shall
be the only multicast destination address, but individual ad-
dresses are allowed with the global address. AU broadcast
stations shall be capable of receiving and sending this address,
and all stations will process the information contained within
the frame. Data-link acknowledgment of the global address shall
not be allowed, except for the TEST Response PDU. Coupled data
link acknowledgment of the global address using the F-bit shall
not be allowed. AI’Iuncoupled TEST response PDU with its F-bit ,
set to zero shall be sent in response to a TEST command PDU
addressed to the global address.

5.3.4.2.2.3 A link address is a point of attachment to
a broadcast network. The upper-layer protocol is responsible for
mapping one or more upper-layer addreeses to a data-link address.
Multiple upper-layer addresses may map to one or more group or
individual addreeses.

5.3.4.2.3 The control field indicates the type of
PDU and the response requirements and connection information
about the PDU being transmitted over the data link. A summary of
the formats and bit patterns (showing LSB as the left most bit)
for Types 1, 2 and 4 is shown in Tables VIII, IX and X, respec-
tively. Figure 14 illustrates the data-link PDU control field
formats.

5.3.4.2.3.1 3Y=l~ For Type 1 operations, the
control field is an 8-bit pattemdesignatin~ 1 of 5 types of U
PDUS . The URR,and URNR PDUS are used to ind~cate overall station
status.

5.3.4.2.3.2 m“ 2 o“”~.
. .

The Type 2 control field is a
16-bit pattern for I PDUS and S PDUS and includes sequence
numbers. The Type 2 U PDUS have an 8-bit pattern. The Type 2 ..
control field shall be repeated if more than one destination
address is present. Each destination address field shall have a
corresponding control field. Each of the corresponding control
fields (when repeated) shall be identical except for the P/F bit
and sequence numbere. The Unnumbered Receive Ready (URR) and
Unnumbered Receive Not Ready (URNR) PINs with single control
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field are used to indicate overall station status. The RR and
RNR are used to indicate station status for Type 2 operations
only.

5.3.4 .2.3.3 me 4 OD~. The Type 4 control field is a
16-bit pattern for U PDUS and S PDUS, and includes identification
numbers. The control field distinguishes between a DIA PDU with
a frame -identification number and four S PDUS used in a connec-
tionless environment with decoupled acknowledgements. The URR
and URNR with single octet control field are used to indicate
overall station status. The DRR and Decoupled Receive Not Ready
(DRNR) PDUS are used to indicate station status for Type 4
operations only.

Table VIII. ~.

coKnANDs/ ADDP.ESS CONTROLFIELO INFOP.MATION
SESPONSES FIELD The left-most bit is FIELD

the least signifi-
cant bit.

EXCSANGE IDEN- Contains source ad- Variable Bit pattern This field fOR-
TIFICATION dress and up to 16 . 1111X101 lows the ISO
(XID)COMMAND individual addresses,
MESSAGE

8685 format for
group address, spe - (X represents the P/F XID CO-dS and
cial net entry bit settings) respomes. It
address, special net is used to sup-
controller address, ply or request
or the global 1ink management
address. information.

Appendix E de-
EXCRANGE IDEN - Contains source ad- Bit pattexn . tails the infor-
TIFICATION dress and address of 1111X101
(XID)SESPONSE

mation field
the sender of the structure.

MESSAGE command message.

ULERU

kcsNowLEDGMENT Contains the source Bit pattern .
RSQUISED

Contains data
address snd up to 16 11001000 identifies from the upper
individual, group or this frame as a UI protocol layer.
global link addresses PDU requiring
of agencies for which acknowledgment.
the message is
intended.

FicsNowLEDGMENT Contains the source Bit pattern = Contains data
NOT REQUISED address and up to 16 11000000 identifies from the upper

destination (group, this frame as a UI protocol layer.
global and/or indi - PDU not requiring
vidual mixed) acknowledgment
addresses of agencies
for which the message
is intended.
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Table vIII. ~

coMNANDs/I= - ADDRESS cONTROL FIELD INFORMATION
SPONSES FIELO The left-most bit is the FIELD

least significant bit

ONNUMBERED C0ntaini3 source Bit pattern . 11OOO1OO No informa-
RECEIVB READY addrese, and individu - indicating receive ready tion field
(uRR) CCMMAND al, group, or glObal conm!a.nd. allowed.

addresses.

UNNUMEERSD Contains source address Bit pattern = 11001100 No informa-
RBCEIVE READY snd the address indicating last WI PDU tion field
(uRR) RESPONSE contained in the source is ac~Owledged. allowed.

subfield of a received
UI PDU, which this
frame acknowledges.

UNNUMBERED Contains source address Bit pattern . 1101OOOO No informa-
RECBIVE NOT and individual, group, indicating receive nOt tion field
READY (uW-R) or global addresses of ready command. allowed.
COKMAND agencies that are to

stop transmitting I and ,
UI PDUS to the agency
generating this frame.

ONNWSESSD Contains source address Bit pattern - 11011000 No infozn!a-
RECEIVE NOT and destination to indicating receive nOt tion field
READY (UFxR) which thim response is ready response.
RESPONSE

allowed.
being sent.

TEST CQ~ Contains source address Bit pattezm . 11OOX111 InfOrmat ion
and the individual, field
group, or global optional.
address of agencies
that are to respond.

l’ESTRESPONSE Contains source addreas Bit pattern . 11OOX111 Informat ion
and destination to field option-
which this response 1a al.
being sent.
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Table Ix. ~.

COMMANDS/ ADDRESS CONTROL FIELD INFORMATION
RESPONSES FIELD The left-most bit FIELD

is the least sig-
nificant bit.

UNNUMBERED Contains source address Bit pattern . No information
ACKNOWLEDc3m and up to 16 individual 11OOX11O fieldallowed.
(UA)RESPONSE link addresses of sta-

tions to receive this
PDU

SET ASYNCHRONOUS contains source address Bit pattern = No information
BALANCSD MODE SX- and up to 16 individual 1111X1OO field allowed.
T~~ (SW) link addressee of sta-
CONMAND tions to receive this

PDU

RBSET (RSET) COM- Contains source address Bit pattern = No information
snd up to 16 individual 11111001 field allowed.
link addresses of sta-
tions to receive this
PDU

FRAME REJECT Contains source address Bit pattern . See Figure 19.
(FRMRl RSSPONSE and up to 16 individual 111OXOO1

link addresses of sta-
tions to receive this
PDU .

OISCO~~ MODE Contains source address Bit pattern = No information
(DM) RESPONSE and up to 16 individual llllXOOO field allowed.

link addresses of sta-
tions to receive this
PDU

31scomnza (DISC) Contains source address Bit pattern .= No information
:OMMAND and up to 16 individual 11OOXO1O field allowed.

destination addresses.

L2Dll

icKNowLsoGMENT Contains source address Bit pattern = Contains data
)R OlliSR APPROPRI - and up to 16 individual osssssssxRRRRRm. from the upper
iTS RESPONSE RS- and/or group or global Identifies this layer protocol.
>UIRED addreases of agenciea frame as an

for which the meaaage I PDU
ia intended.

-.
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Table Ix. ~.

cotmANDs/ ADDRESS CONTROL FIELD
RSSPONSES

INFOS34ATION
FIEW The left-most bit FIEW

is the least sig-
nificant bit.

RECEIVE WY (m) Contains source address Bit pattern - No information
COMMAND and up to 16 individual looooooo~, field allowed.

addresses. indicating
receive ready
command .

AECEIVE REnDY (RR) Contains source address Bit pattern . No information
AESPONSE and up to 16 individual 1000OOOOWWRRRRR, field allowed.

link addresses of eta- indicating last
tions to receive this I PDU is acknowl -
PDU . edged.

AECEIVS NOT READY Contains source addresa Bit pattern = No information
(RNR) COMMAND and up to 16 individual loloooooxRRnRRR, field allowed.

link addresses of sta- indicating
tions to receive this receive not ready ,
PDU command .

RECHVE NOT READY Contains eource address
(IU?R)RESPONSE

Bit pattern = No information
and up to 16-individual 101OOOOOXRRRWUW, field allowed.
link addresses of sta- indicating
tions to receive this receive not
PDU . ready.

SELEC1’IVERSJECT Contains source address Bit pattern =
(SmJ) COMMAND ANU

No information
and up to 16 individual lollooooxRRRsRm.

RESPONSE
field allowed.

link addresses of sta-
tions to receive this
PDU

RSJECT (RSJ) COM- Contains source address Bit pattern= No information
W AND RSSPONSE and up to 16 individual looloooomRRRRRa. field allowed.

link ad&eases of sta-
tions to receive this
PDU.

(X represents the P/F bit setting. S reprenent.e eand sequance number, and R
repreaants receive sequence number. )

. .
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Tablex. ~

COMMANDS/ ADDRESS CONTROL FIELD INFORMATION
RESPONSES FIELD The left-most FIELD

bit is the least
significant bit.

DIA ACK Req’d contains source ad- 1101O1LL<-ID #-> Contains
dress and up to 16 data from
individual and/or L-bits are used the upper
group or global link to indicate PDU layer prOtO -
addresses for which precedence Col .
the message is
intended.

-

DRR resp Contains source ad- 1OOO1OLL<-ID #-> No informa-
dress and individual tion field
address for the orig- L-bits are used allowed
inator of the DIA PDU to indicate pre-
which this PDU ACKS. cedence of PDU

being ACK’d.
The ID no. is
that of the DIA
PDU being ACKPd.

>RR cmd Contains scnirce ad- 1000100000000000No informa-
dress snd individual indicates a sta- tion field
snd/or group or glob- tion is ready to allowed
al addresses receive DIA

PDus .

IRNR resp Contains source ad- 101O1OLL<-ID #-> No informa-
dress and individual indicatee a sta- tion field
address for the orig - tion is not allowed
inator of the DIA ready to receive
PDU, which this PDU DIA PDUS due to
acknowledges a busy

condition.
L-bite are used
to indicate pre-
cedence of PDU
being ACK’d.
The ID no. is
that of the DIA
PDU being ACKUd. .“

lm.NRCmd Contains source ad- 1010100000000000No infore-
dreas and individual indicates a sta- tion field
snd/or group or glob- tion is not allowed
al addreaaea ready to receive

DIA PDUS due to
a busy
condition.

..
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LSB
1 2 3 4 5 6 7 8 9 10

INFORMATIONTR4NSFSR !’ ;<~,01 N(S) :~; N(R)
CCN4MAN0R5SPDNSE(1PDU) Type2’ I

SUPERVISORY lype2i10~S S!222Z~<l;n. N(R)
MM?4ANDS/RSSPONSES
(SPDU8) Type4~10~SS 10, LL~ IDNumber (

I
ONNUMSEREO 17 ~Type91& 2~11; MM~l M14M
COF04ANDS/RESFONSES ?
(uPDUS1 Type4~ll 01 ,101/LL IDNumber i

i

Figure 14. .

NQsg:
,

1 The left-most bit is the first bit delivered to and received
from the physical layer.

N(S) = Transmitter send sequence number (Bit 2 = LSB)
N(R) . Transmitter receive eequence number (Bit 10 = LSB)
s . Supervisory Function bit
M = Modifier function bit
z = Reserved and set to zero
P/F = Poll bit - command PDU transmissions

Final bit - response PDU transmissions
(1 = Poll/Final)

L = Level of precedence
1 1 = resened
1 0 = routine
O 1 = priority
O 0 - urgent

5.3.4.2.3.4 The Poll/final (P/F) bit serves a
function in both command an; response PDUS. In command PDUS, the
P/F bit is referred to as the P-bit. In response PDUS, it is
referred to as the F-bit. The P-bit set to 1 shall be used to
solicit a response PDU, with the F-bit set to 1. On a data link,
only 1 Type 2 PDU and/or me 1 PDU with a P-bit set to 1 shall
be outstanding in a given direction at a given time. Before a ..

station issues another PDU with the P-bit set to 1 to a particu-
lar destination, it shall have received a response PDU from that
remote station with the F-bit set to 1 or have timed out waiting
for that response PDU. The P/F bit is not implemented in Type 4
operations.
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I

5.3.4.2.3.5 ~ Sequence numbers are used only
with Type 2 I and S PDUS. The Type 2 I and s PDUS shall contain
sequence numbers. The sequence numbers shall be in the range of
0-127.

5.3.4.2.3.6 Identification numbers are
used only with Type 4 DIA PDUS and DRR/DRNR S PDUB. The Type 4
DIA and DRR/DRNR response S PDUS shall contain an identification
number. The identification number is used to identify each DIA
PDU and permit decoupled acknowledgements in a connectionless
environment . The identification numbers shall be in the range of
1-255.

5.3.4.2.3.7 ~. The two level-of-precedence bits (L-
bits) are used only in the control field of Type 4 PDUS. In the
DIA PDU, the L-bits indicate the precedence of the data in the
information field. In the DRR response S PDU, the L-bits are
used to indicate the precedence of the DIA PDU information being
acknowledged. The data link precedence values and their
appropriate mappings to 1P precedence levels are indicated in
--.-

~
>.s.10.

5.3.4.2.4 The information field may be
1- uresent in either the 1. UI, ”DIA, FRMR, TEST. or XID PDU. The

I

~ength of the information field shall be a multiple of 8 bits,
not to exceed 3345 octets. If the data is not a multiple of 8
bits, 1 to 7 fill bits (0) shall be added to meet this require-
ment. The maximum information field size defaults to 3345
octets. A smaller size may be established at initialization
through local system information or using the XID PDUS. Contents
of the information fields of the FRMR, TEST, and XID PDUS are
described in 5.3.6.2.3.6 and 5.3.6.1.5,- and in Appendix E,
respectively.

5.3.4.2.5 ~. For =- detection, all frames
shall include a 32-bit FCS prior to the closing flag sequence.
The contents of the address, control, and information fields are
included in the FCS calculation. Excluded from the FCS calcula-
tion are the 0’s inserted by the O-bit insertion algorithm. The
formula for calculating the FCS, which is the lls complement
(inversion) of the remainder of a modulo-2 division process,
employs the generator polynomial, P(X) , having the form

P(x) = X32 +X26 +x” +X22 +X16 +X12 +X11 +X1O +X8 +x’ +X5 +X4 +* +x +1

FCS generation shall be in accordance with the paragraph entitled
“32-bit Frame Checking Sequence” in ISO 3309, and implemented in
a manner that provides a unique remainder when a frame is re-
ceived without bit errors incurred durinu transmission. If the
FCS of a
shall be

received frame proves the frame-to be invalid, the frame
discarded.
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5.3.4.3 PDU The data-link procedures
that affect data-link PDU construction include (a) order-of-bit
transmission and O-bit insertion, discussed below; and (b) FEC
and TDC, discussed in 5.3.14.

5.3.4.3.1
,.

The order-of-bit transmis-
sion function specifies the sequence”in which bits are ordered by
the data-link layer for transmission by the physical layer. The
Information Field shall be transmitted LSB of each octet first.
The flag and control fields shall be transmitted LSB first. For
the FCS, the most significant bit (MSB) shall be transmitted
first. For the address field, the source address octet is
transmitted first and the destination address octet(s) are

1

transmitted in order. The LSB of each address octet is transmit-
ted first. The information field octets shall be transmitted in
the same order as received from the upper layers, LSB ‘ofeach
octet first.

5.3.4.3.2 The occurrence of a
spurious flag sequence within a frame or Transmission Header
shall be prevented by employing a O-bit insertion algorithm.
After the entire frame has been constructed, the transmitter *
shall always insert a O bit after the appearance of five 1’s in
the frame (with the exception of the flag fields). After detec-
tion of an opening flag sequence, the receiver shall search for a
pattern of five 1’s. When the pattern of five 1’s appears, the
sixth bit shall be examined. If the sixth bit is a O, the 5 bits
shall be paseed as data, and the O shall be deleted. If the
sixth bit is a 1, the receiver shall inspect the seventh bit. If
the seventh bit is a O, a flag sequence has been received. If

I the seventh bit is a 1, an invalid message has been received and
should b-ediscarded.

I 5.3.5 The various parameters associated
with the control field formats are described in the following
sections.

5.3.5.1 The only parameter that
exists in Type 1 operation is the P/F bit. The Poll (P) bit set
to 1 shall be used to solicit (poll) an immediate correspondent
response PDU with the Final (F) bit set to 1 from the addressed
station. The response with F-bit set to 1 shall be transmitted
in accordance with the response hold delay (RHD) procedures
defined in Appendix C (C3.2).

5.3.5.2 m“ 2 ~- The various parameters
associated with the control field fo?nnats in Type 2 operation are ‘-
described in 5.3.5.2.1 to 5.3.5.2.3.2.

5.3.5.2.1 MdulJLs. Each I PDU shall be sequentially numbered
with a numeric value between O and MODULUS minus ONE (where
MODULUS is the modulus of the sequence numbers) . MODULUS shall
equal 128 for the Type 2 control field format. The sequence
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numbers shall cycle through the entire range. The maximum number
of sequentially numbered I PDUS that may be outstanding (that is,
unacknowledged) in a given direction of a data-link connection at
any given time shall never exceed one less than the modulus of
the sequence numbers. This restriction shall prevent any ambigu-
ity in the association of sent I PDUS with sequence numbers
during normal operation and error recovery action.

5.3.5.2.2 ~d612!!. A station
shall maintain a send-state variable, V(S), fOr the I pDUS it
sends and a receive-state variable, V(R) , for the I pDUS it
receives on “each data-link connection. The operation of V(S)
shall be independent of the operation of V(R) .

5.3.5.2.2.1 S&nd-stat* v~e V(S). The V(S) shall denote the
sequence number of the next in-sequence I PDU to be sent on a
specific data-link connection. The V(S) shall take on a value
between O and MODULUS minus ONE. The value of V(S) shall be
incremented bv one with each successive I PDU transmission on the

~
associated da~a-link connection, but shall not exceed receive
sequence number N(R) of the last received PDU by more than
MODULUS minus ONS.

5.3.5.2.2.2 Only I PDUS shall
contain N(S) , the se<d sequence number of the sent PDU. Prior to
sending an I PDU, the value of N(S) shall be set equal to the
value of the V(S) for that data-link comection.

I

5.3.5.2.2.3 ke~~ivf=-e~hl~ V(R). The V(R) shall denote
the sequence number of the next in-sequence I PDU to be received
on a specific data-link connection. The V(R) shall take on a
value between O and MODULUS minus ONE. The value of the V(R)
associated with a specific data-link connection shall be incre-
mented by one whenever an error-free I PDU is received whose N(S)
e~als the value of the V(R) for the data-link connection.

5.3.5.2.2.4 E~r~iv@~~r NW. 7+11 I and S PDUS
shall contain N(R), the expected sequence number of the next
received I PDU on,the specified data-link connection. Prior to
sending an I or S PDU, the value of N(R) shall be set equal to
the current value of the associated V(R) for that data-link
connection. N(R) shall indicate that the station sending the
N(R) has received correctly all I PDUS numbered up through N(R)-1
on the specified data-link connection.

5.3.5.2.3 (P/F) hit The P/F bit shall sezwe a
function in Type 2 operation in-both command and response PDUS. ‘-
In command PDUS the P/F bit shall be referred to as the P-bit.
In response PDUS it shall be referred to as the F-bit. P/F bit
exchange provides a distinct C/R linkage that is useful during
both normal operation and recovery situations.
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5.3.5.2.3.1 Estll-. r A command PDU with the P-bit
set to 1 shall be used to solicit (poll) a response PDU with the
F-bit set to 1 from the addressed station on a data-link connec-
tion. Only one Type 2 PDU with a P-bit set to 1 shall be out-
standing in a given direction at a given time on the data-link
connection between any specified pair of stations. Before a
station issues another PDU on the same data-link connection with
the P-bit set to 1, the station shall have received a response
PDU with the F-bit set to 1 from the addressed station. If no
valid response PDU is received within a system-defined P-bit
timer time-out period, the resending of a command PDU with the
P-bit set to 1 shall be permitted for error recovery purposes.

5.3.5.2.3.2 ~. The F-bit set to 1 shali be
used to acknowledge the receipt of a command PDU with the P-bit
set to 1. Following the receipt of a command PDU with the P-bit
set to 1, the station shall send a response PDU with the F-bit
set to 1 on the appropriate data-link connection at the first
possible opportunity. First possible opportunity is defined as
transmitting the frame ahead of other frames at the next network
access opportunity. The response PDU shall be assigned an URGENT
priority. The station shall be permitted to send appropriate *
response PDUS with the F-bit set to O at any net access opportu-
nity without the need for a command PDU.

5.3.5.3 w“ 4 ~“”~. The two parameters
associated with the control field formats in Type 4 operation are
precedence described in 5.3.4.2.3.7 and Identification number.

5.3.5.3.1 The Identification number
field is used in conjunction with the originator’s station
address to identify the PDU. The station’s identification number
is assigned just prior to the initial transmission of the PDU.
This number is not changed on link layer retransmission of the
PDU . Each station shall keep a number for originating PDUS.
Duplicate frame identification numbers from the same originator
shall be prevented.from being forwarded through the network.

5.3.6 ~. This section defines the commands
and associated responses. Definitions of the set of commands and
responses for each of the control fizld formats for Type 1, Type
2 and we 4 operations, respectively, are contained in 5.3.6.1,
5.3.6.2 and 5.3.6.3. The C/R bit, the LSB of the source address
field, is used to distinguish between commands and responses.
The followinq discussion of commands and responses assumes that
the C/R bit Gas been properly decoded. A si~gle multi-addressed
frame shall not contain different PDU types nor contain the same ‘-
individual address more than once. The control field for all
addreseee in a single multi-addressed frame shall be the same
except for the P/F bit and sequence number. Some of the commands
described in the following paragraphs require a response at the
earliest opportunity. Response PDUS requiring “earliest Opportu-
nity” transmission shall be queued ahead of all other PDUS,
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except those queued for ,ifir~t~o~~ible opportunity” for trans-

mission during the next network access opportunity. The response
PDU shall assume the priority level of the highest PDU queued or
the mid (PRIORITY) level, whichever is greater. The Type 4 DRR
response PDU shall assume the precedence of the DIA frame it is
acl&owledging.

5.3.6.1 l’v-oe1 on~~ . Type 1 com-
mands and responses are all U PDUS. The U PDU encodings for Type
1 operations are listed in Figure 15.

FIRST ~~OL FIELD BIT DELI~
TO/RECEIVED FROM ~ PSYSICAL LAYER

1

1 2 3 4 5 6 7 8 Sit Position

1 3. 0 0 P/F o 0 0 UI Command

1 1 0 0 0 1 0 0 w Co-d

1 1 0 0 1 1 0 0 lll?l+Response

1 1 0 1 0 0 0 0 mWR Command

1 1 0 1 1 0 0 0 mum Responee

1 1 1 1 P/F 1 0 1 XID Conm!a.ndlReaponse

1 1 0 0 PIF 1 1 1 Test ComuandlResponse

Figure 15.

S.3.6.1.1 The unnumbered
information PDU (UI PDU) shall be used co send information to one
or more stations; The P-bit of the control field of the UI PDU
is used by the transmitter to request that individually addressed
receiver(s) acknowledge receipt of the transmitted UI PDU or to
specify that an acknowledgment is not required. The UI PDU shall
be addressed to individual, group, or global addresses. The
source address’shall be the individual address of the transmit-
ting station.

5.3.6.1.2 . The unnumbered
receive-ready (ullR)command PDU shall be transmitted to one or
more stations to indicate that the sending station is ready to

-.

receive I, DIA and UI PDUS. The URR PDU shall be addressed to
individual, group, or global addresses. The source address shall
be the individual address of the transmitting station.

5.3.6.1.3 The unnumbered
receive-not-ready (URNR) command PDU shall be transmitted to one
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or more stations to indicate that the sending station is busy and
cannot receive I, DIA or UI PDUS. The URNR PDU shall be ad-
dressed to individual, group, or global addresses. The source
address shall be the individual address of the transmitting
station.

5.3.6.1.4
. .

a- lr%=~ The exchange identi-
fication (XID) command PDU shall be used to request the link
parameters and to announce a station’s presence on or departure
from the network. The XID command PDU with the P-bit set to 1
shall cause the destination station to respond with an XID
response PDU, with the F-bit set to 1 and containing no informa-
tion, after the appropriate w period (see C3.2) . The XID
command with appropriate information field (Join Accept or Join
Reject) shall be provided by NETCON at the earliest possible
opportunity following transmission of the XID response. The XID

Join Request command PDU, with the P-bit set to O, shall cause
the destination station to respond with an appropriate XID
response (Join Accept or Join Reject) PDU, with the F-bit set to
O, at the earliest possible opportunity. The information field
of an XID PDU shall consist of an 8-bit XID format identifier
field plus the group identifier fields described in Appendix E. ~
The XID command PDU shall be addressed to either an up to 16
individual, global, or special net control addresses. The source
address may be an individual address or the special (net entry or
net control) address.

5.3.6.1.5 ~. The test command (TEST) shall be used
to cause the destination station to respond with the TEST re-
sponse at the earliest opportunity, thus performing a basic test
of the transmission path. ~ information field is optional with
the TEST command PDU. It may contain any bit pattern, but is
limited to a maximum length of 128 octets. If present, however,
the received information field shall be returned, if possible, by
the addressed station in the TEST response PDU. The TEST command,
with the P-bit set to 1, shall cause the individually addressed
destination station(s) to respond with a TEST response PDU (with
no information field) , with the F-bit set to 1, after the appro-
priate ~ period (see C3.2). The TEST command, with the P-bit
set to O shall cause each destination station (including members
of group and global addresses) to respond with a TEST response
(with information field) with the F-bit set to O at the earliest
possible opportunity. Group and global addresses do not reply to
a TEST command with the P-bit set to 1. The TEST command PDU
shall be addressed to an individual and/or group or global
destination addresses. The source address shall be an individual
address. ‘.

5.3.6.1.6 The URR response
shall be used to reply to a UI command that requested an acknowl-
edgment (P-bit set to 1) . The URR response shall be the first
PDU sent by the receiving station upon receiving a UI command
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I

after the appropriate RHD period (see c3.Z) . The source and
destination shall be individual addresses.

5.3.6.1.7 ~ appropriate XID
response shall be used to reply to an XID command. The XID
response PDU (with no information field) shall be used to reply
to an XID command (Join Request, Join Accept, Join Reject, Hello
or Goodbye) that has the P-bit set to 1. The XID command with
the appropriate information field (Join AccePt or Join Reject)
shall be provided at the earliest opportunity following
transmission of the XID response. The XID response PDU shall be
the first PDU sent by the receiving station upon receiving an XID
command PDU, after the appropriate P.HDperiod (see C3.2) . The
response to an XID Join Request command that has the P-bit set to
O shall be the XID Join Accept or Join Reject response with the
F-bit set to zero. No reeponse is provided to an XID Join Accept
or Join Reject response that has the P-bit set to O. The con-
tents of the XID response information field is described in
Appendix E (Tables E-3 through E-7) . The source address shall be
an individual or special (net entry or net control) address. The
destination address shall be an individual or the special (net
entry or net control) address. After receiving a response to an
XID Join Request with the destination address equal to the net
entry address, compare the unique identifier with the unique
identifier in the Join Request. If they are not the came, Ignore
the response to the XID Join Request.

5.3.6.~.8 ~. The TEST response, with F-bit set to
1, without an information field shall be used by individual
addressees to reply to the TEST command with the P-bit set to 1.
The TEST response shall be the first PDU sent by the receiving
station upon receiving a TEST command PDU, after the appropriate
RHD period (see C3.2). Group and global addressees do not reply
to TEST command with P-bit set to 1. The TEST response, with F-
bit set to O, shall be used by all addressees (individual, group
and global) tc reply to the TEST command with the P-bit set to O
at the earliest opportunity. If an information field was present
in the TEST command PDU that had the P-bit eet to O, the TEST
response PDU shall contain the same information field contents.
If the station cannot-accept the information field of the TEST
command, a TEST response without an information field may be
returned. The.source and destination addresses shall be an
individual or net control address.

5.3.6.1.9 The URNR
response PDU shall be used to reply to a US command with the
P-bit set to I, if the UI command cannot be processed due to a -.

busy condition. If used, the URNR response shall be the first
PDU transmitted by the receiving station, upon receiving a UI
command, after the appropriate RHD period (see C3.2) . The URNR
response shall have the F-bit set to 1 and shall be addressed to
the source of the UI command.
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5.3.6.2 Tvne 2 ov~ Type 2 cOm-
mands and responses consist of 1, S, and U PDus.

5.3.6.2.1 The
function of the information (I) command and response shall be to
transfer sequentially numbered PDUS that contain an information
field across a data-link connection. Send and receive sequence
numbers associated with group and global addresses shall be set
to zero by the transmitter and ignored by the receiver and are
not acknowledged. The encoding of the I PDU control field for
Type 2 operation shall be as listed in Figure 16.

IFISST CONTSOL FIELO BIT DELIVS33S13TO/F.SCEIVE22FSOM T31Z PSYSICAL ~~

1

II 1 I 1345670 I 9 I 10 11 12 13 14 15 16

0 N(S) P/F N (R)

I INFUIV4ATION Smm SEQUENCE — Imu.) RX(XIV% SEQUENC%
TPANSF’ER R2SF-3NSE [FIw) sQ16BER
FOWT C27) (0-127) ,

1 Figure 16.

The I PDU control field shall contain two sequence number sub-
fields: N(S), which shall indicate the sequence number associated
with the I PDU; and N(R) , which shall indicate the sequence

I
number (as of the time the PDU is sent) of the next expected I
PDU to be received, and, consequently, shall indicate that the I
PDUS numbered up through N(R)-1 have been received correctly.

5.3.6.2.2 Superviso-
~ (S) pDUs shall be used to perform numbered supervisory func-
tions such as acknowledgments, temporary suspension,of informa-
tion transfer, or error recovery. S PDUS shall not contain an
information field and, therefore, shall not increment the send-
state variable at the sender or the receive-state variable at the
receiver. Encoding of the S PDU control field for Type 2 opera-
tion shall be as shown in Figure 17. An S PDU shall contain an
N(R) , which shall indicate, at the time of sending, the sequence
number of the hext expected I PDU to be received. This shall
acknowledge that all I PDUS numbered up through N(R)-1 have been
received correctly, except in the case of the selective reject
(SREJ) PDU. The use of N(R) in the SRSJ PDU is explained in
5.3.6.2.2.4. ..

5.3.6.2.2.1 lk=pe$v~-re~. The RR PDU
shall be used by a station to indicate it is ready to receive
I PDUS. I PDUS numbered up through N(R)-1 shall be considered as
acknowledged.
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FIRST CONTROL FIELD BIT DELIVERED To/RECEIVED FROM THE PSYS ICAL IAYSR

1

1 2 34 5 6 7 e 9 10 11 12 13 14 15 16

1 0 55 x x x x P/F N (R)

\-----------------------l \------------------------/

11 1 1 1

SUPER- RESERVEO comAND RECEIVE SEQUENCE
VISORY SET TU O (POLL) NUMSER (0-127)
FORMAT SESPONSE

{FINZL)

COM?4ANDS Ss RESPONSES

RECEIVE READY (RR) 00 RECEIVS WY (RR)

REJECT (F.SJ) 01 REJECT (REJ)

RECEIVS NOT RSADY (RNR) 10 REcEIVE NOT RSADY (RN’S)

SELECTIVS REJE~ (SREJ) 11 SELECTIVE REJECT (SREJ)

Figure 17.

5.3 .6.2.2.2 ~ and The REJ PDU
shall be used by a station to request the resending of I PDUS,
starting with the PDU numbered N(R) . I PDUS numbered up through
N(R)-1 shall be considered as acknowledged. It shall be possible
to send additional I PDUS awaitinct initial sendinq after the
resent I PDUS. With respect to e~ch direction of-sending on a
data-link connection, only one “sent RSJ” condition shall be
established at any given time. The “sent RSJn condition shall be
cleared upon receipt of an I PDU with an N(S) equal to the N(R)
of the RSJ PDU. The “sent REJn condition may be reset in accor-
dance with procedures described in 5.3.7.2.5.4. Receipt of a RSJ
PDU shall indicate the clearance of a busy condition except as
noted in 5.3.7.2.5.8.

5.3.6.2.2.3 tive-nnt—~ 4 and r~. The
RNR PDU shall be used by a station to indicate a busy condition
(a temporary inability to accept subsequent 1 PDUS). I PDUS
numbered up through N(R)-1 shall be considered as acknowledged.
I PDUS numbered N(R) and any subsequent I PDUS received shall not ~
be considered as acknowledged; the acceptance status of these
PDUS shall be indicated in subsequent exchanges.

5.3.6.2.2.4 The
selective reject PDU is used by a station to request retransmis-
sion of the single I PDU numbered N(R) . If the P-bit in the SREJ
PDU is set to 1, then I PDUS numbered up to N(R)-1 shall be
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considered acknowledged. If the P-bit is set to O, then the N(R)
of the SREJ PDU doe8 not indicate acknowledgment of any I PDUS.
Each SREJ exception condition shall be cleared (reset) upon
receipt of an I PDU with an N(S) equal to the N(R) of the SREJ
PDU . A data station may transmit one or more SREJ PDUS, each
containing a different N(R) with the P-bit set to O, before one
or more earlier SREJ exception conditions have been cleared. I
PDUS that have been transmitted following the I pDU designated by
the SREJ PDU shall not be retransmitted as the result of receiv-
ing the SREJ PDU. Additional I PDUS awaiting initial transmis-
sion may be transmitted following the retransmission of the
specific I PDU requested by the SREJ PDU. The SREJ is used to
recover from receipt of frames with various t~es of errors,
including sequence number errors due to lost frames and FCS
errors.

5.3.6.2.3 r=rl=d- Umumbered
(U) commands and responses shall be used in Type 2 operations to
extend the number of data-link connection control functions. The
U PDUS shall not increment the state variables on the data-link
connection at either the sending or the receiving station.
Encoding of the U PDU control field shall be as shown in
Figure 18.

FIRSTCONTROLFIELOSIT DELIVSRSDTOjRECSIVSDPROM TSR PSYSICAL LAYSR

J
1 2 3 4 5 6 7 8

1 1 1 1 P 1 0 0 SASME Command

1 1 0 0 P o 1 0 DISC Command

1 1 1 ?. P o 0 1 RSET command

1 1 0 0 F 1 1 0 UA Response

1 1 1 1 F o 0 0 DM Response

1 1 1 0 F o 0 1 FRMR Response

Figure 18.

5.3.6.2.3.1
SRmmand. The SABME command PDU shall be used to establish a
data-link connection to the destination station in the asynchro-
nous balanced mode (ABM). No information shall be permitted with ‘-
the SABMS command PDU. The destination station shall confirm
receipt of the SABME command PDU by sending a UA response PDU on
that data-link connection at the earliest opportunity. Upon
acceptance of the SABME command PDU, the destination station
send- and receive-state variables shall be set to O. If the UA
response PDU is received correctly, then the initiating station
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its corre-
Previously
is executed

shall also assume the asynchronous balanced mode with
spending send- and receive-state variables set to O.
sent I PDUS that are unacknowledged when this command
shall remain unacknowledged. Whether or not a station resends
the contents of the information field of unacknowledged outstand-
ing I PDUS shall be decided at a higher layer.

5.3.6.2.3.2 ~. The DISC command PDU
shall be used to terminate an asynchronous balanced mode previ-
ously set by a SABME command PDU. It shall be used to inform the
destination station that the source station is suspending opera-
tion of the data-link connection and the destination station
should assume the logically disconnected mode. No information
field shall be permitted with the DISC command PDU. Prior to
executing the command, the destination station shall confirm the
acceptance of the DISC commandPDU by sending a UA response PDU
on that data-link connection. Previously sent I PDUS that are
unacknowledged when this command is executed shall remain unac-
knowledged. Whether or not a station resends the contents of the
information field of unacknowledged outstanding I PDUS shall be
decided at a higher layer.

5.3.6.2.3.3 ~. TheRSET command pDU shall be
used by a station in an operational mode to reset the V(R) in the
addressed station. No information field is permitted with the
RSET command PDU. The addressed station shall confirm acceptance
of the RSET command by transmitting a UA response PDU at the
earliest opportunity. Upon acceptance of this command, the V(R)
of the addressed station shall be set to O. If the WA response
PDU is received correctly, the initializing station shall reset
its V(S) to O.

5.3.6.2.3.4 The UA
response PDU shall be used by a station on a data-link connection
to acknowledge receipt and acceptance of the SASME, DISC, and

I RSET command PDUS. These received command PDUS shall not be
executed until the UA response PDU is sent. No information field
shall be permitted with the UA response PDU.

I 5.3.6.2.3.5 ~. The DM response PDU
shall be used to report status indicating that the station is
logically disconnected from the data-link connection and is in
asynchronous disconnected mode (ADM). No information field shall
be permitted with the DM response PDU.

5.3.6.2.3.6 The FRMR response PDU
shall be used by the station in the ASM to report that one of the ‘-
following conditions, which is not correctable by resending the
identical PDU, resulted from the receipt of a PDU from the remote
station:

I
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a. The receipt of a command PDU or a response PDU chat is
invalid or not implemented. Below are three examples of
invalid PDUS:

(1) the receipt of an
field that is not

(2) the receipt of an
(3) the receipt of an

S or U PDU with an information
permitted,
unsolicited F-bit set to 1, and
unexpected UA response PDU.

b. The receipt of an I PDU with an information field that
exceeded the established maximum information field length
that can be accommodated by the receiving station for
that data-link connection.

c. The receipt of an invalid N(R) from the remote station.
r+n invalid N(R) shall be defined as one that signifies an
I PDU that has previously been sent and acknowledged, or
one that signifies an I PDU that has not been sent and ie
not the next sequential I PDU waiting to be sent.

d. The receipt of an invalid N(S) from the remote station.
r+n invalid N(S) shall be defined as an N(S) that is
greater than or equal to the last sent N(R)+ k, where k
is the maximum number of outstanding I PDUS. The parame-
ter k is the window size indicated in the XID PDU.

The responding station shall send the FRMR response PDU at the
earlieet opportunity. h information field shall be returned
with the FRMR responee PDU to provide the reason for the PDU
rejection. The information field shall contain the fields shown
in Figure 19. The station receiving the FRMR response PDU shall
be responsible for initiating the appropriate mode setting or
resetting corrective action by initializing one or both direc-
tions of transmission on the data-link connection, using the
SABME, RSET or and DISC command PDUS, as applicable.

5.3.6.3 ~s . The Type 4
commands and responses consist of U and S PDUS.

5.3.6.3.1
function of the Type 4 unnumbered information with decoupled

The

acknowledgement (DIA) commands shall be to transfer PDUS that
contain an identification number and an information field across
a connectionlees link. The encoding of the PDU control field for
Type 4 operation shall be as listed in Figure 20.

5.3.6.3.1.1 ~. Transmitted DIApDUs are “
acknowledged by a Type 4 DRR response S PDU with the same prece-
dence from the receiving stations, except for the following
cases:

1) The receiving station is a global or group multicast
addressee only.
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2) The receiving station!s link address is not in the desti-
nation address field.

3) The response mode parameter is set to no.

I t—
FIRST CONTROL FIELD BIT DELIVSRED TO/RECEIVED FROM THE
PHYSICAL LAYER

J

~ 1----------16 17 18--24 25 26--32 33--36 I 37-40

I REJECTED PDU o v(s) C/R V(R) WXYZ Vooo
CONTROL FIELD

Figure 19.

Noms10Figure19:

a

b

c.

d.

e.

f.

&

h.

i.

RejectedPDU controlfieldshallk themmrolfieldofdmreceivedPDU thatcawedtbeFRMR
exceptionconditiononcbed.m-linkcomcction.WhcnthercjecudPDUiaaUPDU,theconrrnlfield.
oftiercjecccdPDU shallbcpositionedinbi[posiionrI-8,with9-16acttoO.

V(S)sbaUbcthecun-mxscnd.afauvariablevahcforrhisdaudinkcocrncccionatthcrcjccdngstinn

(bit18 = low-orderbit).

C/Rsetcn lsbaUindicarethactbePDU~@ theFRMRwas a~PDU, andC/RSC[COO
shallimiicamthaItbcPDU causingtheFRMR WaX a command PDU.

V(R)shallbe tiecun-emrcccke.srawvtible valueforthisdata-iiicooncctionatlbercjcc~ingstation
WI(26 = low-orderbi~)~

W act101 shallindicatethatthe controlfieldreceivedad renmccdinbia1through16wasinvalidor
notimplemented.ExamplesofinvalidPDU arc&fd M:

(1)thereceiptofanSorU PDU withnoioforrna!innfuldthatisnot~rcnictcd,
(2)tbereceiptofautmsolicitcdF-bitsetto1,and
(3)thereceiptofanunexpcacdUA rcsponuPDU.

X setto1challindicatechattheconrmlfieldreceivedandrenuoedinbirs1through16wasconsidered
invalidbecamethePDU cnntaimdaniofocmationfieldtlwisUOIpcnninedwirhthisommandor
rcaponac.SbW abdlbcsetcn1inconjunctionwiththisbit.

Y setto1shallindicatethattheinformationfieldrcceiv~IXCC.MUIh SCabltiedti~,
inforrnainnfieldIengrhwhichcanbeuxmmmfaredbyrherejectingsratinnonLIMdaa-liicormcc-
tion. ..

Z setco1shallindicatethatthemntrnlfieldreceivedandrcmrocdinbits1through16containedso
invalidN(R).

V actto1shallimiicawrhathecontrolfieldreceivedandrecurredinbk.s1through16wruaincdso
invalidN(S).BitW shallbcsetto1inconjunctionwiththisbit.
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FIRST CONTROL BIT DELIVERED TO/RECEIVED FROM THE
PHYSICAL LAYER

1

PDU Identifier L-bits PDU Identification No.

123456 78 9 10 11 12 13 14 15 16

1 1 01 01 LL c---ID Number--->

Figure 20. me 4 ~bit

5.3.6.3.2 The S PDUS
shall be used to convey link acknowledgement of a DIA PDU and
whether or not a station is ready to receive Type 4 PDUS. The S
PDU has a single destination address. For the command DRR and
DRNR S PDUS the destination address is the global address and
does not acknowledge DIA PDUS. These S PDUS are used to indicate.
Type 4 receive sta;us. The response DRR S PDU contains a single
destination address, that of the originator of the DIA PDU being

~
acknowledged. The command S PDU level of precedence shall be set
to the highest precedence while response S PDUS shall use the
precedence of the DIA PDU which they are acknowledging. The
encoding of the S PDU control field for Type 4 operation shall be
as listed in Figure 21.

FIRST CONTROL BIT DELIVSRSD TO/RSCEIVED FROM TSE PRYS ICAL UYSR

1 I
PDU Identifier L-bits PDU Identification No.

123456 -la 9 10 11 12 13 14 15 16

100010 00 0000 0000
D~ Conunand

100010 LL <---20 Number--->
DRR Response

101010 00 00000000
DRN5 Command

1 01 01 0 LL c---ID Number--->
DRNl? Response

. .

5.3.7 The procedures for
each operation type are described in 5.3.7.1, 5.3.7.2 and 5.3-7.3

540

Downloaded from http://www.everyspec.com



I

I

MIL-STD-188-220A: 27 July 1995

(and their subparagraphs) . The three types of procedures can
coexist on the same network.

5.3.7.1 The procedures
associated with Type 1 operation are described in 5.3.7.1 through
5.3.7.1.5.11’.

5.3.7.1.1 In ‘rype 1 operation, no modes of
operation are defined. A sta~ion using Type 1 procedures shall
support the entire procedure set whenever it is operational on
the network.

5.3.7.1.2 The address fields shall be
used to indicate the source and destinations of the transmitted
PDU. The first bit in the source address field shall be used to
identify whether a command or a respons,e.is contained in the PDU.
Individual, group, special, and global addressing shall be
supported for destination addresses in command PDUS. The source
address field shall contain an individual or special address.

5.3.7.1.3 for ~a the PI~.,The station receiving
a UI, XID, or TEST command PDU with the P-bit set to 1 shall send’
an appropriate response PDU with the F-bit set to 1.

5.3.7-.1.4
h. Type 1 operation does not require any prior data-link
connection establishment (set-up) , and hence no data-link discon-
nection. Once the service access point has been enabled within
the station, information may be sent to, or received from, a
remote station also participating in Type 1 operation.

5.3.7.1.5 for .’

5.3.7.1.5.1 Information transfer from
an initiating station to a responding station shall be accom-
plished by sending the UI command PDU. When a sending station
sends a UI command PDU with the P-bit set to 1, it shall start an
acknowledgment timer for that transmission and initialize the
internal transmission count variable to zero. If all expected
URR or URNR response PDUS are not received before the timer runs
out , the sending station shall resend the VI command PDU,
increment the internal transmission count variable, and restart
the acknowledgment timer. Prior to resending the UI command PDU,
the group and global addresses shall be removed as well as
individual addresses from which an acknowledgment (URR or URNR) I
was received. If a URR response PDU is still not received, this
resending procedure shall be repeated until the value of the
intemal-t~ansmission count var~able is equal to the value of the
logical link parameter N4, as described in 5.3.8.l.lc, at which
time an acknowledgment failure status shall be reported to the
data-link user. M internal transmission count shall be main-
tained for each UI information exchange (where P-bit . 1) between
a Pair of sending and receiving stations. Both the acknowledg-
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ment timer and the internal transmission count, for that ex-
change, shall not affect the information exchange with other
receiving stations. If a URNR response PDU is received in
response to a UI command with the P-bit set to I, the receiving
station shall designate the sending station as busy. The re-
transmission of the UI command shall follow the rules for the
busy condition. Transmission of UI commands to that station
shall be discontinued until the busy state is cleared. UI PDUS
that have the P-bit set to O are not acknowledged nor retransmit-
ted.

5.3.7.1.5.2 a WI Reception of the UI
command PDU with P-bit set to O shall not be ac~owledged. A
station shall acknowledge the receipt of a valid UI command PDU,
which has the P-bit set to 1 and contains.the station individual
address, by sending a ~ response PDU to the originator of the
command UI PDU. If the receiving station is unable to accept UI
PDUS due to a busy condition, it shall respond with a UIUi_R
response PDU.

5.3.7.1.5.3 A URR response PDU, with
the F-bit set to 1, shall be sent only upon receipt of a UI
command PDU, with the P-bit set to 1. The URR response PDU shall
be sent to the originator of the associated UI command PDU.

5.3.7.1.5.4 A URNR response PDU,
with the F-bit set to 1, may be sent by the remote station to
advise the originator of the associated IIIcommand PDU that it is
experiencing a busy condition and is unable to accept UI PDUS.

5.3.7.1.5.5 a UI ar After sending a UI
command PDU with the P-bit set to 1, the sending station shall
expect to receive an acknowledgment in the form of a URR response
PDU from the station to which the command PDU was sent. Upon
receiving such a response PDU, the station shall stop the ac-
knowledgment timer associated with the transmission for which the
acknowledgment was received and reset the associated internal
transmission count to zero. If the response was a URNR response
PDU, the sending station will stop sending UI, I, and DIA PDUS to
that remote station until a URR command PDU is received or the
busy-state timer expires, indicating termination of the busy
condition.

5.3.7.1.5.6 A URNR command PDU, with
the P-bit set to O, may be sent at any time to indicate a busy
condition. ‘.

5.3.7.1.5.7 Receipt of the URNR
indicates that the sending station is busy and no additional I,
tJIor DIA PDUS should be sent until the sending station regains
its ability to receive messages. The URNR command PDU does not
contain any acknowledgment information.
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5.3.7.1.5.8 A URR command PDU, with
the P-bit set to O, may be sent by a station at any time to
indicate the regaining of its ability to receive messages.

5.3.7.1.5.9 The receipt of the URR
command PDU cancels the prior receip,t.of a _ and indicates
that the sending station is now operational.

5.3.7.1.5.10 ~f= PD~ . XID proce-
dures are as defined in 5.3.6.1.4 and 5.3.6.1.7, and are de-
scribed in Appendix E.

5.3.7.1.5.11 ~p P13W The TEST
function provides a facility to conduct loop-back ~ests of the
station-to-station transmission path. The TEST function may be
initiated within the data-link layer by any authorized station
within the data-link layer. Successful completion of a test
started by sending a TEST command PDU with the P-bit set consists
.of receiving a TEST response PDU with the F-bit set and contain-
ing no data from each individual or special addressee. Success-
ful completion of a test started by sending a TEST command PDU
without the P-bit set consists of receiving a TEST response PDU
without the F-bit set and containing the identical data from each
individual, snecial, aroup or qlobal addressee. The length of
the informati& field-is ;ari&le from O to 128 octets. ‘Any TEST
command PDU received in error shall be discarded and no response
PDU sent. In the event of a test failure, it shall be the
responsibility of the TEST function initiator to determine any
future actions.

5.3.7.2 m. 2 The procedures
associated with Type 2 operation are described in 5.3.7.2.1
through 5.3.7.2.8.

5.3.7.2.1 W. TWO modes of operation are defined for Type 2
operation: an operational mode and a non-operational mode.

5.3.7.2.1.1 The operational mode shall be the
Ash!. ABM is a balanced operational mode in which a data-link
connection haa been established between two stations. Either
station shall be able to send commande at any time and initiate
response transmissions without receiving explicit permission from
the other station. Such an asynchronous transmission shall
contain one or more PDUS that shall be used for information
transfer and to indicate status changes in the station (for
example, the number of the next expected I PDU; transition from a
ready to a busy condition, or vice versa; occurrence of an ‘.
exception condition) . A station in ASM receiving a DISC command
PDU shall respond with the UA response PDU if it is capable of
executing the command. ABM consists of a data-link connection
phase, an information transfer phase, a data-link resetting
phase, and a data-link disconnection phase.
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The non-operational mode
ADM . ADM differs from ASM in that the data-link

connection is logically disconnected from the physical meciium

such that no information (user data) shall be sent or accepted.
ADM is defined to prevent a data-link connection from appearing
on the physical medium in a fully operational mode during unusual
situations or exception conditions. Such operation could cause a
sequence number mismatch between stations or a station’s uncer-
tainty of the status of the other station. A data-link connec-
tion shall be system-predefined as to the conditions that cause
it to assume ADM. Below are three examples of possible condi-
tions, in addition to receiving a DISC command PDU, that shall
cause a data-link connection to enter ADM:

the power is turned on,
~1 the data-link layer logic is manually reset, or
c. the data-link connection is manually switched from a

local (home) condition to the connected-on-the-data-link
(on-line) condition.

A station on a data-link connection in ADM shall be required to
monitor transmissions received from its physical layer to accept .
and respond to one of the mode-setting command PDUS (SASME,
DISC) , or to send a DM response PDU at a medium access opportuni-
ty, when required. In addition, since the station has the
ability to send command PDUS at any time, the station may send an
appropriate mode-setting command PDU. A station in AIX4receiving
a DISC command PDU or any I or S PDU shall respond with the DM
response PDU. A station in ADM shall not establish a FRMR
exception condition. ADM consists of a data-link disconnected
phase.

5.3.7.2.2 The address fields for a
PDU shall be used to indicate the individual source and up to 16
destinations. The first bitin the source address field shall be
used to identify whether a command or response is contained in
the PDU. A single data-link connection can be established
between any two stations on the network.

5.3.7.2.3 rho P/F bk An individually
addressed station receiving a command PDU (SABME, DISC, RR, RN’R,
REJ, or 1) with, the P-bit set to 1 shall send a response PDU with
the F-bit set to 1. The response PDU returned by a station to a
RSET, SABME or DISC command PDU with the P-bit set to 1 shall be
a UA or DM response PDU with the F-bit set to 1. The response
PDU returned by a station to an I, RR, or REJ command pDIJwith
the P-bit set to 1 shall be an I, RR, REJ, RNR, DM, or Fw

.

response PDU with the F-bit set to 1. The response PDU returned
by a station to an RN? command PDU with the P-bit set to 1 shall
be an RR, REJ, RNR, DM, or FRMR response PDU with the F-bit set
to 1. The response PDU returned by a station to a SREJ with the
P-bit set to one shall be the requested I-Frame (response) with
the F-bit set to one.
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NOTE : The P-bit is usable by the station in conjunction with the
timer recovery condition. (See 5.3.7.2.5.11)

5.3.7.2.4

5.3.7.2.4.1 Either station shall be
able to take the initiative to initialize the data-link connec-
tion.

5.3.7.2.4.1.1 ~. When the station wishes to
initialize the link, it shall send the SAEME command PDU to one
or more individual addresses and start the acknowledgment tim-
er(s) . Upon receipt of the UA response PIN, the station shall
reset both the v(s) and V(R) to O for the corresponding data-link
comection, shall stop the acknowledgment timer and shall enter
the information transfer phase. When ,receiving the DM response
PDU, the station that originated the SAEME command PDU shall stop
the acknowledgment timers for that link, shall not enter the
information transfer phase for that station, and shall report to
the higher layer for appropriate action. Should any acknowledg-
ment timer run out before receiving all UA or DM response PDUS,
the station shall resend the SAEME command PDU, after deleting ‘
the address and control fields corresponding to the received UAS
or DMs, and restart the acknowledgment timers. After resending
the SASME command PDU N2 times, the station shall stop sending
the SASME command PDU and shall report to the higher layer for
the appropriate error recovery action to initiate. The value of
N2 is defined in 5.3.8.l.2.d. Other Type 2 PDUS received (com-
mands and responses) while attempting to connect shall be ignored
by the station.

5.3.7.2.4.1.2 When a SASME command PDU is
received, and the connection is desired, the station shall return
a UA response PDU to the remote station, set both the V(S) and
V(R) to O for the corresponding data-link connection, and enter
the information transfer phase. The return of the UA response
PDU shall take precedence over any other response PDU that may be
pending at the station for that data-link connection. It shall
be possible to follow the UA response PDU with additional PDUS,
if pending. If the connection is not desired, the station shall
return a DM resnonse PDU to the remote station and remain in the
link disconnect~d mode. For a description of the actions to be
followed upon receipt of a SAEME or DISC command PDU, see
5.3.7.2.4.4.

5.3.7.2.4.2 After having sent the
UA response PDU to an SABME command PDU or having received the UA .-
response PDU to a sent SAEMS command PDU, the station shall
accept and send I and S PDUa according to the procedures de-
scribed in 5.3.7.2.5. When receiving an SABME command PDU while
in the information transfer phase, the station shall conform to
the resetting procedure described in 5.3.7.2.6. When receiving
an RSET command PDU while in the information transfer phase, the
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station shall conform to the resetting procedure described in
5.3.7.2.7.

5.3.7.2.4.3 ~. During the informa-
tion transfer phase, either station shall be able to initiate
disconnecting of the data-link connection by sending a DISC
command PDU and starting the acknowledgment timer (see
5.3.8.l.2.a). When receiving a DISC command PDU, the station
shall return a UA response PDU and enter the data-link discon-
nected phase. The return of the UA response PDU shall take
precedence over any other response PDU that may be pending at the
station for that data-link connection. Upon receipt of the UA or
DM response PDU from a remote station, the station shall stop its
acknowledgment timer for that link, and enter the link discon-
nected mode. should the acknowled~ent timer run out before
receiving the UA or DM response PDU for a particular link, the
station shall send another DISC command PDU and restart the
acknowledgment timer. After sending the DISC command PDU N2
times, the sending station” shall stop sending the DISC command
PDU, shall enter the data-link discomected phase, and shall
report to the higher layer for the appropriate error recovery
action. The value of N2 is defined in 5.3.8.l.2.d.

5.3.7.2.4.4 After having received
a DISC command PDU from the remote Statio; and returned a UA
response PDU, or having received the UA response PDU to a sent
DISC command PDU, the station shall enter the data-link discon-
nected phase. In the discomected phase, the station shall react
to the receipt of an SAEMS command PDU, ae de.ecribed in
5.3.7.2.4.1, and shall send a DM response PDU in answer to a
received DISC command PDU. When receiving any other Type 2
command, I or S PDU, the station in the disconnected phase shall
send a DM response PDU. In the disconnected phase, the station
shall be able to initiate a data-link connection.

5.3.7.2.4.5
A contention situation on a data-link connection shall be re-
solved in the following way: If the sent and received mode-
setting command PDUS are the same, each station shall send the UA
response PDU at the earliest opportunity. Each station shall

I enter the indicated phase either after receiving the UA response
PDU, or after its acknowledgment timer expires. If the sent and
received mode-setting command PDUS are different, each station
shall enter the data-link disconnected phase and shall issue a DM
response PDU at the earliest opportunity.

5.3.7.2.5 The procedures ..

that apply to the transfer of I PDUS in each direction on a data-
link connection during the information transfer phase are de-
scribed in 5.3 7.2.5.1 through 5.3.7.2.5.11. When used, the term
number one higher is in reference to a continuously repeated
sequence series, that is, 127 is 1 higher than 126, and O is 1
higher than 127 for the modulo-128 eeries.
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5.3.7.2.5.1 When the station has an I PDU to
send (that is, an I PDU not already sent) , it shall send the I
PDU with an N(S) equal to its current V(S) and an N(R) equal to
its current V(R) for that data-link connection. At the end of
sending the I PDU, the station shall increment its V(S) by 1. If
the acknowledgment timer is not running at the time that an I PDU
is sent, the acknowledgment timer shall be started. If the data-
link connection V(S) is equal to the last value of N(R) received
plus k (where k is the maximum number of outstanding I PDUS; see
5.3.8.l.2.e), the station shall not send any new I PDUS on that
data-link connection, but shall be able to resend an I PDU as
described in 5.3.7.2.5.6 or 5.3.7.2.5.9. The RR command is sent

on

to a destination station when the k value at the originating
station reaches half of the k value for that connection. The
destination station shall respond with a RR Response with the
N(R) indicating the last received I PDU. When a local station
a data-link connection is in the busy condition, the station
shall still be able to send I PDUS, provided that the remote
station on this data-link connection is not also busy. When the
station is in the FRMR exception condition for a particular data-
link connection, it shall stop transmitting I PDUS on that data-
link connection.

5.3.7.2.5.2 an T PDU When the station k not in a
busy condition and receives an I PDU whose N(S) is equal to-its
V(R), the station shall accept the information field of this PDU,
increment by 1 its V(R) , and aCt as follows:

a. If an I PDU is available to be sent, the station shall
be able to act as in 5.3.7.2.5.1 and acknowledge the
received I PDU by setting N(R) in the control field of
the next sent I PDU to the value of its V(R) . The sta-
tion shall also be able to acknowledge the received I
PDU by sending an RR PDU with the N(R) equal to the
value of its V(R) .

b. If no I PDU is available to be sent by the station, then
the station shall either:

(1) send an RR PDU with the N(R) equal to the value of
its V(R) at the earliest opportunity; or

(2) if the received PDU was not a command PDU with the
P-bit set to 1, wait for some Deriod of time
bounded by the-probability of ~he remote acknowl-
edgment timer expiration, for either an I PDU to
become available for transmission or to accumulate ‘-
additional I PDUS to be acknowledged in a single
RR PDU, subject to window size constraints.

c. If receipt of the I PDU caused the station to go into
the busy condition with regard to.any subsequent I
PDUS, the station shall send an RNR PDU with the N(R)
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eqal to the value of its V(R) . If I PDUS are avail-
able to send, ~he station shall be able to send them
(as in 5.3.7.2.5.1) prior to or following the sending
of the RNR PDU.

When the station is in a busy condition, the station shall be
able to ignore the information field contained in any received
I PDU on that data-link connection. (See 5.3.7.2.5.10.)

5.3.7.2.5.3 When the station receives
an invalid PDU or a PDU with an incorrect source address, the
entire PDU shall be discarded. If an incorrect destination
address is received, disregard that address field and continue
processing the PDU.

5.3.7.2.5.4 out -- we””” PDU . When the station
receives one or more I PDUS whose l?[S)s are not in the expected
sequence, that is, not equal to the current V(R) but is within
the receive window, the station shall respond by sending a P&J or
a SRSJ PDU as described in either 5.3.7.2.5.4.1 or 5.3.7.2.5.2.

5.3.7.2.5.4.1 ~Prr re~. When an I PDU has been received .
out-of-sequence and more than one frame is missing, the station
may discard the information field of the I PDU and send a RSJ PDU
with the N(R) set to the value-of V(R) . The station shall then
discard the information field of all I PDUS until the expected I
PDU is correctly received. When receiving the expected I PDU,
the station shall acknowledge the PDU, as described in
5.3.7.2.5.2. The station shall use the N(R) and P-bit indica-
tions in the discarded I PDU. On a given data-link comection,
only one ‘sent F(SJ”exception condition from a given station to
another given station shall be established at a time. A RSJ and
SRSJ exception condition cannot be active at the same time. A
“sent RSJ” condition shall be cleared when the requested I PDU is
received. The “sent REJn condition shall be able to be reset
when a reject timer time-out function runs-out. When the station
perceives by reject timer time-out that the requested I PDU will
not be received, because either the requested I PDU or the RSJ
PDU was in error or lost, the station shall be able to resend the
RSJ PDU up to N2 times to reestablish the “sent REJn condition.
The value of N2 is defined- in.5.3.8.l.2.d.

5.3.7.2.5.4.2 “~e re-lerr When an I PDU has been
received and not more than one frame is missing, the station may
retain the information field of the out-of-sequence I PDUS and
send a SRSJ PDU for the missing I PDU. A station may transmit
one or more SREJ PDUS, each containing a different N(R) with the ‘-
P-bit set to O. However, a SREJ PDU shall not be transmitted if
an earlier REJ condition has not been cleared. When the station
perceives by the reject timer time-out that the requested I
will not be received, because either the requested I PDU or
SRSJ PDU was in error or lost, the station shall be able to

548

PDU
the

Downloaded from http://www.everyspec.com



MIL-STD-188-220A: 27 July 1995

resend all outstanding SREJ PDUS in order to reestablish the
“sent SREJ” condition up to N2 times.

5.3.7.2.5.5 When correctly receiving
an I or S PDU, even in the busy condi~ion (see 5.3.7.2.5.1O), the
receiving station shall consider the N(R) contained in this PDU
as an acknowledgment for all the I PDUS it has sent on this data-
link connection with an N(S) up to and including the received
N(R) minus one. The station shall reset the acknowledgment timer
when it correctly receives an I or Type 2 S PDU with the N(R)
higher than the last received N(R) (actually acknowledging some I
PDUS) . If the timer has been reset and there are outstanding I
PDUS still unacknowledged on this data-link connection, the
station shall restart the acknowledgment timer. If the timer
then runs out, the station shall follow the procedures in
5.3.7.2.5.11 with respect to the unac@owledged I PDUS.

5.3.7.2.5.6 lls~~lv~.
. . If the received transmission

is an SREJ command or response PDU, the I PDU corresponding to
the N(R) being rejected shall be retransmitted.

5.3.7.2.5.7 Upon receipt of the MET ‘
command PDU, the receiving station shall reply with a UA response
PDU and shall then set its V(R) to O fo~ the initiating station.

5.3.7.2.5.8 an When receiving an REJ PDU,
the station shall set its V(S) to-the N(R) received in the REJ
PDU control field. The station shall resend the corresponding
I PDU as soon as it is available. If other unacknowledged I PDUS
had alreadybeen sent on that data-link connection following the
one indicated in the REJ PDU, then those I PDUS shall be resent
by the station following the resending of the requested I PDU.
If retransmission begiming with a particular PDU occurs while
waiting acknowledgment (see 5.3.7.2.5.11) and an REJ PDU is
received, which would also start retransmission with the same I
PDU [as identified by the N(R) in the REJ PDU] , the retransmis-
sion resulting from the REJ PDU shall be inhibited.

5.3.7.2.5.9 wp~lvlna an RNE_ERK.
.,

A station receiving an RNR
PDU shall stop sending I PDUS on the indicated data-link connec-
tion at the earliest possible time and shall start the busy-state
timer, if not already running. When the busy-state timer runs
out , the station shall follow the procedure described in
5.3.7.2.5.11. In any case, the station shall not send any other
I PDUS on that data-link connection before receiving an RR or REJ
PDU, or before receivinq an I rest.onse PDU with the F-bit set to
1, or before the comple~ion of a ;esetting procedure on that

-.

data-link comection.

5.3.7.2.5.10 A station shall enter the
busy condition on a data-link connec~ion when it is temporarily
unable to receive or continue to receive I PDUS due to internal
constraints; for example, receive buffering limitations. When
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the station enters the busy condition, it shall send an ~ PDU
at the first possible opportunity. It shall be possible to send

I PDUS waiting to be sent on that data-link connection prior to
or following the sending of the RNR PDU. The station may send a
URNR command PDU to the global address after the RNR PDU. While
in the busy condition, the station shall accept and process
supervisory PDUS and return an RNR response PDU with the F-bit
set to 1 if it receives an S or I command PDU with the P-bit set
to 1 on the affected data-link connection. To indicate the
clearance of a busy condition on a data-link connection, the
station shall send an I response PDU with the F-bit set to 1 if a
P-bit set to 1 is outstanding, an RSJ response PDU, or an w
response PDU on the data-link connection with N(R) set to the
current V(R) , depending on whether or not the station discarded
information fields of correctlv received I PDUS. The station mav

–———..
response PDU shall
at the sending station

station maintains an
each data-link connec-.

then send a lXlrtcommand PDU to-the global address. Additionallv~
the sending of a SASMS command PDU or a UA
indicate the clearance of a busy condition
on a data-link connection.

5.3.7.2.5.11 ~. The
internal retransmission count variable for
tion, which shall be set to O when the station receives or sends
a UA response PDU to a SASMS command PDU, when the station
receives an RNR PDU, or when the station correctly receives an I
or S PDU with the N(R) higher than the last received N(R) (actu-
ally acknowledging some outstanding I PDUS) . If the acknowledg-
ment timer, busy-state timer, or the P-bit timer runs out, the
station on this data-link connection shall enter the timer
recovery condition and add 1 to its retransmission count vari-
able. The station shall then start the P-bit timer and send an S
command PDU with the P-bit set to 1. The timer recovery condi-
tion shall be cleared on the data-link connection when the
station receives a valid I or S PDU from the remote station with
the F-bit set to 1. If, while in the timer recovery condition,
the station correctly receives a valid I or S PDU with:

a. the F-bit set to 1 and the N(R) within the range from
the last value of N(R) received to the current V(S)
inclusive, the station shall clear the timer recovery
condition, set its V(S) to the received N(R), stop the
P-bit timer, and resend any unacknowledged PDUS; or

b. the P/F bit set to O and the N(R) within the range from
the last value of N(R) received to the current V(S)
inclusive, the station shall not clear the timer recov- .-
eXY condition but shall treat the N(R) value received
as an acknowledgment for the indicated previously
transmitted I PDUS. (See 5.3.7.2.5.5.)

If the P-bit timer runs out in the timer recovery condition, the
etation shall add 1 to its retransmission count variable. If the
retransmission count variable is less than N2, the station shall
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resend an S PDU with the P-bit set to 1 and restart its P-bit
timer. If the retransmission count variable is equal to N2, the
station shall initiate a resetting procedure, by sending a .SASME
command PDU, as described in 5.3.7.2.6. N2 is a system parameter
defined in 5.3.8.l.2.d.

5.3.7.2.6 The resetting phase is
used to initialize both directions of information transfer
according to the procedure described in 5.3.7.2.6.1 through
5.3.7.2.6.3. The resetting phase shall apply only during ASM.
Either station shall be able to initiate a resetting of both
directions by sending a SASME command PDU and starting its
acknowledgment timer.

5.3.7.2.6.1 After receiving a SAEME command
PDU, the station shall return one of two tneS of responees, at
the earliest opportunity:

a. a UA response PDU and reset its V(S) and V(R) to O to
reset the data-link connection, or

b. a DM response E’DUif the data-link connection is to be ‘
terminated.

The return of the-UA or DM response PDU shall take precedence
over any other response PDU for that data-link connection that
may be pending at the station. It shall be possible to follow
the UA PDU with additional PDUS, if pending.

5.3.7.2.6.2 ~ If the WA PDU is received cor-
rectly by the initiating station, it shall reset its V(S) and
V(R) to O and stop its acknowledgment timer. This shall also
clear all exceDtion conditions that miqht be Dresent at either of
the stations ikvolved in the reset. Tfieexchange shall also

1 indicate clearance of any busy condition that may have been
present at either station involved in the reset. If a D14re-
sponse PlX3is received, the station shall enter the data-link
disconnected phase, shall stop ite acknowledgment timer, and
ehall report to the higher layer for appropriate action. If the
acknowledgment timer runs out before a WA or DM response PDU is
received, the SASME command PDU shall be resent and the acknowl-
edgment timer shall be started. After the timer runs out N2
times, the sending station shall stop sending the SASMS command
PDU, shall report to the higher layer for the appropriate error
recovery actions to initiate, and shall enter the ADM. The value
of N2 is defined in 5.3.8.l.2.e. Other Type 2 PDUS, with the
exception of the SASME and DISC command PDUe, received by the ‘.
station before completion of the reset procedure shall be dis-
carded.

5.3.7.2.6.3 Under certain FRMR
exception conditions (listed in 5.3.7.2.S), it shall be possible
for the initiating station, by sending an FRMR response PDU, to
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I

ask the remote station to reset the data-link connection. Upon
receiving the FRMR response PDU (even during a FRMR exception
condition) , the remote station shall either initiate a resetting
procedure, by sending a SASME or RSET command PDU, or initiate a
disconnect procedure, by sending a DISC command PDU. After
sending an FRMR response PDU, the initiating station shall enter
the FRMR exception condition. The FRMR exception condition shall
be cleared when the station receives or sends a SASME or DISC
command PDU, DM response PDU or RSET command PDU. my other Type
2 command PDU received while in the FRMR exception condition
shall cause the station to resend the FRMR response PDU with the
same information field as originally sent. In the FRMR exception
condition, additional 1 PDUS shall not be sent, and received I
and S PDUS shall be discarded by the station. It shall be
possible for the station to start its acknowled~ent timer on the
sending of the FRMR response PDU. If the timer runs out before
the reception of a SASME or DISC command PDU from the remote
station, it shall be possible for the station to resend the FRMR
response PDU and restart its acknowledgment timer. After the
acknowledgment timer has run out N2 times, the station shall
reset the data-link connection by sending a SASME command PDU.
The value of N2 is defined in 5.3.EI.l.2.e. When an additional .
FRMR response PDU is sent while the acknowledgment timer is
running, the timer shall not be reset or restarted.

5.3.7.2.7 This
resetting procedure, employing the RSET command, is used to
reinitialize the receive-state variable V(R) in the addressed
station and the send-state variable V(S) in the local station.
The addressed station shall confirm acceptance of the RSET
command by transmission of a UA response at the earliest opportu-
nity. Upon acceptance of this command, the addressed station
V(R) shall be set to O. If the UA response $s received correct-
ly, the initializing station shall reset its V(S) to O. The RSET
command shall reset all PDU rejection conditions in the addressed
station, except for an invalid N(R) sequence number condition
which the addressed station has reported by a FRMR. The RSET
command may be sent by the station that detects an invalid N(R)
to clear such a frame rejection condition in place of sending a
FI?MR frame. To clear an invalid N(R) frame rejection condition
with an RSET command, the RSET command shall be transmitted by
the station that detects the invalid N(R). When the RSET command
is transmitted, the responsibility for all unacknowledged I PDUS
reverts to a higher level. Whether the content of the informa-
tion field of such acknowledged I PDUS is reassigned for trans-
mission or not is decided at a higher level.

‘.
5.3.7.2.8 The station shall request
a resetting procedure by sending an FRMR response PDU, as de-
scribed in 5.3.7.2.6, after receiving, during the information
transfer phase, a PDU with one of the conditions identified in
5.3.6.2.3.6. The coding of the information field of the FRMR
response PDU that is sent is given in 5.3.6.2.3.6. The other
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station shall initiate a resetting procedure by sending a SABME
or RSET command PDU, as described in 5.3.7.2.6, after receiving
the FRMR response PDU.

5.3.7.3 of TvDe 4 The procedures
associated with Type 4 operation are desc~ibed in 5.3.7.3.1
through 5.3.7.3.5.3. ..

5.3.7.3.1 In Type 4 operation, no modes of
operation are defined. A station using Type 4 procedures shall
support the entire set whenever it is operational on the network.

5.3.7.3.2 The address field shall be
used to indicate the source and destinations of the transmitted
PDU . The first bit in the source address shall be used to
identify whether a command or a response is contained in the PDU.
Individual, group, and global addressing shall be supported for
the destination addresses in command PDUS. The source address
shall contain an individual address.

5.3 .7.3.3 the P/F u. The P/F bit is not
implemented in Type 4 operation.

5.3.7.3.4 fores ul=t-UD
m. Type 4 operation doee not require any prior data link set-
up and disconnection. Link initialization procedures are not
required for Type 4 operation. All stations shall advance to the
Information Transfer State.

5.3.7.3.5

5.3.7.3.5.1 The DIA PDU may either
be a new PDU from the local user, or a retransmission of a DIA
PDU which was not acknowledged within the period determined by
the T1 parameter. DIA PDUS are retransmitted up to N2 times,
where N2 is as specified by the station parameters.

5.3.7.3.5.2

5.3.7.3.5.2.1 A station may
generate and transmit a DRNR command PDU if its Response Mode is
enabled and it.receives a DIA PDU which it cannot accept because
its receive buffers are full. A station shall generate a DRNR
command PDU when directed by the management function (e.g.,
operator) . The DRNR command S PDU does not acknowledge a DIA
PDU . The station may send a URNR command PDU to the global
address after the DRNR PDU. ‘.

5.3.7.3.5.2.2 Upon receipt of a
DRNR PDU a station shall inhibit transmission of DIA PDUS to the
station which originated the DRNR command by updating the station
status table to reflect this busy condition. The DRNR PDU shall
not change the Response Mode status of a station. Any PDUS in
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the Retransmission queue addressed to the busy station shall be
modified to delete (null) the busy station from the destination
address list. Normal transmissions of DIA PDUS to that station
shall resume upon receipt of a DRR command from the station.

5.3.7.3.5.2.3 A station shall
generate and transmit a DRNR response pDU after it has sent a
DP.NRcommand PDU (if its Response Mode is enabled) while it is
processing frames in its receive queues in the busy condition. A
DRNR response acknowledges the DIA PDU indicated in the PDU
identification number field while reinforcing the station’s busy
condition

5.3.7.3.5.2.4 Upon receipt of a
DRNR response PDU, a station shall search,the destination
addresses associated with the identification number in the DRNR
response PDU. The response PDU originator’s address shall be
deleted from the destination address field (if it is still there)
of the DIA being acknowledged.

5.3.7.3.5.3 Re.cP<V- r-~ nrn~.

5.3.7.3.5.3.1 a a A station shall
transmit a DRR PDU if its Response Mode is enabled
following conditions exist.

generate and
and one of the

a. The station is no longer busy and had previously sent a DRNR
command PDU.

b. The station received a DIA PDU from a transmitting station
which requires acknowledgement.

c. As directed by the user interface.

5.3.7.3.5.3.1.1 The DRR command PDU
is generated and transmitted by a station ko indicate the end of

a lVoe 4 busvlbuffer full condition. The DRR comnd PDU is
add~~ssed to-the global address (ALL ONES).
PDU does not acknowledge SIIAPDUS. The DRR
changes the busy status to DRR. This frame
Response Mode status. The station may send
the global address after the DRR PDU.

The DSR command S
command PDU only
does not change the
a URR command PDU to

5.3.7.3.5.3.1.2 The DRR response
PDU is generated and transmitted by a station whose Response Mode
is enabled to acknowledge the acceptance of a DIA PDU, and is
addressed to the originator of the DIA PDU. The DIA PDU which is .-
being acknowledged is indicated by the PDU identification number.

5.3.7.3.5.3.2 lb=c.=-lv~.
. .

Upon receipt of a
DRR response PDU a station shall search the destination addresses
associated with the identification number in the DRR response
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PDU The DRR resnonse PDU originator’s address shall be deleted
from the destinat~on address field of

5.3.8 -“’ ““” “. The
messages, formatted as shown in Table
Appendix E, are used to establish and

the DIA being acknowledged.

XID command and response
VIII and described in
control link parameters.

The join network request message contains the link operating
parameters such as keytime delay, subscriber rank, and net access
method. Initialization is caused by an operator or system
request. The Join Request is sent to the default network control
(NETCON) destination address, which shall be the station assigned
to perfOrm NETCON station responsibilities. The NETCON station
verifies link parameters and provides values for missing or
incorrect parameters to ensure that the new station will not
disrupt the net. The NETCON station will reply with either a
Join Reject or Join Accept PDU. If the initializing station
receives a Join Reject PDU, it should not attempt any link
activity until the correct parameters have been obtained.

NOTE : Link initialization may also occur without an XID PDU
exchange. Prearrangement by timing, voice, written plans, or
orders provides the operator with the necessary frequency, link .
address, data rate, and other parameters to enter a net and
establish a link. With the prearranged information, an operator
may begin link activity on the net and initialization is assumed
when the new station senses the net and transmits its first
message.

5.3.8.1 w of This MIL-STD defines a
number of data-link parameters for which the system-by-system
range of values are determined at network establishment. The
maximum number of octets in the information field of a UI, I or
DIA PDU is an adjustable data-link parameter in the range of 708
- 3345. The definitions of additional parameters for the three
types of operation are summarized in 5.3.8,1.1 through 5.3.8.1.3.

5.3.8.1.1 The logical
data-link parameters for Type 1 operation shali be aa follows:

a. The acknowledgment timer is a data-
link parameter that shall define the timeout period (TP)
during whioh the sending station shall expect an acknowledg-
ment from a specific destination station. The acknowledg-
ment timer should not be activated until the corresponding
PDU has been transmitted. TP shall take into account any
delay introduced by the physical sublayer. The value of TP
is described in Appendix C (C3.3). -.

b. ~v* The busy-state timer is a data-link
parameter that defines the time interval following receipt
of the URNR command PDU during which the station shall wait
for the other station to clear the busy condition. Default
value is 120 seconds.
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c. N4 is a data-link
parameter that indicates the maximum number of times chat an
UI, TEST or XID command PDU is retransmitted by a station
trying to accomplish a successful information exchange.
Normally, N4 is set large enough to overcome the loss of a
PDU due to link error conditions. The maximum number of
times that a PDU is retransmitted following the expiration
of the acknowledgement timer is established at protocol
initialization. This value is in the range of O through 5
and defaults to 2. The retransmission of PDUS may be over-
ridden by the Response Mode parameter, which is described in
5.3.11.2.

d. ~T of Octete In a PD1.1. The minimum-length valid
data-link PDU shall contain 2 flags, 2 addresses, one 8-bit
control field, and the FCS. The minimum number of octets in
a valid data-link PDU shall be 9.

5.3.8.1.2 2@~ 2 d~ -. The data-link connection
parameters for we 2 operation shall be as follows:

a. The acknowledgment timer is a data- ,
link comection parameter that shall define the time inter-
val during which the station shall expect to receive ac-
knowledgment to one or more outstanding I PDUS or an expect- -
ed response to a sent U command PDU. The acknowledgment
timer should not be activated until the corresponding PDU
has been transmitted. Time values are established at proto-
col initialization and are in the range of 10 to 1800 sec-
onds in one second increments. Default is 120 seconds.

b. P-bit ti.ILEX The P-bit timer is a data-link connection
parameter that defines the time interval during which the
station shall expect to receive a frame with the F-bit set
to 1 in response to a sent Type 2 command with the P-bit set
to 1. The P-bit timer should not be activated until the
corresponding PDU has been transmitted. Time values are
established at protocol initialization and are in the range
of 10 to 60 seconds in increments of 1 second. Default is
10 seconds.

The reject (RSJ) timer is a data-link connec-
tion parameter that defines the time interval during which
the station shall expect to receive a reply to a sent REJ or
SRSJ PDU. The reject timer value shall be equal to or less
than twice the acknowledgment timer. The reject timer
should not be activated until the corresponding PDU has been ‘-
transmitted.

d. ~.
. .

N2 is a data-link
connection parameter that indicates the maximum number of
times that a PDU (including the S command PDU that is sent
as a result of the acknowledgement P-bit or reject timer
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e

f.

expiring) is sent, following the running out of the acknowl-
edgment timer, the P-bit timer, or the reject timer. The
maximum number of times that a PDU is retransmitted follow-

ing the expiration of the timers is established at protocol
initialization. This value is in the range of O through 5

and defaults to 2. The retransmission of PDUS may be over-
ridden by the Response Mode parameter, which is described in
5.3.11.2.

er of out~~. The maximum number
(k) of sequentially numbered I PDUS that the station may
have outstanding (that is, unacknowledged) at any given time
is a data-link connection parameter, which shall never
exceed 127. A lower value for k may be established.

of o~ in a PDU A minimal-length valid
data-link connection PDU shall contain exactly 2 flags, 2
address fields. 1 control field, and the FCS.- Thus,-the
minimum number”of octets in a valid data-link connection PDU
shall
or an

5.3.8.1.3
parameters

be 9 or 10, depending on whether the PDU is a U PDU,
I or S PDU, respectively.

The logical data-link
for Type 4 operation shall be as follows:

I a. (T] ) The T1 timer is the maximum

I

b.

c.

time a station shall wait for an acknowledgement of a trans-
mitted DIA PDU before that PDU is retransmitted. The value
of T1 shall be in the range of 5-120 seconds in increments
of 0.2 seconds. Each DIA PDU transmitted shall be assigned
a T1 timer. When the T1 timer expires for DIA PDU, that DIA
PDU shall be retransmitted in the next transmission opportu-
nity for that precedence, assuming the N2 count has not been
reached. DIA PDUS with only one destination will be dis-
carded if the destination replied with a DRNR or DRR re-
sponse PDU. If the DIA PDU is multi-addressed, the receive
station is removed (nulled) from the destination address
field. This timer shall be paused whenever the net is busy
with voice. This timer is resumed when voice transmission
has completed.

m. The N2 parame-
ter shall indicate the maximum number of attempts to com-
plete the successful transmission of a DIA PDU. The value
of N2 shall be the maximum retransmit value (range = O-5) .

. The value of K ‘-
indicates the maximum number of DIA PDUS that a station may
have outstanding (awaiting acknowledgement) at any given

time. The value of K ranges from 5 - 20 DIA PDUS.

5.3.9 ~. After the station has joined the net, it
can begin to send frames. The data-link layer shall request the
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a frame by issuing a Unitdata request to the

5.3.9.1
,.

The data-link layer initiates trans-
mission by building a transmission unit and passing it to the
physical layer. The elements of a transmission unit include one
transmission header (see 5.3.1). one or more PDUS (see data-link
concatenation, below), the additional bits resulting from the
operations of zero-bit-insertion, optional FEC encoding, optional
TDC and optional scrambling. To request transmission, a PL
unitdata request is issued by the data-link layer protocol after
a transmission unit has been constructed. PDUS shall be queued
for transmission in such a manner that the highest priority PDUS
are transmitted before lower priority PDUS. If a prioritized net
access scheme is active, the priority access level used shall be
the priority of the PDU that is to be transmitted next. Trans -
mission units of the same priority shall be in first-in first-out
order. Type 2 I PDUS for a particular connection sha~l be
transmitted in the order of their sequence numbers. Any PDUS may
be concatenated at the data-link layer or physical layer except
Type 1 PDUS with the P bit set to 1.

5.3.9.2 The sending station may
concatenate any PDUS, except Type 1 PDUS that require the TP
timer (P bit set to 1), by using one or two flagS to Separate
each PDU. The combined length of the concatenated PDUS, before
O-bit insertion, MSY not exceed the established maximum PDU size
for a single PDU (see 5.3.8.l.l.d). The PDUe are concatenated
after the O-bit insertion algorithm ie applied. FEC, with or
without TDC, and scrambling are optionally applied before the
transmission unit is paseed to the physical layer in a PL-
unitdata request. Data-link concatenation to add another interi-
or data frame shall not be performed if the resulting frame would
take longer to transmit than the maximum transmit time allowed
for the network. Data-link concatenation is shown in Figure 22.

5.3.9.3 Physical layer concatena-
tion does not apply when Packet Mode ie used. More than one PDU
maY be Passed to the phyeical layer with no additional bits
between framee. The time to transmit the combined length of the
transmission frame, shall not exceed the maximum tranemit time
allowed for the network. The physical layer shall transmit each
transmieeion unit following the complete physical layer proce-
dures, with no additional bits between framee. Physical layer
concatenation ie ehown in Figure 23.

5.3.9.4
. . Both data link layer and physical ‘.

layer concatenation may be used to build a eingle transmission
frame. All types of operation PDUS, except Type 1 PDUS with the
P-bit set may be concatenated within the same single transmission
frame. PDUS are placed in the appropriate priority-level queue,
with each level queue using a eingle first-in first-out order.
If the first PDU in the highest priority level queue (or only
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queue) may be concatenated, then other PDUS may be concatenated
with that PIXJeven if a PDV that does not allow concatenation is
queued ahead of them. The PDU that did not allow concatenation
shall be at the head of its appropriate queue for the next net
access period. If the first PDU in the highest priority level
queue (or only queue) does not allow concatenation, it shall be
the only PDU transmitted in that net access period.

5.3.10 ~. Flow control provides the capability of
reducing the allowed input rate of information to prevent conges-

‘.

tion to the point where normal operation may become impossible.
The control-field sequence numbers are available for this ser-
vice.

5.3.10.1 ~. TYPe 1 transmissions can be
acknowledged or unacknowledged. Acknowledged and unacknowledged
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operations can perform flow control using ~ and ~ messages.
These messages announce the station’s ability to accept incoming
frames.

5.~~;i2 ~~. The send and receive sew=nce
are used in conjunction with the send-—..

and receive-state variables, V(S) and V~R) , to control data flow.
Flow control is implemented by the window method. The window
defines the maximum number of undelivered frames a given user may
have outstanding. The maximum number (k) of sequentially num-
bered I PDUS that mav be outstanding (that is, unacknowledged) at
any given time is a data-link connection parameter, which shall
never exceed 127. The incremental updating of N(R) acts as the
positive acknowledgment of transmitted frames up to, but not
including, that frame number. The window flow-control mechanism
requires-that the highest sequence number transmitted by the user
be less than the sum of the last received N(R) plus k. Window
size (k) is a feature that is ameed upon by the users at ini-
tialization. The larger the wi;dow, tke gr;ater the traffic
loading a given user plsces on a single channel.

5.3.10.3 ~. Type 4 flow control is performed ‘-
using DRR and DRWR messages. These messages indicate a station’s
ability to accept incoming DIA frames. In addition, a window
method is used to define the maximum number of frames a given
station may have outstanding. The maximum number of DIA PDUS
that may be outstanding (unacknowledged) at any given time is the
Type 4 k parameter.
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5.3.11 ~ All UI, DIA, TEsT, XIDor I
PDUS that require an acknowledgment shall be acknowledged except
for the following cases:

a.

b.

c.

d.

e.

the control field of the received PDU specifies that no
acknowledgment is required,

the response mode (described in 5
off,

the receiving station is a group
ee only,

the receiving station’s individua:
address field, or

the PDU is invalid.

3.11.2), has been set to

including global) address-

address is not in the

5.3.11-1 ~- Acknowledgments are applicable for
both Type 1, Type 2 and Type 4 operations.

~03iII .1,1 ~. Each pDUf with the p-bit set “
shall be acknowledged before another PDU is transmitted.

This is defined as a couvled acknowledcnnent. Ml UI, TEST, and
XID command PDUs-that hake the P-bit s;t to 1 shall be acknowl-
edged. The RHD procedures (see C3.2) shall be followed by all
stations on the network to allow each responding station an
interval in which they can transmit their acknowledgment.

5,3.11.1.2 ~. Ww 2 PDUS that =@=
acknowledgment shall activate the acknowledgment timer. Type 2
also uses P and F-bit procedures for acknowledgments, but these P
and F-bit procedures do not involve coupled acknowledgments. The
Type 2 operation does not use the RI-IDtimer, which allows receiv-
ing stations to send their acknowledgments during the current net
access period. til acknowledgments are transmitted in another
net access period. An I PDU acknowledgment does not necessarily
correspond on a one-to-one basis with the I PDU and does not
necessarily apply to the immediately preceding I PDU.

5.3.11.1.3 ~. The DIApDU shall activate
the acknowledgment timer. The Type 4 operation does not use the
RHD timer. All acknowledgments are sent in another channel
access period. 7+3.1DIA PDUS are independently acknowledged.

5.3.11.2 ~. The protocol shall allow an operator to
initiate Respon6e mode as an override feature that, when invoked, ..

prevents any transmission (including retransmission) without
ex@icit permission from the operator. As a security feature,
the operator shall be able to turn off automatic transmissions
but still continue to receive. Normal protocol exchanges shall
occur when the response mode is ON. Only the operator can
initiate a transmission when the Response mode is OFF. The
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Response mode shall override the Maximum Number of Transmissions
data-link parameters. The default value of the Response mode is
ON. If the Response mode is OFF during Type 2 operations, the
flow control mechanism and retransmission timers in the remote
system will eventually cause the comection to be lost. While
response mode is OFF for the destination, DL-Unitdata Indications
will be serviced as Type 1 operations without acknowledgement.

5.3.12 A frame is invalid if it has one or more
of the following characteristics:

a. not bounded by a beginning and ending flag,

b. too short,

c. too long,

d. has an invalid address or control field, and

e. has an FCS error.

A frame is too short if it contains less than 9 bytes. A frame u
is too long if it exceeds the maximum PDU length as described in
5.3.8.l.l.d for Type 1, 5.3.8.l.2.f for Type 2 and 5.3.8.l.3.c
for Type 4. AIIy invalid frame shall be discarded.

5.3.13
. . The data-link layer will retransmit a

command frame waiting for a response. The default number of
retransmissions is 2, but the data-link layer protocol may be
initialized to automatically retransmit O to 5 times. If the
response mode is OFF, no automatic retransmissiona shall be made.

5.3.14 FEC coding alone, or FEC
coding in unison with TDC, may be used to provide error detection
and correction (WC) capabilities to compensate for errors
induced during transmission. If selected, the FEC process shall
be used to encode the data-link frame of 5.3.4. If selected, the
TDC process shall be applied to the FEC-encoded data-link frame
and to the fill bits. Three modes of EDC shall be supported: FEC
OFF, FEC ON with TDC, and FEC ON without TOC (NOTE: FEC ON
without TDC may be used when the transmission channel provides
the TDC capability) . The ~C modes are selectable.

5.3.14.1 When FEC is selected,
the Golay [24,12) cyclic block code, described in detail in
Appendix F, shall be used for FEC. The generator polynomial to
obtain the 11 check bits shall be ..

g(x) =x’’+x’”+x’+xs +X4+X2+1
where

g(x) is a factor of X22 +1
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I

I

I

5.3.14.2 When FEC is
selected, data bits shall be divided into a sequence of 12-bit
segments for Golay encoding. The total number of segments shall
be an integral number. If the data bits do not divide into an
integral number of segments, fill bits, consisting of 1 to 11
o’s, shall be added at the end to form an integral number of
segments. coupled acknowledgments of Type 1 URWR frames shall be
duplicated, including the beginning and ending flag, when FEC and
TDC are selected. This providee a station with two opportunities
to receive an error-free frame. The duplicated copy shall always
start at the exact midpoint of the TDC Block.

5.3.14.3 ~ve c- TDC bit interleaving may be
selected in unison with FEC. When TDC is selected, data shall be
formatted into a sequence of TDC blocks composed of sixteen 24-
bit Golay (24, 12) codeworde (that is, there are 384 FEC-encoded
bits per TDC block). Each TDC block shall contain a total of 16
FEC codewords. If the last TDC block of a message contains less
than 16 FEC codewords, fill codewords shall be added to complete
the TDc block. These 24-bit fill codewords shall be created by
Golay-encoding an alternating sequence of 12-bit data words, with
the first word composed of 12 ones followed by a word composed of
12 zeros. The fill codewords shall alternate until the TDC block
is filled. The TDC block shall be structured into a 16 x 24
matrix (the Golay codewords appear as rows) , as shown in Figure
24.

Golay Codeword in each row

I AI, %, A,, . . . , h,

Figure 24. 1..

(Al through ~, are the bits of the first Golay codeword. A,, is
the first bit of the second Golay codeword). Each TDC block
matrix shall be rotated to form a 24 x 16 matrix. The Golay
codewords now appear as columns, as shown in Figure 25. The TDC ‘-
block is transmitted row by row with the LSB (Al) of the first
row first. At the receiver, the TDC-encoded bit stream shall be
structured into a 24 x 16 matrix. Each received TDC block matrix
shall be rotated to form the original 16 x 24 matrix, as shown in
Figure 24. The TDC decoder at the receiver shall perform the
inverse of the TDC encoding process.
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Al ~~A A337 A,Fl

AZ ,,A A338 A,fz

A, A27 9

! ! !A33 I ‘3’3

AA>, ,8 I

Golay codeword in each column
Transmit sequence: row by row

A,, Az,, . . . , An,, A,’,

Figure 25. .

5.3.15 Data scrambling must be performed if
the transmission medium does not have a DC response and there is
the possibility that “long” strings of NRZ ones or zeros are
transmitted. Long is a relative ten that is dependent on the
data rate, the low frequency channel cutoff frequency, and the
channel signal-to-noise ratio (.S/N),sinc~ at low S/~ there is
less margin for DC drift.

At the Data Link layer, the Transmission Header selects a CCITT. . ..
V.36 scrambler, which includes a ranclomizer Iunctlon as well as a

pseudo-noise (PN) generator. It is applied inside the FEC (that
is, before FEC is applied) .

If a CCITT V.36 scrambler is used, and it is outside of the FEC
(applied after the FEC on transmission), bit errors at the
receiver will be extended. In a high bit error rate environment
this extension will become catastrophic. For that reason a CCITT
V.33 scrambler, which uses a PN’generator but not a randomize,
is sDecified for use at the Phvsical laver (as Dart of the multi-
dwel~ protocol; see J3.3) . In-both cas~s, ther~ is a very small
probability that the interleaving for the Data Link layer scram-
bler or the fixed PN sequence for the Physical layer scrambler
may do more harm than good. Therefore, they are individually
selectable. Both scramblers should not be used at the same time.

5.3.16 ~. The data-link layer interacts
with both the next higher and next lower layer to pass or receive
information regarding services requested or performed. Three
primitives are used to pass information for the sending and ..
receiving of data across the upper layer boundary.

a. Requests for transmission of data are sent by the upper
layer, using the data-link layer (DL) unitdata request
primitive, with the following parameters:
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DL-Unitdata Request
Destination(s)
Source
Topology Update ID
Quality of Service

Precedence (Urgent/Priority/Routine)
Throughput Requested (Normal/High)
Delay Requested (Normal/Low)
Reliability Requested (Normal/High)

Data/Data Length

b. Indications are provided to the upper layer through the
DL-Unitdata Indication and DL-Unitdata Status Indica-
tion primitives with the following parameters:
DL-Unitdata Indication

Destination(s)
Source
Topology Update ID
Data/Data Length

DL Status Indication
Acknowledgment Failure
Connection Status

c. Descriptions of the above parameters follow:

(1)

(2)

(3)

(4)

The destination(s) can be 1 to 16 individual or
multicast (including global) addresses.

The source address is the individual address of the
outgoing link.

Topology Update ID, in a DL-Unitdata Request, shall
contain the most recent Topology Update ID sent
from the upper layer. Topology Update ID, in a
DL-Unitdata Indication, shall contain the Topology
Update Identifier field from the Transmission Head-
er.

Quality of Service parameters are used to determine
the se~ice provided by the data-link layer.

(a) Precedence parameters are used by the prioritized
transmission scheme end are used to order outgoing
queues. The precedence levels available to the
network will be mapped into three levels (urgent,
priority, and routine) in the data-link layer.
Precedence levels in the network layer shall be
mapped as shown in Table XI.
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Table XI. er to

Network Precedence Data-Link Prece-
dence

s=l-=--
(b)

(c)

(d)

(5)

(6)

(7)

1

Reliability requested parameter is used to indi-
cate if a reliable type of service is requested.

Throughput parameter is used to indicate
throughput type of service is requested.

Delay parameter is used to indicate if a
type of service is requested.

if a higti

low delay

Data/Data Length is the block of data exchanged
between the data-link layer and its upper layer
user, and an indication of the data’s length.

acknowledgment Failure is an indicator to inform
the upper layer if a data-link acknowledgment was
not received from the remote station when reliabil-
ity was requested in a Unitdata Request.

Connection Status is an indicator to inform the
apper layer if a Type 2 connection has been eetab-
likhed, reset or disconnected.

5.4.1. ~. The Intranet layer, layer 3a, has
been dedicated to routing intranet packets between a source and
possibly multiple destinations within the same radio network.
The intranet layer also accommodates the exchange of topology and ‘-
connectivity information.

5.4.1.1 ~. Figure 26 defines the Intranet header.
For Intranet relaying and message types 1, 2 and 3, the entire
header shall be used. Otherwise, only the Version Number,
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Message Type, Intranet Header Length and Type of Service shall be
used.

I
-.....’

T1

LSB
o 1 2 3 4 I 5 6 I 7
VSRSION NUMBER MESSAGE TYPE

TNTRZ@JET HEADER L~GTH

.fPE OF SERVICE
MESSAGE IDENTIFICATION NUMBER

MAX. HOP COUNT I SPARS
r ‘“7GINATOR ADDRSSS

ON/RELAY STATUS BYTE 1
DESTINATION/RELAY ADDRESS 1

I
uIdTINATION/RELAY STATUS BYTE 2

DESTINATIONIRELAY ADDRESS 2

DESTINATION/RELAY STATUS BYTE N
DESTINATION/RELAY ADDRESS N 1

Figure 26. ~

5.4.1.1.1. ~. The version number shall indicate which ver-
sion of the intranet protocol is being used. The current value
is 0.

5.4.1.1.2- ~- The message type is a number O to 15
which indicates the type of data in the data field of the intra-
net layer packet. Table XII lists all the valid message types.
Since the message type field in the intranet header is always
present in information frames of any link layer type, it is used
Co determine what type of data is borne by the information frame.

Table XII.

0. Reserved
1 Intranet Ackn owledgment
2 Topology Update
3 Topology Update Request
4 1P Packets
5 ARP/RARP
6 to 15 Spare
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The Header Length shall be
the number of octets in the intranet header only. The minimum
length is 3 octets.

5,4.1.1.4. me of The Type of Service (TOS) field in
the intranet header is modeled exactly upon, and copied from, the
1P TOS field. The TCLSis subdivided according to Figure 27.

LSB
o 1 2 3 4 5 6 7
PRECSDSNCE I D T R x x

Figure 27. .

The 3 bits of precedence are defined in 5.4.3.4.3. The remaining
bits are as specified in MIL-STD-2045-14502-1.

5.4.1.1.5. The message
identification number shall be a number, O-255, assigned by the
originating hosts. Together with the originator address it
uniquely identifies each packet being relayed.

5.4.1.1.6. ~ The maximum hop-count shall be
the maximum number of times this intranet packet can be relayed
on the radio net. A hop is defined as a single link between two
adjacent nodes. This number is set by the source host and is
decremented each time a device receives the intranet header. If
the maximum hop count is decremented to O, the intranet packet
shall not be forwarded any further, however it shall be processed
locally if applicable.

5.4.1.1.7. The Destination/Relay
Status Byte (see Figure 28) ehall provide”intranet routing
information for each destination and/or relay address. In
addition, this octet also selects end to end intranet
acknowledgments.

1 2 3 4 5 6 7
Dietance REL S/D IDES ACK

Figure 28.

. .
5.4.1.1.7.1. ~ The distance subfield specifies how many
hops a relay address i; away from the originator node. For final
destination addresses which are not relayers, the distance field
gives the number hops
node.

from the originator node to the destination
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5.4.1.1.7.2. R&L. The REL bit when set indicates that the given
node will participate in relaying.

5.4.1.1.7.3. &lIl. The S/D bits indicate the type of relaying to
be performed. The relay types are defined in Table XIII. The
value of o indicates source directed relay defined in Appendix I.

Table XIII.

o Source Directed Relay
I /

1 ISpare

2 Spare
I

5.4.1.1.7.4. m. When the DES bit is set, the following
address is at least one of the destinations for the packet. The
following address may also be a next hop relay for another
destination.

5.4.1.1.7.5. ACIS. The ACK bit when set requests end to end
intranet acknowledgments for the associated node only. The
procedure for end-to-end (ETE) intranet acknowledgment follows.

5.4.1.1.7.5.1 When a node receives
an Intranet Packet with the ACK bit set, it shall return an
Intranet Acknowledgment packet at the first possible opportunity.
The Intranet Acknowledgment packet shall have the same Message
Identification Number as the received Intranet Packet. The path
specified in the Intranet Acknowledgment packet shall be the
reverse path specified in the received Intranet Packet. The
Intranet Acknowledgment packet shall specify exactly one
destination, namely the originator of the received Intranet
Packet.

5.4.1.1.7.5.2 When a node sends an
intranet packet with the ACK bit set, ii shall start its ET’S
acknowledgement timer. The ETE acknowledgment timer is an
intranet parameter that defines the period within which a sending
station shall expect an acknowledgment from the destination(s) .
The value of the ETE acknowledgment timer shall be a fixed factor
plus a factor proportional to the number of hops required for all
destinations to receive the packet. The default value for the
fixed factor shall be 20 seconds. The default value for the ..

proportional factor shall be twice the value of the data link
layer acknowledgment timer, multiplied by the number of hops to
th~ furthest de~tination. The
Acknowledgment Timer shall be

max~mum value for the ETE In~ranet
10 minutes (600 seconds) .
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5.4.1.1.7.5.3 RPFp~v~pnr
. . P~ . When

an Intranet Acknowledgment Packet is received, that destination
shall be removed from the list of destinations from which an
acknowledgment is required. When all destinations have

acknowledged, no further action is taken at the Intranet Layer.

5.4.1.1.7.5.4 ~of the F~~. t When

the ETE acknowledgment timer expires, the sending station shall
retry the transmission of the Intranet packet. The number of

retries shall be a value between 1 and 4, with a default of 2.
Each retransmission may use a new path to each unacknowledging
destination. If only one path exists to a destination, that path
shall be used until either the acknowledgement 1S received or the
maximum number of Intranet retransmission is exhausted.

The retransmitted packet shall have a recreated Intranet Header
with the same Type of Service field and Message Identification
Numk.er. The Intranet Header shall be recreated to specify the
new path to the destination. This recreated Intranet Header
shall not specify paths to nodes that have already acknowledged
the message. This recreated Intranet Header shall not specify
paths to nodes from which an acknowledgment is not required.
This recreated Intranet Header shall include paths to all nodes
from which an acknowledgment is required, but from which an
acknowledgment has not yet-been received.

5.4.1.1.8. ~. The originator address shall be
the link layer address of the originating node.

5.4.1.1.9. The intranet
destinationirelay address shall be the 7-bit link layer address.
It is either the destination address for an intranet packet or
the relay address. The extension bit (LSB) is available for use
by relaying procedures. I

I

5.4.1.2. ~. Connectivity and topology information
of the intranet is essential for a node to initiate and/or I

perform intranet relay. Each node on the radio network needs to I
determine what nodes are on the network and whether they are 1 or I

more hops away. This information can be partially determined
passively by listening to a node’s traffic at layers 3a and 2
and/or actively by exchanging topology information. The topology
update data structure, defined in Figure 29, has been provided I

for nodes in the intranetwork to exchange topology and connec-
tivity information. Appendix B specifies the procedure for
exchanging topology information between nodes.

..

5.4.1.2.1. ~. The Topology Update Length I

field is the length in octets of topology update data. ToPolo~ I
Update Length shall not exceed the MTU minus 8 octets.
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ILSBI I 1 I I I i I

I
. “,

)

I NOI

Lenat~ I

o I 1 I I I i
‘-pology Update

I

+’i:G ~i

e2A re_-

tatus Byt
rwsnor Ad

Node 1 Pr6 ,ZUu.--.

Nod( !.=s

Node 2 St :e
Node 2 Predec_.-.. ..~ress

...
Node N Address

Node N Status Byte
Node N Predecessor Address

Figure 29. ~

address, the Topology Update ID uniquely identifies each topology
update generated by the originating node. This number is
incremented by 1 every time a topology update is generated. The ‘
Topology Update ID for the first topology update generated shall
be 1.

5.4.1.2.3. ~. The Node Address is the link layer
address of node in the intranet.

5.4.1.2.4. ~. The ith Node Statue Byte
characterizes the link between originator host (the host whose
address appears in the originator address of the intranet header)
and the ith node whose address immediately follows the Node
Status Byte as defined in Figure 30.

LSB
o 1 2 345 6 7

I LINX QO?LITY I HOP LSNGTS I as Qu-mT

5.4.1.2.4.1 ~. The Link Quality subfield for the ith
node provides an assessment of the link quality between the ith
node predecessor and the ith node. The Link Quality is set to O
if the quality of a link is unknown. Increasing Link Quality ..

value infers a poorer link. Table XIV lists the Link Quality
values.

5.4.1.2.4.2. HQLkWLh. The Hop Length ”subfield defined
Table XV indicates the distance in hops from the source to
given node. Hop Length = 1 means the node can be reached

in
the
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directly by the source - no relays are required. A hop length of
O indicates that the source may know that node should be on the
network but does not know where it is.

Table XIV. ~

Link Quali typeacription
o ~nknown
1 pest Link
2
3
4
5
6
7 Worst Link

Iiope I Description

o Unknown
1 0 Relays required
2 1 relays required
3
4
5
6
7 6 or more relays

5.4.1.2.4.3. ~. The ~ bit when set to 1 indicates that the
node is not participating as a relayer.

5.4.1.2.4.4. -. The Quiet bit, when set,.indicates the node
is either in quiet mode or going into quiet mode and cannot
transmit any traffic.

5.4.1.2.5. ~. Each node maint;~sthe ith
intranet topolc$gy as spanning tree rooted at itself.
node in the spanning tree, the Node Predecessor Address is the
link layer address of the node one branch up from the ith node in
the spanning tree. The predecessor for all nodes within 1 hop of
the originator node, which is the root of the spanning tree is

The predecessor for all nodes n hops away
..

the originator node.
is a node which is n-1 hops away from the originator and that can
talk directly with the node n hops away. If the ith node has not
been integrated into the source node’s spanning tree, the Node
Predecessor Address for the ith node should be set to: O.
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I

I
I

I
I

5.4.1.3 ~. The TOPO1O9Y Update
Request message, Intranet Relay Message Type 3, consists of the
Intranet Header with one originator and one destination address.
No Information field is permitted. The maximum hop count and
distance field shall be set to 1. The Relay, S/D, and ACK bit
shall be always zero. The DES bit shall be always 1. The
destination address shall be the link layer.address of the node
to which this request has been made.

5.4.1.4 The Intranet Layer (Layer
3A) interacts with both the next higher layer and next lower
layer to pass or receive information regarding services requested
or performed. Three primitives are used to Pass information for
the-sending and receiving of data across the upper layer
boundary.

a. Requests for transmission of”data are sent by the upper
layer, using the Intranet layer (IL) Unitdata Request
primitive, with the following parameter:

IL-Unitdata Request Destination(e)
Source
Quality of Service
Precedence
‘Throughput (Normal/High)
Delay (Normal/Low)
Reliability (Normal/High)
Data/Data Length

b. Indications are provided to the upper layer when data
is received through che IL-Unitdata Indication
primitive, with the following parameters:

IL-Unitdata Indication Destination (s)
Source
Data/Data Length

IL-Status Indication Acknowledgment failure
Connection Status/failure

c. Descriptions of the above parameters follow:

(1)

(2)

(3)

The destination can be 1 to 16 individual or data-
link layer multicast (including global) addresses.

The source address is the data link layer
individual address of the outgoing link. ..

Quality-of-service parameters are used in
determining the service provided by the Intranet
layer. Quality of service parameters are identical
to those at the data link layer, described in
5.3.16c(3).
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(4)

(5)

(6)

Data/Data Length is the block of data exchanged
between the Intranet layer and its upper layer
(i.e., 1P) user, and an indication of the data’s
length.

Acknowledgment Failure is an indicator to inform
the upper layer if an Intranet acknowledgment was
not received from the remote station when
reliability was requested in an IL-Unitdata
Request.

connection is an indicator to inform the upper
layer if a Type 2 connection has been established
or disconnected.

5.4.2. The
International organization for Standards description of the
network layer defines a subnetwork dependent convergence layer,
between the intranet and internet layers. The layer performs the
necessary functions to assure that 1P expected services are
provided within a particular subnetwork type. The functions
required to converge 1P services within a MIL-STD-188-220 subnet- “
work (lavers 3a and below) services are: (1) determine the

I
.—..—.

complete list of 1P final-destinations within the subnetwork;
(2) determine the associated subnetwork address(es) for each 1P
address; and (3) determine the subnetwork type of senice
requirements (reliability, throughput, delay and precedence) .
The preceding information is contained in the 1P header. If the
1P protocol implementation does not provide the required
information through an inter-layer interaction, the SNDCF must
examine the 1P header fields to “learn” the destinations and type
of service. The SNDCF is only alctive for an IL-Unitdata request
from the 1P. The convergence functions for a MIL-STD-188-220
subnetwork using the Selective Directive Broadcast protocol
described in MIL-STD-2045-14502-1 are described below.

5.4.2.1 The Determine
Destination function obtains final destination information from
the 1P header. The 1P destination address field of the 1P header
is examined first. If the address in that field is an individual
address, broadcast address (all l’s), or multicast address (Class
D) . the Determine Destination function is come.lete and it Dasses
the single 1P address to the Address Mapping $unction. If-the 1P
destination address is a directed broadcast address, (all ones in
che host portion of the 1P address only) the network portion of
the 1P address (NET ID) is compared to the local NET ID, the
single 1P directed broadcast address is passed to the Address
Mapping function and the Determine Destination function is
complete. If the NET ID portion of the directed broadcast 1P
address is the same as the local NET ID, the Determine
Destination function examines the 1P option field for the
presence of the multi-address 1P option (selective directed
broadcast) . If the option is present, the list of individual

. .

1P
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addresses contained in the option is passed to che Address
Mapping function. If the option is not present, the 1P directed
broadcast address is passed to the Address Mapping function.

5.4.2.2. The SNDCF Address Mapping
function is provided one or more addresses from the Determine
Destinations function. The Address Mapping function determines
the data link address(es) associated with an 1P address. The
Address Mapping function accesses an information base to
determine the data link layer address associated with an 1P
address. IP broadcast (all 1’s) addresses and directed broadcast
addresses for the local subnetwork are mapped to the data link
global address.

5.4.2.3 lw’ of s“~i”” F~ The SNDCF Type of Service
function obtains the 1P service requirements from the 1P Type of
Senice header field. The values in the field are provided to
the Intranet Layer protocol.

5.4.2.4 ~. After the S~CF laYer Perfo~s
all of its functions, it issuee an IL-Unitdata Request that
includes the list of data link addresses and the Type of Service ‘

I data.

~

I

I

I
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6. NOTES

(This section contains information of

July 1995

a qeneral or explanatory.-———— -
nature that may be helpful, but is not m~ndatory. ) -

6.1 f$ub~.
. The follow key words and

phrases =pply to this MIL-STD.

I
6.2
When

Data Communications Protocol
Digital Message Transfer Device
Error Detection and Correction
Interoperability
Open Systems Interconnection
Packets
Radio
Relay
Segmentation
Variable Message Format

this MIL-STD is used in procurement, the applicable issue

I the DoDISS must be cited in the solicitation.
of.

6.3 This section addresses
some of the aspects that terminal designers and systems engineers
must consider when applying MIL-STD-188-220 in their communica-
tions system designs. The proper integration of MIL-STD-188-220
into the total system design will ensure the interoperability of
stations that exchange information over a data communications
link consisting of a DMTD, a transmission channel, and a DMTD or
C41 system.

6.3.1 For the purpose of this MIL-STD,
the transmission channel (from the transmitter to the receiver)
is considered transparent to the DMTD subsystem. However, the
transmission channel must be interoperable within itself. The
transmission channel mav be secured or non-secured. using such
media as line-of-sight _(LOS) radio, high frequency” (HF) ~adio,
wireline, and SATCOM.

6.3.2 The specifics of the physical inter-
face for connecting DMTDs”to the equipment that implements the
transmission channel are beyond the scope of this MIL-STD. The
actual physical connections will depend on the interface charac-
teristics required by the particular transmission equipment.
These unique physical interface characteristics may be defined in “-
the equipment specifications or in technical interface specifica-
tions. Therefore, the requirements for the electrical features
(such as data, clock, and control) and mechanical features (such
as connectors, pin assignments, and cable) of the connection
between the DMTD and the associated transmission channel epip-
ment is left to the equpment designer. The data signaling

I 6-1
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format [that is, NRZ, FSK, CDP) is specified in this MIL-STD at
the standard interface, because it is an interoperability parame-
ter. The desiun uhilosoDhv is that what aDDears at the input end
of the transmi;si~n chanfiej must be the sa;; at the output-end

6.3.2.1 R/T

6.3.2-1.1 ~- The DTE (DMTD or C41 system) inter-
acts with the DCE via an X.21 data interface and an External
Control Interface. When the precedence level of the transmission
changes, the DTE shall set the precedence level of for the new
transmission via the External Control interface. This precedence
level will correspond to the frame with the highest precedence
value within the series of concatenated frames.

6.3.2.1.2 w busv rr=p~Ive The presence of
multiple stations on a single random access communications net
requires voice/data Net Busy Sensing and the use of net access
control to reduce the possibility of data collisions on the net.
The combined Data and Voice Nets require cooperation between the
DTE (DMTD or C41 system) and the DCE.

The DCE indicates the presence of receive data and voice via the
X.21 Indication line “I” signal. A precise determination of the
net status is obtained via the x.21 DTE Receive line “R” signal
in combination with the “I” signal:

1=

I=

r=
I=

ON and R = Flags -> Data being received

ONtindR = 1’s -> Voice operation

OFF and R = l’s -> Idle/Transmission Completed

OFF and R = Flags -> Data being

The transmission of data takes effect by
line “C” (push-to-talk) and DTE Transmit

transmitted

driving the x.21 Control
line “T”, as follows:

Verify I = OFF and R = l’s, then assert C . ON and send
flags T = Flags

Verify I =.OFF and R = Flags, then transmit data T . Data

Upon transmit completion, assert C = OFF and send T . 1’s

6.3.3 The COMSEC function provides a
link encryption capability. In the traditional COMSEC mode of
operation, the COMSEC function (normally implemented in ancillary
eWiPment) is considered Part of the transmission channel. In the
embedded COMSEC mode, the COMSEC function is an integral part of
the DMTD subsystem.

6-2

Downloaded from http://www.everyspec.com



MIL-STD-188-220A: 27 JUIY 1995

(This page intentionally left blank.)

. .

6-3

Downloaded from http://www.everyspec.com



MIL-STD-188-220A: 27 July 1995

APPENDIX A

ABBREVIATIONS AND ACRONYMS

Al. C&.uzal

All a. This appendix contains a list of abbreviations and
acronyms pertinent to MIL-STD-188-220.

A1.2 This appendix ie not a mandatory part of MIL-
STD-188-220. The information contained herein is intended for
guidance only.

A2 . This section is not applicable to_.—
this Appendix.

A3 .

(n) repeatability factor

ABM asynchronous balanced mode

ACK acknowledgment acronyms pertinent to

ADM asynchronous disconnected mode

ASK Amplitude Shift Keying

BCH Bose-Chaudhari -Hocquenghem

bps bit(s) per second

c/R command/response

C4I command, control, communications, computers, and
intelligence

I CCITT International Telephone and Telegraph Consultative

I Committee

CDP conditioned diphase

CMD command

COMSEC communications

CSMA Carrier Sensed

D RE-NAD Damping

d/c don’t care

security

Multiple Access

coefficient

A-1
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DAP-NAD

dB

DC

DCE

DES

DIA

DISC

DL

DM

DMT’D

DoD

DoDISS

DPSK

DRNR

DRR

DTE

ECP

EDC

ETE

F

PCS

FEC

FED -STD

FH

FIPS

MIL-sTD-188-220A: 27 July 1995

Deterministic Adaptive Prioritized - Network
Access Delay

decibel

direct current

data circuit-terminating equipment

destination

unnumbered information (PDU) with decoupled
acknowledgement

disconnect

data-link layer

disconnect mode

digital message transfer device

Department of Defense

Department of Defense Index of Specifications and
Standards

differential phase-shift keying

Decoupled Acknowledgement Receive Not Ready

Decoupled Acknowledgement Receive Ready

data terminal equipment

engineering change proposal

error detection and correction

end-to-end

final

frame check sequence

forward error correction

federal standard

frequency hopping

federal information

A-2
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FRMR

FSK

H-NAD

HDLC

HF

I-LEN

HRT

Hz

I PDU

IAB

IANA

IHL

IL

1P

ISN

ISO

JIEO

kbps

KG

kHz

KT

LOS

LSB

MI

MIL-STD

m
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frame reject

frequency-shift keying

hybrid net access delay

high-level data link control

high frequency

header length

hop recovery time

hertz

information PDU

Internet

Internet

internet

intranet

intemet

Architecture Board

Assigned Number

header length

layer

protocol

initial sequence number

Authority

International Organization for Standardization

Joint Interoperability and Engineering
Organization

kilobit(s) per second

key generator

kilohertz

keytime delay

line of sight

least significant bit

message indicator

military standard

minimum MTU size

A-3
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MSB

MSS

MTU

N(R)

N(S)

NAC

NAO

NATO

I Ns

NETCON

NP

NPDU

NRz

NS

OSI

OTAR

P

P/F

P-NAD

PDU

PL

PN

PSK

QT

R/c

R-NAD

RE-NAD

most significant bit

maximum segment size

maximum transmission unit

receive sequence number

send-sequence number

net access control

net access delay

North Atlantic Treaty Organization

narrowband

network control

network protocol

network protocol data unit

non-ret-urn-to-zero

number of stations

Open Systems Interconnection

over-the-air rekeying

poll; RE-NAD Partition coefficient

poll/final

priority - network access delay

protocol data unit

physical layer

pseudo-noise

phase-shift keying

quiet timer

receipt/compliance

random net-access delay

Radio Embedded - Network Access Delay

A4
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REJ

REL

RF

RFC

RHD

RNR

RR

RSET

R/T

s/N

S-PDU

SASME

SATCOM

Sc

SH

SINCGARS

SIP

SOP

SP

SREJ

ST

STD

T

Tc

TCP

TDC

TIDP
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reject

relay

radio frequency

request for comment

response hold delay

receive not ready

receive ready

reset

radio/transmitter

signal-to-noise ratio

supervisory PDU

set asynchronous balanced mode extended

satellite communications

single channel

segmentation/reassembly header size

Single Channel Ground and Airborne Radio System

system improvement program

start of packet

subscriber precedence

selective reject

satellite time delay

‘standard

RE-NAD Topology coefficient

continuous scheduler interval

Transmission Control Protocol

time-dispersive coding

timer

technical interface design plan

A-5
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TL

TOS

TP

TTL

Twc

U PDU

UA

UDP

UI

ULP

URNR

URR

V(R)

v(s)

VSR

VMF

m

XID

traffic load

type of service

timeout period

time to live

transmission word count

unnumbered PDU

unnumbered acknowledgment

user datagram protocol

umumbered information

upper layer protocol

unnumbered receive not ready

unnumbered receive ready

receive-state varisble

send-state variable

version

variable message format

wideband

exchange identification

A-6
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APPENDIX B

INTP..ANETTOPOLOGY UPDATE

El. Genexal.

B1.1. a. This appendix describes a procedure for active
intranet topology updates. The intranet is defined as all
processors and ~s within a single transmission channel.

B1.2. This appendix is a mandatory part of MIL-
STD-188-220. The information contained herein is intended for
compliance.

B2 . This section is not applicable to
this appendix.

B3 . Oveti. Figure B-1 shows a sample extended CNR
network. Each node labeled A through H is considered to be a ‘
radio with an associated communication processor. The dotted
oyals indicate stisets of connectivity. Figure B-2 is a link
diagram of the sample network. (The link between nodes B and D
is not shown; the link is temporarily unusable due to line-of-
sight obstruction, distance or other physical phenomena.)
Assuming the nodes know nothing about neighbor nodes that are
more than 1 hop away, they need to exchange connectivity
information. The topology update packet is used to exchange
topology information to build up a more complete view of the
intranet’s topology at every node.

\

‘.

Figure B-1. ~

B-1
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Figure B-2. ~of

B3.1. Each node should store topology
information as a spanning tree graph. Figure B-3 shows the
spanning tree for nodes A and C prior to the exchange of any
topology information. Similar graphs would exist for all other
nodes. The graphs clearly ahow that all nodes are one hop away.

d%%&
Figure B-3. Tree

B4.1. After node C broadcasts its
topology information to all nodes one hop away, all neighbor
nodes integrate C’s spanning tree into their own. Node A would
integrate the graph for Node C into its spanning tree as shown in
Figure B-4.

B-2
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Figure B-4. a Tre~

Before the spanning tree is saved, Node A prunes any successive
instances of itself and subsequent successors. For instance, in
Figure B-4, the link from A to C is the same as the link from C
to A; therefore, the link from C to A is removed.

Table &m9YatM.B4 2 The topology table for A is shown in
It assumes no nodes are in quiet mode, all nodes can

participa~e in relay, and all links have a cost of 1. The actual
link layer addresses for the nodes would be placed into the table
in place of the symbols A, B, C, etc. The extension bit in the
address octet would always be set to O for topology updates.

Table B-1. ~

Node Node HoPs cost NR Quiet
Address Ancestor
B A 1 1 0 0
c“ A 1 1 0 0
D A 1 1 0 0
B c 2 1 0 0
D c 2 1 0 0
E c 2 1 0 0 ..
D r 2 1 0 0

There are two entries for node B indicating that there are two
paths from A to B. This table can be immediately copied to the
;espective fields of a topology update packet. The ancestor
address is not included in the topology update packet for

B-3
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neighbor nodes because the ancestor is, by definition, the
originator node.

B4.3. Exchanging full spanning tree
graphs provides full topolo~ information; however, the amount of
data in the spanning tree gets very large, especially for fully
connected nets. The number of links in a fully connected net =
n(n-1)/2. To reduce the number of branches in the spanning tree,
paths to duplicate nodes on the tree are pruned. Only the
shortest paths to the node are retained. In the above example
the path from C to B and C to D would be pruned yielding the
soarse sDannino tree in Fioure B-5 and Table B-2. If two or more
b>anches”have ~he same end-nodes and the same length (in number
of hops), they are all retained. The number of retained branches
may be limited in large radio networks to again limit the size of
the update packets.

Figure B-5. TrI=e for

Table B-2.

Node Node HoPs cost NR Quiet
Address Ancestor
B A 1 1 0 0
c A 1 1 3 0
D A 1 1 0 0
E c 2 1 0 0
F c 2 1 0 0

. .
The final spanning tree for Node A, after all the nodes exchange
their sparse spanning trees, is shown in Figure B-6 and Table B-
.a.

B-4
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Figure B-6. ~ree for

Node Node HoPs cost NR Quiet
Address Predecessor
B A 1 1 0 0
c A 1 1 0 0
D A 1 1 0 0
E B 2 1 0 0
F B 2 1 0 0
E c 2 1 0 0
F c 2 1 0 0
E D 2 1 0 0
F D 2 1 0 0
G E 3 1 0 0
H E 3 1 0 0
G F 3 1 0 0
H F 3 1 0 0

B4.4. Topology update
packets are transmitted exclusively using a global multicast
address.

B4.4.I. Topology updates are triggered for node I by the
following:

a) Node I detects a failed link

b) Node I detects a new or recovered link

c) Node I detects a change in the quality of a link -
applicable only if link costs are used.

B-5

Downloaded from http://www.everyspec.com



,.

d)

e)

f)

g)

B4 .4.2.
other traf~ic for”~eu~ng & the link layer. Topology Update
Messages are sent to the global multicast address using Type 1
Unnumbered Information Frames which are not acknowledged. The
precedence of the Topology Update Request is user configurable.

MIL-STD-1S8-220A: 27 L7U1Y 1995

Node I receives a topology update from another node
which modifies its sparse spanning tree.

Node I changes its response mode status and wishes to
announce this change.

Node I changes its relay capability status.

Node I receives a topology update request.

Ontimallv, topolow updates should be concatenated with

B4.4.3. If no other traffic is queued by the link layer, the
updates should be transmitted no more often than once every
MIN_UPDATE PER. MIN uPDATE PER is measured in minutes and is set
by the net;ork admin~strato? when the nodes are configured. The
network administrator can disable topology update transmission by
setting MIN_UPDATE_PER to zero. Update packets are superseded by
newer packets if they have not been queued at the link layer.

B4.5. ~. Nodes wishing to be non-relayers must add a
separate entry into the sparse spanning table and update packets
with NODE ADDRESS and NODE ANCESTOR set to their own address and
the NR bit set to 1. Non-relayer nodes remain in the sparse
spanning trees; however, they must not have any subsequent
branches. Their entries in the spanning table must have the NR
bit set to 1.

B4.6. ~ Nodes in the quiet state may appear in the
sparse spanning t~les and in update packets with the QUIET bit
set to 1; however, they must not have any subsequent branches in
the spanning tree. Nodes wishing to announce that they are
entering quiet mode must add a separate entry into the sparse
spanning table and update packets with NODE ADDRESS and NODE
PREDECESSOR ANCESTOR set to their own address and the QUIET bit
set to 1.

B4.7. ~ The TOPO1O9Y Update
Request Message is triggered whenever there is a mismatch between
the topology update ID received from a station and the value that
had been stored previously. The Topology Update Request Message
will use Tj@e 1 Unnumbered Information frame which is not
acknowledged and is addressed to a specific station. The ..

precedence of the Topology Update Request Message is user-config-
urable. The Topology Update Request Message may be sent no more
often than MIN-UPDATE_PER/2. This constant allows up to two
requests to be sent to a node while the node is waiting for the
MIN_UPDATE_PER timer to expire.

B-6
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APPENDIX C

NET ACCESS CONTROL ALGORITHM

cl . General.

C1.1. SQ2Pe. This appendix describes the net access control
(NAC) algorithm to be used in the DMTD.

C1.2. This appendix is a mandatory part of
MIL-STD-188-220. The information contained herein is intended
for guidance only.

C2 , This section is not applicable to
this appendix.

C3 . ~. The NAC protocol shall be used to
detect the presence of active transmissions on a multiple-
subscriber-access communications network and shall provide a
means to preclude data transmissions from conflicting On the
network. The stations shall implement
subfunctions :

the following four basic ‘

a. net busy sensing

b. response hold delay (RHD)

c. timeout period (TP)

d. net access delay (NAD)

net busy function is used
voice siqnal at the

C3.1. The
to establish the presence of a data or
receiving station due to activity on the net. get busy sensing
for a data signal shall be provided. Net busy sensing for a
voice signal may be provided.

C3.1.1. Net busy due to a data
transmission shall be detected within a time period B which is
related to the bit rate n, for all networks. For digital NRZ
modulations, B shall be less than or equal to (32/n) seconds
after the first valid data bit is delivered to the station by the
communication media. For other modulations, B shall be less
than or equal to (64/n) seconds after the first valid data bit is
delivered to the etation. Upon detection of data net busy, the
data-link net busy indicator shall be set. Setting the data-link
net busy sensing indicator shall inhibit all message
transmissions, including coupled response messages. The data-
link net busy sensing indicator shall be reset upon indication
from the physical layer that neither voice nor digital data is
being detected by the station.

..

c-1
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C3.1.2. Yoice n-v busv s~. Net busy due to a voice
transmission may be detected. If voice transmissions are not
detected, this function shall report that the net is never busy
due to a voice transmission. Upon detection of voice net busy,
the data-link net busy indicator shall be set. Setting the data-
link net busy sensing indicator shall inhibit all message
transmissions, including coupled response messages. The data-
link net busy sensing indicator shall be reset upon indication
from the physical layer that neither voice nor digital data is
being detected by the station.

C3.1.3. Pet Lime. The time required to detect data
net busy shall be the same for all stations on the network. This
Net_Busy_Detect_Time is a key factor in achieving both throughput
and speed of service. Where a communication media provides
capabilities to detect data net busy more quickly than given by
the formula below, the use of these capabilities is strongly
encouraged. In these cases, Net_Busy_Detect_Time can be set to
reflect the capabilities of the media. Where the communication
media does not provide special capabilities or these capabilities
cannot be used by all stations on the network, the Station shall
examine received data to detect data net busy. In these cases, .
the maximum time allowed to detect data net busy shall be given
by the formula:

Net_Busy-Detect_Time = (KT + C + B + ST)

where:

KT = the value of the keytime delay
C = the CRYPTO device preamble transmission time
B = the time to detect data net busy
ST = the satellite interface delay time

NOTE : Parameters necessary to compute KT, C, B, and ST are
initialized locally or learned using the XID messages described
in Appendix E. Net_Busy_Detect_Time can also be learned using
the XID messages described in Appendix E.

C3.2. ~. - RHDO period and an individual RHD
value are calculated to determine the time that an addressed
receiving station delays before sending a Type 1 response PDU
upon receiving a me 1 command PDU (UI, TEST & XID) requesting
acknowledgment (that is, P-bit set to 1 and addressed to the
station’s individual or special address) . The RHD controls net
access and the NAD algorithm is suspended during this period. An
RWD period is the amount of time required for a single station to “.
respond. The individual RHD is the time at which a particular
station accesses the network. If the scheduler is running,
immediate scheduling should be used for Type 1 Acknowledgement.
The individual RHO value to be used shall be determined by the
position of the receiving station’s individual or special address
in the PDU destination portion of the address field. The value

c-2
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1
I

of all non-integer variables (that is, KT, E, S, T, and C) in the
RI-IDequations are rounded to the nearest millisecond. The
calculated values for ~DiJ TP, and NALlare rounded to the
nearest millisecond. The RHD time shall start at the precise
instant that the last bit of valid data for a frame requiring a
coupled acknowledgement from this station is delivered to the
station by the communication media.

a. Each RHD period shall depend on five factors: the
keytime delay; the currently selected transmission rate;
the time for equipment turnaround; the time to transmit
the crypto device preamble and postamble; and the time
to transmit one response Me 1 PDU including zero bit
insertion (80 bits if the FEC/TDC function is not se-
lected), or one FEC-coded response.TYPe 1 pDU (16S
bits), or one FEC/TDC block (384 bits if the ~Ec/~Dc
function is selected). All st”ationson a subnet shall
use the same values in calculating RHD.

b. One RHDo period shall
formula:

RHDO = KT

where:

be calculated by the following

+ E+ T+ S

KT = Keytime delay, which is defined as the time interval
from the start of a transmission event (such as an operation
of a push-to-talk activation of a transmit command) to the
start of the bit synchronization field. KT compensates for
the transmission equipment (radio and COMSEC) start up time

I to allow an end-to-end radio link to be established. The KT
range shall be O to 5.6 seconds in millisecond increments.
The KT parameter shall be the same value for all stations on
the net. The minimum selectable value shall be the time
required by the station experiencing the longest equipment
delay time.

The term E shall be the sum of the following time elements:

(1) The equipment turnaround time that is equal to the
time to change from transmit to receive state, or
the carrier drop-out time, whichever is greater.

(2) The amount of time from when the host delivers the
last bit of data to the transmission channel until
the transmission channel delivers that same last ‘.
bit of data to all receiving stations not more
than one hop away. This time is in addition to
satellite delay timer (ST).

c-3
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(3) The additional transmission time that is required
by the cryptographic function. (See Appendix D-1
or D-2) .

(4) The satellite delay time (ST) parameter that is
required when determining NAD. The ST range shall
be o to 2.o seconds in millisecond increments when
satellite transmission is used. A delay time of
0.0 seconds shall be used when satellite
transmission is not used. The default time for
satellite transmissions is 2.o seconds. The ST
parameter shall be the same value for all stations
on the net.

The term S shall be the sum of the times required to
transmit a Type 1 response pDU (se@ C3.2a), Transmission
Synchronization (see 5.2.1.2) and the Transmission Header
(see 5.3.1).

The term T is a tolerance term that compensates for the
maximum deviation of other parameters. This term shall be
selectable within a range of 0.0 to 0.5 seconds in
millisecond increments, with 0.05 second as its default
.value.

c. The individual addresaed station’s response hold
delay (RHDi) shall be calculated by

PJD.iE (i - 1) XRHDO +E - C

The variable i (where 1 s i s 16) is the individual station’s
position in the destination portion of the address field.

The term C is the cryptographic device preamble time. The
preamble transmission time required by the cryptographic
function may vary, depending on factors such as the COMSEC
approach (-t--l or embedded, =@pm@nt# and transmission
rate. The value can range nominally from 0.30 to 25 seconds
for traditional COMSEC; from 0.36 to 1.6 seconds for narrow-
band COMSEC, and from 0.02 to 4.0 seconds for embedded COMSEC
(as specified in the standard).

The values “for XT, C, E, S, and T can be initialized locally
or learned, using the XID messages described in Appendix E.

C3.3 ~ TP is the time all stations shall wait
before they can schedule the NAD. During this window of time, the ‘.
transmitting station shall wait to receive the anticipated re-
sponse frame(s) , if any, from all the addressed stations. TP
shall equal (E - C) if no immediate ?ype 1 response (TEST, -,
~ or XID) is expected (that is, P-bit set to O). TP shall be
computed after the station’s equipment configuration has been
established. If the equipment configuration is modified, TP shall

C4
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be recomputed using the new parameters. The TP variable settings
shall be the same for all stations on a subnet. A retransmission
shall be executed whenever TP has been exceeded without acknowl-
edgments having been received from all individual and special
destinations. Prior to retransmission, the address field of the
frame shall be modified automatically to delete the destination
station(s) that previously acknowledged the frame. If EDC is
enabled, it is possible for the receiving stations to begin the
NAD at different times as a result of the error correction pro-
cessing time. To ensure that the receiving stations begin their
NADs at the same time, the error correction processing time shall
be subtracted from the calculated TP. Operationally, TP shall be
used as follows:

a. Upon termination of a message transmission that requires
an immediate response, the transmitting station shall
set the TP timer. If the transmitting station does not
receive all the expected responses (TEST, URR, ~, or
XID) within TP, and if the number of transmissions is
less than the Maximum Number of Transmissions data link
parameter, the station shall automatically go into the
retransmission sequence. If any other frame is received.
when a response-type frame (TEST, URR, URNR, or XID) is
expected, procedures for the newly received frame t~e
shall be followed and the TP procedures established for
the previous UI, TEST or XID frame shall be discarded.

b. The TP shell be calculated by all stations on the
net/link as follows. The value of all non-integer
variables (that is, RHDo, E, and C) in the TP equation
are rounded to the nearest one-thousandth. The
calculated value of TP is rouded to the nearest
millisecond.

TP=jx (RHDO)+E-C

where:

j = The total number of destination individual link
addresses for this transmitted frame

TP = (E - C) if no link acknowledgment has been
requested

Note: RHDo, E, and C were previously described.

The TP time at a receiving station shall start at the precise
instant that the last bit of valid data for the last frame in a
possibly concatenated transmission is delivered to the station by
the communication media. The TP time at a transmitting station
shall start at the precise instant that the last bit of valid
data for the last frame in a possibly concatenated transmission
is delivered to the communication media by the station. When
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operating with a communication media that introduces a
significant delay, other than that addressed by Satellite Time,
between the starting time for TPs at transmitting and receiving
stations (e.g., SINCGARS radios 153 millisecond throughput delay
in frequency hopping mode) , the transmitting station shall add
this delay time to its TP so that all stations on the network
will complete their TP timers at the same instant.

C3.4 ~. NAD is defined as the time a station
with a message to send shall wait to send a frame after the TP
timer has expired. NAD discipline is based on an infinite
sequence of “slots” that begin when the TP timer has expired.
Slots are defined to be long enough so that all stations on the
net will detect a station transmitting at the beginning of a slot
prior to the beginning of the next slot. All transmissions,
except the coupled acknowledgements, shall begin at the.start of
the next NAD slot.

There are five schemes for calculating NAD. The five schemes are
defined below. Four schemes (R-NAD, P-NAD, H-NAD AND DAP-NAD)
compute a value F for each station on the net. This F value is
the number of the NAD slot that each station will transmit
whenever it has any information to send.

The random net access delay (R-NAD) scheme provides all stations
with an equal chance to access the network. The prioritized net
access delay (P-NAD) scheme ensures the highest precedence
station with the highest priority message will-access the net
first. In the case of RE-NAD, net access delay is computed by
the radio. With RE-NAD the DTE (DMTD or C41 system) does not
compute net access delay but does schedule channel access
;;~rtunities at which an access attempt can be initiated by the

DAP-NAD, like P-NAD, ensures the highest priority message
will access the net first. It does not ensure first access by
highest precedence station however. The hybrid net access delay
(H-NAD) scheme combines random access with the preferential
access by frame priority. The random and hybrid schemes might
result in a collision (the same NAD value for two stations) . The
P-NAD and DAP-NAD schemes always produce a unique NAD value for
each station. In all of the NAD schemes, if the TP timer is
active, the stations with frames to transmit shall wait for the
TP timer to expire before the NAD is started. If the TP timer is
not active. the station shall calculate its NAD usinq the uroDer
NAD scheme”for the network. Each NAD scheme produce; a se~ o?
allowed access periods. The net may be accessed only at the
beginning of one of those periods. If a station using P-NAD,
DAP-NAD or H-NAD is waiting for its NAD time and a higher ..
priority frame becomes available for transmission, the station
may shorten its NAD time to a time it would have computed if it
had computed its original NAD time using the new, higher frame
priority. Below are the frame reception and transmission
procedures:
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a. A station shall analyze a received frame to determine
if a TP timer must be set. After the frame check
sequence has been verified, the address and control
fields are analyzed. If the received frame is either
an XID, UI, or TEST frame and the poll bit is set to 1,
then a TP timer is set. tiy other pending frames for
transmission shall be placed on hold. If the received
frame was not an XID, UI, or TEST frame with the poll
bit set,a NAD value shall be computed and initiated
after the TP timer expires. An R-N? or H-NAD value
shall be calculated and initiated If the net busy
status is clear. DAP-NAD values need to be
recalculated after each transmission. The values of
all non-integer variables (that is, KT, C, ST, and B)
in the NAD equation are rounded to the nearest
millisecond. The calculated, value of NAD is rounded to
the nearest millisecond.

b. If a station does not have a frame to transmit, it
shall compute a NAD time using routine priority for its
calculations. If the NAD time arrives before a frame
becomes available to transmit or frame(s) are not yet ‘
encoded for transmission, the station shall compute and
use a new NAD time. The starting time for the new NAD
shall be the same as the starting time for the NAD that
was just completed. The F value used in computing the
NAD shall be the sum of the F value used in the NAD
just completed, plus a value dependent on the NAD in
effect.
1)

2)

3)

4)
5)

For P-NAD this value shall be (NS + 1). This
creates another group of NAD slots for all
stations on the network. Adding this value at all
stations pr.eserves the algorithmic collision
prevention property of P-NAD.
For R-NAD this value shall be [(3/4) ● NS + 1].
Adding the same constant value at all stations
preserves the random property of R-NAD.
For H-IUD this value shall be 1 if the station has
an urgent or priority frame to transmit and
(Routine MAX + 1 - Routine MIN) if a station has
only a routine frame(s) or no frame(s) to
transmit. The value 1 preserves the intent of H-
NAD that is to grant preferential net access to
stations with urgent or priority frames to send.
The value (Routine MAX + 1 - Routine MIN)
presenes the random property of H-NAD for
stations with only routine frames to send. ..

For RE-NAD, F is not used.
For DAP-NAD this value shall be (NS). This
creates another group of NAD slots for all
stations on the network. Adding this value at all
stations preserves the algorithmic collision
prevention property of DAP-NAD.
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Downloaded from http://www.everyspec.com



I

I

MIL-STD-188-220A: 27 July 1995

c. All stations on the net shall continue to sense the

I link for data or voice net busy and shall withhold
transmission until the appropriate N~ period has

I expired. NAD shall be calculated using-the

I NAD = F “ Net_Busy_Detect_Time

where Net_Busy_Detect_Time is as defined inI

formula:

C3.1.3.

C3.4.I ~. The R-N~ Calculation I@hod
shall ensure that each station has an equal chance of accessing
the network. The random nature also may provide a resolution if
an access conflict occurs. Each attempt to access the net
potentially can use a NAD value different from the station’s
nrevious value. The inteqer value of F shall be obtained from

I ~seudorandom number gener~tor. The range of the pseudorandom
number depends on the number of stations (NS) in the network.
shall be an integer value (truncated) in a range between O and
(3/4)NS. NS can be learned through the XID join exchange, or
fixed by a system parameter established at initialization.

a

F

I C3.4.2 ~ net a .7s The P-NAD calculation
method shall ensure that the net access precedence order assigned

I to subscribers is preserved. Each station shall calculate three
unique P-NAD values, one for each of the three frame precedence
levels. The integer value of F shall be calculated as:

F = SP+ MP + IS
where:

SP.=

MP =

the station priority:
SP = (subscriber rank -1) for the initial transmission;
and SP = O for subsequent transmissions.

the messaae precedence:
t4P. 0 fo; ail urgent messages;
MP = (NS + 1) for all priority messages;
and MP = 2 x (NS + 1) for all routine meesages,

where NS is the number of subscribers on the network.

IS = the initial/subsequent faCtOr:
IS = O for the initial transmission, and
IS = NS for subsequent transmissions.

Only one station on the net uses the subsequent factor. That is
the station that transmitted last on the net. However,
transmissions of coupled me 1 acknowledgments do not count as ‘-
transmissions for the purpose of determining which station
transmitted last.

C3.4.3 The H-NAD calculation method
ensures that net access delay times are shorter for higher
priority frames, while maintaining equal access chances for all

C-8
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a distinct ranae of Dseudo-. .—
random F values ~etermi~ed by the number”of stations in the
subnetwork, the network percentage of the particular priority
level frames, and the traffic load. The inteqer value of F shall
be calculated as

F=MIN+P.AND *(MAX- MIN)

where:

MAX and MIN are integer values defining the ranges:

FAND=

Urgent_MIN =

Urgent_MA.X =

Priority_MIN .

Priority_MAX .

Routine_MIN =

Routine_MAX .

pseudorandom number in the range 0.0

0, for urgent frames

USIZE + 1, for urgent frames

to 1.0

Urgent_FIAX + 1, for priority frames

Priority_MIN + PSIZE + 1, for priority
frames

Priority_MAX + 1, for routine frames

Routine_MIN + RSIZE

USIZE = the additional number
for urgent frames

PSIZE = the additional number
for priority frames

RSIZE = the additional number
for routine frames

where the minimum MIN/MIU( range size

of

of

of

is

+ 1, for routine frames

random numbers generated

random numbers generated

random numbers generated

2.

The additional range sizes (xSIZE) are integers based on the
percent of frames expected at a specific priority level
(%priority_level) and the number of stations adjusted (ADJ_NS) by
the expected traffic load (TL). NS, %priority_level, and TL, may
be input using the XID frames or by initialization inDut. xSIZE
is rounded to the nearest non-nega~ive integer.

USIZE = SU ● ADJ NS, %U = percentage of urgent frames
(default-25%)

PSIZE = %p ● ADJ NS, %P . percentage of priority frames
(default-25%)

RSIZE = %R ● ADJ NS, %R = percentage Of rOUtine frameS Or
100% - (=U + %P) (default 50%)

c-9
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where the adjusted number of stations increases if the expected
TL is heavy and decreases if the traffic load is light. The
minimum random number ranqe at each of the three priority levels
is 2, so 6 stations are s~btracted from the adjusted
stations.

ADJ_NS = INTEGER (NS ● TL) -6 or = 1 (whichever

where:

TL = 1.2 Heavy Traffic Load
= 1.0 Normal Traffic Load
. 0.8 Light Traffic Load

number of

is greater)

C3.4.4. &@& -.

C3.4.4.1. ~. The radio embedded network
access delay (RE-NAD) DTE data link layer uses a l-persistent
channel access protocol between the DTE (DMTD or C41 system) and
DCE . When the continuous scheduler interval timer (Tc) expires
and the previous series of concatenated frames was successfully
transmitted, a new series of frames is sent to the physical
layer. If there is a pending series of concatenated frames, its
transmission is requested again. It should be noted that the
physical layer holds the series of concatenated frames when
channel access has been denied. If channel access was denied a “
new Tc timer is calculated and channel access for transmission of
the pending series of concatenated frames is requested when the
new Tc timer expires. If a higher precedence individual frame
becomes available for transmission, the concatenated frames shall
be re-built to include the higher precedence frame.

For the Type 1 acknowledgment, the RS-NAD portions in both DTE
and DCE are suspended and channel access is controlled by the RHD
and TP processes. The RE-NAD algorithm is resumed following
expiration of the TP timer.

c3.4.4.l.l. ~. In order to achieve high
performance radio net communication, efficient channel access and
multi-level precedence, a l-persistence RE-NAD algorithm is
implemented in the DTE. This algorithm uses the “continuous
scheduler concept to provide a random distribution of timing for
channel access via the Tc inte?xal timer. The Tc interval timer
is the sum of a fixed interval and a random interval. Toffset is
the fixed interval. The fixed interval is dependent on the local
station’s recent use of the channel and is described more fully I

in C3.4.4.1.2. The random interval is dependent on network $.
population, network connectivity, traffic load and the local
station’s recent use of the channel; . It is discussed in
C3.4.4.1.3 and C3.4.4.l.4.

The value of Tc is recalculated periodically from the expression:

c-lo
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Tc = Toffset + uniform_random (schedint)

The record of transmit traffic load at the local station is
updated after every transmission attempt by the local station,
which modifies the value of Toffset. Thus , TC is to be updated
after every local transmission attempt.

C3.4.4.1.2. of the scbg@il ~r Ou - The parameter
“Toffset” in C3.4.4 .1.1 is a function of the average transmit
duration. A transmission is composed of unnumbered, supervisory
and information frames. Combinations of these frames are
concatenated into a series of frames for transmission. Toffset
is calculated as follows:

Toffset = 2 ● average transmit duration of the series of
concatenated frames

Toffset . 2 ● Ttrans 1.0 c. Toffset <= 10 seconds

where Ttrans . Average concatenated frame transmit duration

The average transmit duration of a series of concatenated frames
is determined from the knowledge of the average length of the
series of frames in bits divided by the effective on the air
information transfer rate. The average length of the series of
concatenated frames is computed based on the length of the last
four series of concatenated frames transmitted by the local
station. Toffset is bounded by 1.0 to throttle the charnel by
not allowing a station continuous access to the channel. The
maximum of 10 seconds places an upper bound on the amount of time
a station must wait between channel access attempts when long
messages on a low rate channel are used. Toffset is to be
updated after every transmission by the local station.

If the scheduler expires and there are no PDUS to transmit, the
number of bits equal to one half the effective on the air
information transfer rate (bps) will be entered into the record
containing the last four transmissions. The value of Ttrans will
default to 0.5 second. This will allow the Toffset parameter to
default to 1 second during extended periods of inactivity.

C3.4.4.1.3. of the The
parameter schedint depends on queue lengths and average
concatenated frame transmit duration as follows:

schedint . Fsched ● Ttrans, min c= schedint c= max

where:

Ttrans . Average concatenated frame transmit duration.
Fsched . Scheduling Factor.
min = 3 seconds; max = 20 seconds.

schedint shall be recomputed after every transmission by the DTE.

c-1 1
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C3.4 .4.1.4. of the The
scheduling factor, Fsched, is based on three other factors: 1)
the Partition Factor, Fpart, 2) the Topology Factor, Ftop, and 3)
the Load Factor, Fload as follows:

Fsched = ( ( T*Ftop) (Fload) )/( (p*Fpart) + D )

such that minc=Fschedc=max

where:
.l?H Sc

T=l 2
P.3 3
13=7 7
min = 1 1
max .= 20 20

FH = Frequency Hopping Mode
SC = Single Channel Mode
T = Topology Coefficient
P = Partition Coefficient
D = Damping Coefficient

and

Fload and Fsched are recomputed after every transmission attempt
by the local station. Fpart and Ftop are computed after a
topology update is generated or received. The T, P and D
coefficients represent a compromise between high throughput and
low delay, while promoting channel stability. The increase in
coefficient T for single channel mode is compensating for the
hidden terminal effect in multi-hop fixed frequency networks.
The minimum value of 1 second has a throttling effect on the
amount of time a station must wait between channel acceas
attempts in a heavily congested, large network with multiple
relayers.

C3.4.4.1.4.1. the P~ .,.of The
Partition Factor is computed in a fully distributed manner by
each node in the net. Partition Factor takes into account the
one-hop comectivities experienced by each node in the net and is
a measure of the connectivity between a node’s neighbors. When a
node’s neighbors are strongly intercomected, i.e., the neighbors
can hear each other, traffic will be routed directly between
neighbors without a need for the node in question to relay the
traffic. However, when a node’s neighbors are weakly
interconnected, for example the neighbors cannot hear each other,
the node in question will see an increase in traffic due to
relaying between neighbors. ..

The Partition Factor takes values between 1 for a strongly
connected network and 7 for a weakly connected network. In the
case of a higher partition factor the channel access scheduling
inte~al is decreased, (the scheduling rate is increased), at
the node doing the calculation, to meet the need for a higher
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percentage of the channel capacity to handle increased relay
traffic. The Partition Factor for a non-relay node is set to 1
without executing the following algorithm.

Partition Factor is computed after a topology change is detected.

ALGORITHN : Calculation of the Partition Factor, Ppart, at

1.

2.

2a.

2b .

3.

4.

5.

6.

7.

node j .

Set the number of neighbors to zero, set
broken links to zero.

For each node i in the network, if there
link from i to j then:

Increment the number of neighbors.

the number of

is a one hop

For each node k in the network, if there is a one hop
link from k to j and there is no one hop link from i to
k then increment the number of broken links.

max links = # of neighbors * (# of neighbors -1)

If max links less than 1 then max links = 1.

Fpart =

Fpart =

FINISH .

The constant 6 in

broken links

Fpart + 1.

* 6 / max links.

aluorithm steD 5 establishes a set of 7
different levels of ~xpected reiaying. Nodes that are expected
to do a significant amount of relaying (because their neighbors
are not strongly connected) will receive the value 7 for Fpart,
which shortens their scheduling interval per the algorithm in
C3.4.4.I.4. Nodes that are not expected to do a significant
amount of relaying (because their neighbors are fully connected,
thus reducing the amount of relaying required and providing a
number of nodes to share relaying responsibilities) will receive
the value 1. This lengthens their scheduling interval Nodes
whose neighbors are neither strongly nor weakly connected are
assigned a value between 1 and 7, exclusive, that depends on the
degree of connectivity between che node’s neighbors. This
provides a total range of 7 values to bias a node’s scheduler,
depending upon the degree of relaying that a node is expected to
do. -.

C3.4.4.1.4.2. The Topology
Factor is computed in a fully distributed manner by each node in
the net. This algorithm computes the ratio of the number of
nodes that are one and two hops away from the node doing the
computation, to the number of neighbors of the node doing the
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computation. Since this is computed at each node in a fully
distributed manner, this enables each node to evaluate its own
situation in the network with respect to competition for the
shared channel. A node with a high ratio of nodes within two
hops to number of neighbors should use a longer scheduling
interval due to the fact that neighbor nodes will have to handle
the relaying traffic between the node under consideration and all
other nodes in the net. =SO, neighbor nodes will experience a
higher ratio of receive collisions since the node in question and
the nodes two hops away are “hidden” from each other and thus
cannot cooperate well in the channel access process.

Topology Factor takes values from 3 for a low ratio of nodes
within two hops to neighbors, and 40 for a high ratio of nodes
two hops to neighbors. In cases of higher Topology Factor values
it ia desirable to use a longer channel access scheduling
interval to reduce the occurrence of channel access contention
and collisions.

Topology Factor is computed after a topology change is detected.

ALGORITHM : Calculation of Topology Factor, Ftop, for node j

1.

2.

3.

3a.

3b .

4.

5.

6.

7.

8.

9.

10.

Set “number of neighbors” Co zero.

Set “hearing within two hops” to zero.

For each node i in the net, if there is a one hop link
from unit i to unit j then

Increment the number of neighbors.

Hearing within two hops = hearing within two hops +
(number of neighbors of unit i) - 1.
(don’t count unit j).

If the number of neighbors is zero then set Ftop . 10.
Go to 8tep 10.

Hearing within 2 hops = hearing within 2 hops + # of
neighbors.

Hearing within 2 hops . (hearing within 2 hops + 6)/4.

Ftop . hearing within two hops/number of neighbors.

If Ftop is less than 3 then Ftop = 3.

If Ftop ie greater than 40 then Ftop = 40.

FINISH .
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The constants 6 and 4 in alqorithm step 6, and the constant 10 in
algorithm step 4 are the de?ault values which, when used in the
Fsched equation (see C3.4.4.1.4), restrict the channel access
opportunities to a stable region offering good throughput and
delay characteristics. The constants 6 and 4 in algorithm step
throttle the scheduler as the number of nodes increases,, which
preserves throughput. The values 6 and 4 give more range when
using integer division than the values 3 and 2, respectively.

C3.4.4.1.4.3. The Load Factor
is computed in a fully distributed manner by every node in the
net . In the transmission header, one byte is dedicated to

6

transmitting the number of messages at the highest priority level
remaining in the information frame queue. The four most
significant bits (MSB) indicate the levelof the highest priority
messaqe. The three least significant. bits (LSB) indicate the
numbe; of frame concatenation’s required to transmit all of the
messages at the above priority level. The four LSB are quantized
as shown in Table C-1.

Table C-1.

Number of Concatenated Frames Required Bit Pattern

0000

0.0 (exclusive) - 0.5 (inclusive) 0001

- 1.0 (inclusive) 0010

1.0 (exclusive) - 2.0 (inclusive) 0011

2.0 (exclusive) - 3.0 (inclusive) 0100

3.0 (exclusive) - 4.0 (inclusive) 0101

4.0 (exclusive) - 5.0 (inclusive) 0110

> 5.0 0111

The Load Factor takes on values such that 1.0 e Fload c 18.0.
The minimum value of 1.0 places an upper limit on the speed of
the scheduler per the Fsched equation in C3.4.4.l.4. The value
of 1S.0 provides a useful range for adaptation of the scheduler ..
due to differing traffic loads, and is divisible by 2 and 3,
resulting in integer ranges for the three different precedence
values. Higher values of the Load Factor indicate that the node
has shorter queues of equal or lesser priority.
load factor,

In cases of high
it is desirable to increase the scheduling interval

to give neighboring nodes with higher priority or longer queues
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of equal priority more opportunities to transmit. The Load
Factor is calculated after every expiration of the scheduler,

I prior to calculation of the next expiration.

I ALGORITHM : Calculation of the Load Factor, Fload.

1. Determine the number of unique neighboring node
priority levels broadcast by all the nodes including
this one. This data is taken from the last
transmission received from each neighboring node.

2. Divide the inte~al 0.0 to 18.0 into eqUal segments,
one per unique announced priority level. The first
segment (0.0 to 9.0 for two levels) is allocated to the
highest priority traffic. Define the Segment Offset as
the lower bound of the chosen segment. For two
precedence levels, the Segment Offset is 0.0 for the
highest precedence and 9.0 for the Lowest Precedence.
Define the Segment width equal to 18.O/Number of
precedence levels. For all three precedence levels,
each precedence level has a segment width of 6.0

3. Each segment is subdivided into n unique levels where n
is the number of unique quantized concatenated frame
lengths reported by the neighboring nodes and the node -
doing the computation. In the case of only one length,
all nodes use the midpoint of the segment. In the case
of multiple lengths, these lengths.are ordered from
longest to shortest (1 -> n). In the following
computation of Load Factor, a node would use a value of
m determined by its position in that ordering. Al1
nodes with the longest quantized length use the value
1, while those with the shortest use the value n for
variable m in the following equation:

Load Factor = Segment offset + (Segment width*m)/(n+l)

Segment Offset is the Lower bound of the segment chosen
by precedence level from step 2.

Segment Width is the maximum Load Factor (18) divided
by the number of unique precedence levels

n is the number of unique quantized queue lengths.

m is this nodes positioning within the ordering of
quantized queue lengths.

C-16
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Table C-2. of the

Node Number I Highest I Quantized Load Factor I

II I Precedence I Queue Length I II
1 Routine 0001 12.0

2 Routine 0001 12.0

3 Routine 0011 6.0

4 Routine 0011 6.0

All nodes compute the load factor in the following manner.

1. There is only 1 unique priority level (Routine) .

2. The Segment is determined to encompass the whole
0->18.

3. The Segment Offset is the lower bound (0).

4. The Segment Width is the entire range (18).

range

5. Two unique Quantized Queue Lengths are noted. The
value of n is set to 2.

6. The unique Quantized Queue Lengths are ordered from
longest to shortest (3,1).

7a. Nodes 1 and 2 note that their positioning in this
sequence is 2 and set m to 2.

7b . Nodes 3 and 4 note that their positioning in this
sequence is first and set m to 1.

8a. Nodes 1 and 2 compute their load factor from the
equation.

Load_Factor . Segment Offset + (Segment Width*m)/(n+l)
. 0 +(18 ● 2)/(2+1)=12

8b . Likewise, Nodes 3 and 4 do the Load Factor computation.

Load_Factor = O + (18 ● 1)/(2+1)=6
..
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Table C-3.

Node Number Highest Quantized Load Factor
Precedence Queue Length

1 Routine 0001 13.5

2 Routine 0001 13.5

3 Urgent 0010 6.0

4 Urgent 0011 3.0

All nodes

1.

2.

3.

4.

Nodes 1

5.

6.

Nodes 3,4

7.

8.

compute the load factor in the following manner.

There are two unique precedence levels (Urgent and
Routine) .

The load Factor Range is divided into two segments O-9,
9-18. The segment O-9 is reserved for Urgent, while
the segment 9-18 is resewed for Routine.

The Segment Offset is the lower bound of the segment.
The Segment Offset is O for Urgent and 9 for Routine.

The Segment Width for both precedence levels is the
entire range (0->18) divided by the number of
precedence levels. Segment Width = 18/2 = 9.

? perform the following computations:

There is only one Quantized Queue Length. Thus ,
e~al to 1 and since there is only 1 length both
and 2 use the first position in the sequence and
to 1.

n is
nodes
set m

Load Factor = Segment Offset + (Segment Width*m)/(N+l)
=9 +(9 * 1)/(1+1)=13.5

perform the following computations.

The unique Quantized Queue Lengths are ordered from
longest to shortest (3,2). There are two unique
lengths which sets the value of n to 2.

Node 3 has a length of 2 which occupies position 2 in ‘-
the ordering of step 7. Because is occupies position
2, the value of m is set to 2.

Load_FacCor =
.

Segment Offset
o +(9

C-18
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I

I

I

I

I

~

Node 4 has length of 3 which occupies position 1 in the
ordering of step 7. Node 4 sets it’s value of m to 1.

Load_Factor = Segment Offset + (Segment Width*m)/(N+l)
. 0 +(9 ● 1)/(2+1)=3

C3.4.4.1.5 The average scheduling
interval of the continuous scheduler is a factor in determining
intranetwork end-to-end delay. In a lightly loaded net the
average end-to-end delay will not be less than the average
scheduling interval. In large nets this contributes to
unnecessarily large end-to-end delay under conditions of low
input load.

This situation is corrected by use of ‘immediate mode” scheduling
under certain specific conditions.

The problem mentioned above is moat obvious in large nets under
conditions of light load. The Topology Factor incorporates net
size in computing the scheduling interval increases as net size
increases. However, in large nets under conditions of light
input load channel utilization is low, yet end-to-end will be
unnecessarily large due to the average scheduling inte=al of the
continuous scheduler.

This situation is corrected using ‘immediate mode” scheduling as
follows:

1. If the message is Type 1 and requires a coupled
acknowledgment, set Tc to 0.0 seconds and initiate an
immediate channel access attempt. If the DCE is busy,
implement the l-persistent DTE-DC channel access
protocol and transmit when the busy period ends. All
stations receiving this transmission will suspend their
Tc timers and observe the Type 1 timing for coupled
acknowledgements.

2. If the scheduler expires and there are no concatenated
frames awaiting transmission, set Immediate Mode true.
Compute and start the next random interval of the
continuous scheduler (Tc).

3. When an information PDU arrives for transmission and
Immediate Mode is true, compute a scheduling interval
as follows:

Tc = 100 msec ..

When this is done, Immediate Mode is reset to false.
The previously scheduled Tc is to be canceled. The 100
msec allows an opportunity for messages which have been
segmented/fragmented/received to be piggy-backed into
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I
the same series of concatenated frames. This increases
efficiency without imposing delay.

4. When the scheduler expires due either to the Tc
scheduled as a result of the immediate mode operation
or due to normal continuous operation, and I-frame(s) ,
S-frame(s), U-frame(s) or a frame concatenation are
pending, perform concatenated frame processing as
normally is done. Compute and start the next random
interval of the continuous scheduler (Tc) in the normal
manner.

5. The TC interval timer set as a result of immediate mode
operation is to be suspended and resumed for voice
operation as is done for continuous mode operation.

C3.4.4.2 ~. When the precedence level of the
transmission changes, the DTE shall set the precedence level of
the new transmission. This precedence level will correspond to
the frame with the highest precedence value within the series of
concatenated frames.

C3 .4.4.3 The presence of
multiple stations on a single random access communications net
requires voice/data Net Busy Sensing and the use of net access
control to reduce the possibility of data collisions on the net.
The combined Data and Voice Nets require cooperation between the
DTE (DMTD or C41 system) and the DCE.

The DCE indicates the presence of receive data and voice by
signaling the following conditions:

Data beinq received,
Voice ope;ation,
Idle/Transmission completed,
Data being transmitted.

The transmission of data by the DTE is allowed only in the
Idle/Transmission completed state.

C3.4.S
-. DAP,NAD is a method of generating Net Access Delays

to control net accesses which provides every subscriber with an
e-al Opportunity (When considering multiple access periods and
ewal message priorities) to use a radiolwireline net. It is
deterministic in that every subscriber has an opportunity to
access the net and given the device, network, and protocol ..
parameter settings, the maximum time for net access can be
calculated.

The mechanism for providing equal net access is to give the first
“access opportunity” (the time at which a subscriber may transmit
a message if one is available) to a different subscriber at each
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I

“net access period” (the time between message transmissions when
all subscribers are determining when to transmit) and to give
later access opportunities to all other subscribers in sequence.
Each subscriber is assigned a Subscriber Rank that is in the
range of 1 to the Number of Subscribers (NS in the equations that
follow) . During the first net access period, subscriber number 1
is given the first access opportunity, subscriber number 2 is
given the second access opportunity, subscriber number 3 the
third access opportunity, etc. After the last subscriber has
been given an access opportunity, subscriber number 1 is again
given an access opportunity, followed by subscriber number 2,
etc. This continues until a subscriber transmits a message. The
subscriber that transmits the message shall place the number of
the next higher subscriber in the First Subscriber Number sub-
field of the Transmission Header. The very next access period
(the first DAP-NAD time slot following the message transmission)
is reserved, such that any node can interrupt the network in case
the network priority is lower than the precedence of the message
they have to transmit. This reserved slot is only used when the
network is in Priority or Routine mode. All nodes having
messages to transmit with a precedence that is greater than the
current network priority would transmit a short Urgent control
frame in the reserved slot. Upon receipt of this Urgent control
frame or detection of a net busy condition during the reserved
slot , all receiving nodes would assume that the network priority
had gone to Urgent and act accordingly. In this manner,
transmissions in the reserved slot would serve to interrupt the
operation of a network operating at Priority”or Routine causing
it to elevate to Urgent mode. The next station authorized to
access the network is the First Station Number specified in the
Transmission Header of the transmission that occurred before
reverting to Urgent mode. Each subscriber calculates ”different
NAD times for each net access period. There are three net
priority modes; urgent, priority and routine. The resened slot
is not provided when the network is in the Urgent mode. The
calculation of the NAD times are discussed in the following
paragraphs.

a. NPf- In The first NS number of access
opportunities of a net access period are reserved for
subscribers that have an urgent message awaiting
transmission. Those subscribers that do not have any urgent
messages awaiting transmission must wait for at least the
NS+l access opportunity before they can transmit. The next
NS number of access opportunities of the net access period
are reserved for subscribers that have a priority (or an
urgent if one has become available since the previous access ‘-
opportunity) message awaiting transmission. Those
subscribers that have only routine messages awaiting
transmission must wait for at least the 2NS+1 acceas
opportunity before transmitting. Those subscribers that
have any messages awaiting transmission, regardless of
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b.

priority, by the 2NS+l access opportunity can transmit when
their calculated access opportunity arrives.

Nix m The first NS number of access
opportunities are reserved for subscribers that have an
urgent or priority message awaiting transmission. Those
subscribers that only have routine messages awaiting
transmission must wait for at least NS+l access opportunity
before they can transmit. Those subscribers that have any
messages, regardless of priority, awaiting transmission by
the NS+l access opportunity can transmit when their
calculated access opportunity arrives. The very first net
access period following completion of the transmission while
in Priority mode shall be reserved for any station with an
Urgent message to notify all other stiscribers to revert
back to Urgent network mode. The subscriber with the
station number matching the First Subscriber Number in the
Transmission Header of the transmission completed just
before the reserved slot shall have the first net access
opportunity. The network shall remain in the Urgent mode
until all station have had an opportunity to access the
network.

c. Net In No access modes are reserved. Any
subscriber that has a message, regardless of priority, can
transmit when their calculated access opportunity arrives.
The very first net accese period following completion of the
transmission shall be resened for any station with an
Urgent or Priority message to cause the network to go to
Urgent mode. If no station transmit during the reserved
slot , the network remains in the mode designated by the Data
Link Precedence field in the Transmission Header provided by
the last station accessing the network. Routine mode
remains in effect until a message is transmitted.

C3.4.5.1. ~ To allow for rapid
recovery (resynchronization) to the DAP-NAD mechanism when
messages are not received correctly due to noise, etc., and to
provide subscribers information about the priority of a message,
a DAP-NAD Information Field has been added to the Transmission
Header. This field defines the next access opportunity. This
field is present in all physical frames. This field contains the
First Subscriber Number subfield which contains the number of the
subscriber that is to have the first net access opportunity at
the next net access period (the one immediately following this
transmission) . The number of the subscriber that has the first
net access opportunity is the variable FSN in the equations ..
below. The DAF-NAD Information Field also contains the Data Link
Precedence subfield which indicates the highest priority of any
message that is contained in the physical frame. It shall
contain the value O if an urgent message “is in the frame, 1 if a
priority but no urgent message is in the frame and 2 if neither
an urgent or priority message is in the frame. The Type 1
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acknowledgment sent in resDonse to a transmission will use the
same Data-Link Precedence and First Subscriber Number as used in
the original message to which the acknowledgment applies. The
variable NP in the equations below shall be set equal to the
content of this subfield for the next net access period. If the
transmission contained multiple frames, the variable NP is set
equal to the highest value in any of the frames. If net busy is
detected in the rese-ed net access period, the network reverts
to the Urgent mode regardless of the setting in the Data Link
Precedence subfield.

C3.4.S.2 ~. A sequence of NADs for each net
access period is generated. A subscriber may transmit a
message(s) when the time following the Timeout Period equals any
one of the terms (NAD values) in the sequence. Equation 1 is
used by each subscriber to calculate its DAP-NADs.

[1) NAIL = F. Net_Busy_Detect_Time for n=l to CO

NAD. is the nth tecm in the sequence of NADs that are associated
with a subscriber during a net access period. Each term (NADI,
NAD,, NAD3, etc.) is a point in time (a delay following the
Timeout Period) at which a subscriber may begin transmitting. If
a subscriber does not begin transmitting at one te~ (e.g. NADZ),
it must wait until at least the next term (e.g. NAD3) before it
can begin transmitting. For the DAP-NAD method, the values of
the terms calculated by a subscriber will be different than the
values of the terms that are calculated by all of the other
subscribers (no two subscribers will have terms with the same
values) . Also, the values of the terms calculated by a
subscriber for one net access period will be different than the
values of the terms calculated by that subscriber for the next
net access period. F. is nth term in a sequence of factors that
when multiplied by Net Busy Detect_Time yields the nth NAD term.
Fn is an integer calculated–per equation 2.

(2) F. = F, + (n-l)NS for n=l to ~

F. is the nth term in a sequence of factors. FL is the first
term in the sequence and is the base from which all the other
terms are calculated. It is calculated per equation 3. NS is
the number of subscribers on the net and is the common difference
between the terms of the sequence. The variable n is an integer
and has a range of 1 to infinity.

(3) F1=Pti.+PxNS ..

F, is the first term in the sequence of factors. The first term
that a subscriber can have is the minimum
offset determined by priority of messages
Fmm is calculated using equation 4. P is
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accounts for message priority. It is calculated using equation

I 5.

(4) F~,m= SN - FSN if SN A FSN, else Fti.= NS+SN-FSN

F.inis the minimum possible factor that a subscriber could have
if messaae urioritv and network priority mode were ignored. SN
is the n~mb~r of the subscriber.- It is an integer, has a range
of 1 to NS, and is assigned at communication initialization.
FSN is the number of the subscriber that has the first net access

I opportunity for the present net acceas period. It is set equal
to the value received in the DAP-NAD information field of the

I Transmission Header of the last transmission on the net.

I (5) P. MP-NPif MPi?NP. else P=O

P is the factor that accounts for priority of messag%s awaiting
transmission. It is used to generate the offset to add to Ftinto
generate F,. MP is a variable indicating the highest priority of
any messages awaiting transmission. It shall have a value of O
if there are any urgent messages awaiting transmission, the value
1 if there are any priority messages and no urgent messages”
awaiting transmission, and the value 2 if there are no urgent or
priority messages awaiting transmission. NP is a variable
indicating the highest priority of any messages contained in the
last transmission on the network. It shall have the value O if
an urgent message was in the last transmission, 1 if a priority
but no urgent message was in the last transmission, and 2 if
neither an urgent or priority message was in the last
transmission.

I C3.4.5.3 Initial Condition State. The above DAP-NAD operations
and equations only apply to subscribers after they are on-line
and have received a message. A subscriber that has just come on
line and has not yet received a message is not in synchronism
with other subscribers (this subscriber has not yet started any
timers and if it had, they would not have been started at the
same time as other subscribers’ timers) . These subscribers shall
be considered to be in the initial condition state. Regardless
of what causes a subscriber to be in the initial condition state,
transmissions must be delayed by at least the time specified by
equation 6 while in that state.

(6) INAD = TP + 3 x NS Net_Busy_Detect_Time

1 INAD (Initial condition state Net Access Delay) is the minimum
time that a subscriber must delay transmission of a message after ‘.
it has become capable of receiving and transmitting messages, but
no more than 20 seconds. The TP in the equation shall be a worst
caae TP, i.e. , as if there had just been a Type 1 message on the
net that required acknowledgment and was addressed to 16
subscribers on the net.
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C3.5. ~ net A station may support this
protocol on a network where both voice and data transmissions are
allowed to occur. When operating in a mixed voice and data
network, voice and data net sharing shall operate in the
following manner:

a.

b.

c.

d.

e.

f.

9.

A receive operation shall be considered a voice
reception unless a valid synchronization pattern (bit
synchronization, frame synchronization or robust frame
synchronization) is identified within 128 bit times (2
frame synchronization times) after the first valid bit
delivered to the station by the communication media. A
receive operation that is less than 0.75 seconds in
length shall be considered a noise burst instead of a
voice reception.

The net shall be synchronized based on RHD and TP
timers, which are driven only by data transmissions and
receptions. Voice receptions and noise bursts shall
not be used for desynchronizing net timers.

A station shall not transmit during a noise burst or a
voice reception. After completion of a voice
reception, a station shall wait at least (E-C)
milliseconds before initiating transmission.

After completion of a voice reception, operation of the
P-NAD net access scheme shall be reinitiated if P-NAD
is being used. P-NAD consists of a sequence of NAD
slot groups. Within each NAD slot group there is one
NAD slot assigned to each station and one slot assigned
to the station that transmitted last. After a voice
reception is completed, the current, partially-
completed NAD slot group and the next complete NAD slot
group shall be used only by stations with urgent-
precedence data transmissions. The NAD slot group
after these groups shall be used only by stations with
urgent-precedence or priority-precedence data
transmissions. Subsequent NAD slot groups may be used
by any station. This presenres the intent of P-NAD,
which is to deterministically avoid collisions and to
ensure that high-precedence traffic is always
transmitted first.

Media access control timers shall not be suspended or
resumed as a result of voice receptions.

..

Data link protocol timers shall be suspended and
resumed as a result of voice receptions.

Relative priorities of voice and data on the net shall
be adjusted by selectively enabling or disabling
physical andior data link concatenation for a station.
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Concatenation may be disabled to give priority to voice
and may be enabled to give priority to data.

. .

I C-26

.

Downloaded from http://www.everyspec.com



MIL-STD-188-220A: 27 July 1995

APPENDIX D

COMMUNICATIONS SECURITY STANDARDS

D1 . GeIEKal.

D1.1 g. This appendix describes the COMSEC interoperability
parameters for the DMTD subsystem. It defines the technical
requirements for backward-compatible (traditional) and forward-
compatible (embedded) interface modes. See classified Appendix
D-2 for additional information.

D1.2 This appendix is a mandatory part of this
MIL-STD. The information contained herein is intended for
compliance.

D1.3 This appendix cannot guarantee the DMTD
user end-to-end interoperability. The selection of COMSEC and
signaling is a function of communications media. Traditional
COMSEC equipment is specific to communications media and may not
be compatible due to signaling differences. The systems integ-
rators and systems planners must ensure that compatible media and
signaling are chosen if interoperability is desired. This COMSEC
specification will provide for interopersbility of the underlying
encryption algorithm.

D2 .

a. (U) 0N431125 WINDSTER Cryptographic Standards
b. (U) DS-68 INDICATOR Cryptographic Standards

D3. ~. Refer to Appendix A.

D4 . The backward-compatible mode applies
when link encryption for DMTD subsystems is provided by external
COMSEC devices. These external COMSEC devices may be standalone
eouiument (such as zhe VINSON and KG-E4) or communications
etiibment With embedded COMSEC (such as”SINaiARS) . The forward-
compatible mode shall apply for all future DMTD subsystems that
will embed COMSEC within the DMTD. The backward-compatible mode
may also be emulated using embedded COMSEC devices. -

..

D5 .

D5.1 The traditional
COMSEC transmission frame shall be composed of the following
components, as shown in Figure D-1. Figure D-1 provides
additional detail to Figure 4a.

D-1
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c)

d)

e)

f)

COMSEC

COMSEC
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Bit Synchronization

Frame Synchronization

Message Indicator

Transmission Synchronization (see 5.2.1.2) .

Data Field {including Transmission Header)

COMSEC Postainble

...........................................-+-..

Sncrypted

COMSEC[:= !Message Transmission \ Data Field COMSEC
BiC , !Indicatoxsynchronization! Including Postamble
Synch ISynch !(Encoded) Trans.Header

COMSECPresmble 1
IZxtexnalI

_ ExternalCOMSEC~

Figure D-1.

D5.1.1 The COMSEC synchronization
field shall consist of three components: a COMSEC bit
synchronization subfield, a COMSEC frame synchronization sub-
field, and a Message Indicator (MI) subfield. This field is used
to achieve cryptographic synchronization over the link.

D5.1.1.1 This subfield
shall be used to provide a signal for achieving bit
synchronization and for indicating activity on a data link to the
receiver. The duration of the bit synchronization field shall be
selectable from 200 milliseconds to 1.5 seconds. The bit
synchronization subfield shall consist of the data-rate clock
signal for the,duration of the subfield.

D5.1.1.2 This subfield
shall be used to provide a framing signal indicating the start of

I

the encoded MI to the receiving station. This subfield shall be
465 bits long, consisting of 31 Phi-encoded bits, as shown in .. .

Figure D-2. Figure D-2 provides additional detail to Figure 4b. I

The Phi patterns are a method of redundantly encoding data bits.
A logical 1 data bit shall be encoded as Phi(l)= 111101011001000, I

and logical O data bit shall be encoded as Phi(0)=
000010100110111. A simple majority voting process may be I
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I

performed at the receiver to decode the Phi-encoded frame pattern
to its original format.

LSB MSB

1111111111111111111111111111110

Figure D-2.
W Phi enmdin9.

D5.1.1.3 This subfield shall
contain the COMSEC-provided MI, “a stream of random bits that are
redundantly encoded using Phi patterns. Cryptographic
synchronization is achieved when the receiver acquires the
correct MI.

D5.1.2 This field,
consisting of the bit synchronization subfield, optional robust
frame synchronization subfield, optional robust frame format
subfield, frame synchronization subfield and the TWC subfield,
shall be as defined in 5.2.1.2.

D5.1.3 This field, including Transmission Header as
defined in 5.3.1, shall be as defined in 5.2.1.3.

D5.1.4 This field shall be used to
provide an end-of-transmission-flag to the COMSEC at the
receiving station. This will be automatically performed by the
COMSEC key generator. Refer to 0N431125, WINDSTER Cryptographic
Standards, or DS-68, INDICTOR Cryptographic Standards, as
appropriate.

D5.1.5 GQMs~r ~ The COMSEC algorithm shall be
backward-compatible with’VINSON and SINCGARS equipment. Refer to
ON431125, WINDSTER Cryptographic Standards.

D5.1.6 The COMSEC shall be operated
in Mode A. The rekey functions shall be performed through the
use of KY-57 rekeys for backward compatibility. Refer to
ON431125, WINDS,TER Cryptographic Standards.

D5.2 The embedded COMSEC
transmission frame shall be composed of the following components,
as shown in Figure D-3.

..
a. Bit synchronization

b. Robust Frame synchronization

c. Robust Frame Format
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d. Frame Synchronization

e. Message Indicator

f. Transmission word count

9. Data Field

h. COMSEC Postamble

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .-
Encrypted

Bit ~ Robust; FIame Message Transmission;~aca ;COMSEC i
Synch; Synch. synch. Indicator Wozdcount :Field ~POsta.uble;

TxansmisBionSynchronization ~& T.”. \
I I

Figure D-3.

D5.2.1 ~ ,. This field shall be used to
provide a signal for achieving bi~ synchronization for the
message as well as the COMSEC, and for indicating activity on a
data link to the receiver. The duration of the bit

I synchronization field shall be as defined in 5.2.1.2.1.1.

D5.2.2 . This field shall be either
the Robust Frame Synchronization field defined in 5.2.1.2.1.2 or
the Frame Synchronization field defined in 5.2.1.2.1.5. In
either case frame synchronization is to be provided for both the
message frame and the COMSEC. When the Robust Frame
Synchronization field is used, the Robust Frame Format field
defined in 5.2.1.2.1.3 also shall be used. The Robust Frame
Format field shall not be used when the Robust Frame
Synchronization field is not used.

D5.2.3 This field shall contain the
MI, a stream of random data that shall be encoded using Golay, as
defined in 5.3.14.1. Cryptographic synchronization is achieved
when the receiver acouires the correct MI. The COMSEC shall
provide
must be
D5.1.1.

D5.2.4
defined

the MI bits. - For backward compatibility, these MI bits ‘-
redundantly encoded using Phi patterns, as described in

This field shall be as
in 5.2.1.2.1.7.

D4

I
I

I
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D5.2.5 This field, including Transmission Header as
defined in 5.3.1, “shall be as defined in 5.2.1.3.

D5.2.6 This field shall be used to
provide an end-of-transmission flag to the COMSEC at the
receiving station. The flag shall be a cryptographic function
and may be used by the data terminal as an end-of-message flag as
well .

D5.2.7 al~. Refer to 0N431125, WINDSTER
Cryptographic Standards.

D5.2.8 of COMSEC shall be operated in
Mode A for all applications. The-rekey functions will be
performed through the use of KY-57 rekeys for backward-
compatibility and will be performed through over-the-air-rekeying
(OTAR) techniques for forward compatibility. Rekey signaling for
OTAR must be supplied by the host equipment. Refer to ON431125,
WINDSTER Cryptographic Standards.

-.
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APPENDIX E

DATA-LINK MANAGEMENT PROCESSES

E1.1 e. This appendix describes the management processes
associated with the data-link layer.

E1.2 ~. This appendix is a mandatory part of MIL-STD-
188-220. The information contained herein is intended for
compliance.

E2 . 1S0 8885, General Purpose XID Frame
Information Field Content and Format.

E3 . The XID Frame Format is used
to request or disseminate data-link information. The XID format
shall be in accordance with ISO 8885. At initialization time, a
station can request link operating parameters that may be
unknown. The XID user message types have been designed to
provide management capabilities at the link layer. However, they
are not required if all the stations on the net have been
configured with link addresses and operating parameters prior to
initialization.

E3-1 ~. The XID PDU shall consist of an originator
address, destination address, control field, and an information
field. The information field of the XID PDU is comprised of the
foxmat identifier, group identifier, and a MIL-STD-188-220
defined message. The format identifier is in the first octet of
the information field and indicates that the XID frame is in
accordance with 1S0 8885. The group identifier shall indicate
that a MIL-sTD-lB8-220 defined message follows. The MIL-STD-188-
220 defined message occupies the remaining portion of the
information field. Table E-1 shows the XID format. All XID
frames contain the MIL-sTD-188-220 defined group identifier that
is designated by the value 255 (the value for user data in ISG
8885) . One of the five MIL-STD-188-220 messages, listed in Table
E-2 and defined in Tables E-3 through E-7, follow the group
identifier field.

I

E3.2 ~. XID command messages (Join .-
Request, Join Accept, Join Reject, Hello, and Goodbye) shall
have the C/I?bit in the source address set to O in the Originator
Address field. The XID response messages (Join Accept and Join
Reject) shall have the C/R bit set to 1.

E-1
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Table E-1. 220

BYTE FIELD NAME L M VALUE
NUMBER s s

B B

1 ORIGINATOR ADDRESS xxxXxxxx 3 to 95; 1 may
also be used for
message 20; 2
may be used for
messages 21-22

2 DESTINATION ADDRESS 3 to 95; 1
allowed in
messages 21-22;
2 allowed in
message 20;
individual,
group, global
and NETCON
addresses for
messages 23-24

3 CONTROL FIELD 1111X101 XID FRAME

4 FORMAT IDENTIFIER 01000001 130 General-
Purpose

5 I GROUP IDENTIFIER I 11111111~ _255

E3.3 The XID command P = 1 (Join Re@est)
shall cause the destination station to respond with an XID
Response PDU with F = 1 (the response PDU does not contain data) .
The XID command message P = 1 with data in the parameter fields
(Join Accept or Join Reject) shall be provided at the earliest
opportunity following the XID Response. The response to an XID
Join Request with P = O shall be a Join Accept or Join Reject
with F = 0. No response is provided to an XID Join Accept. Join
Reject, Hello or Goodbye with P = 0.

E4 . to NI=~ . The parameters to negotiate for
MIL-STD-188-220 are specified and located in the user data
subfield of the XID frame. When the field size exceeds one
octet, octets are transmitted from the most significant octet to

I

the least significant octet. ..

E4.1 ~. MIL-STD-188-220 specific
initialization parameters are contained in the user data subfield
of the XID Join messages (Request, Accept, and Reject) . A new
station’s link address if not preassigned, shall be assigned by
NETCON . An originator of the Join Request may use a special net

E-2
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reserved for temporary use
by a station requesting link address assignment. To request
information, a Parameter field will contain all IS, that
indicates information is being requested.

E4.1.1 ~* me~. Table E-2 lists five XID link
management messages. Three messages are used in the procedure
for a station to request or verify the network operating
parameters. At initialization, a station can eend the Join
Request message, and the NETCON station will either accePt or
reject the request to join. The Hello message allows an
initiating station to announce its link address. The goodbye
message is issued to notify that a station is leaving the net.
Table E-1 shows the XID frame format that precedes the user data
subfield. The user data subfield of each.message is presented in
Tables E-3 through E-7.

I

Ta

E
21

22

23

24

>le E-2. ~.

TITLE~

Join Request Request operating parameters
assignment, validation, Or both

Join Accept Accepts the Join Request.

Join Reject Rejects the Join Request with
errors indicated

Hello Announces link address for an
initiating station

s
Goodbye Announces that initiating

station is leaving che network.

E-3
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NUMBER

2

6

10

11

12

13

14

16

18
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Table E-3. ~P~r ?4.~

FIELD IDENTIFICATION

~

;pecific message content.
~ Identifies the
mit station to be initialized.
.~ Bit map that
identifies the group address(es)
that the station is part of.
~ Identifies the link
address of the station to be
initialized.
~ The type of
sexvice provided by the station.

~ Identifies a
7 bit field which specifies the
format of the transmitted frame.

The FEC, TDC and
Scrambling guidance for use in
building transmission headers.

~ The amount
of time. to detect net busy after
push-to-talk has been initiated.

amount of time that a station
must wait from the push-to-talk
until it can transmit.
K-v m . Equipment dependent
delay time (KT) used in net
access delay time calculations.

—
~IELD
sIZE I
BITS)
r

32

32

8

8

8

r

16

16

16

VALUE

\
Ldentlfler of the
unit.
LSB = 96,
MSB-1 = 126

255 = requesting
3 to 95 . actual
link addresses
255 = requesting
1 = Type-l -
2.Typesland2
3 = Types 1 and 4
4 = Types 1, 2
and 4
255 = requesting,
Robust Frame
Format as defined
in MIL-STD-188-
220( ) Table III.
255 . requesting,
O=NO FEC, NO TDC,

No Scrambling,
l=No FEC, NO ‘TDC,

Scrambling,
2=FEC, No TDC,

No Scrambling,
3=FEC, No TDC,

Scrambling,
4.FEC, TDc,

No Scrambling
5=FEC, TDc,

Scrambling
65535=requested
from O in 1 mse~
increments

65535=requested
from O in 1 mse
Iincrements
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BYTE
NUMBER

20

22

24

26

28

29

30

31
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Table E-3. ~.

1995

(continued)

FIELD IDENTIFICATION

I SIZE
[BIT.9)

transmission. I
ollt-~ The 16

maximum amount of time
required for an R/T to
transition from the transmit I

used to compensate for the
variance of the other
variables in the RHD
formula.
~ The amount
of error correction
processing time required to
be added to the
transmitter’s TP
calculation.
~ The type of net 8
access delay scheme to be
used to accese the net.

~ Identifies 8
the comparative ranking of
stations on the net.

VALUE

from O m 1
msec increments

from O In 1
msec increments

65535=requested
from O in 1
msec increments

65535=requested
O - 500 inset in
1 msec
increments

255 = requested
o- 100 msec in
1 msec
increments

255 = requested
O=R-NAD,
l=P-NAD,
2=H-NAD,
3=DAP-NAD
4=RE-NAD
255 = requested
O=Unused, 1 -
95 actual
values
255 = requested
2 - 95 stations
on the net

. .
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32

33

34

35

36

37

38

40

42

43

45

MIL-STO-188-220A: 27 July 1995

Table E-3. ~. (continued)

FIELD IDENTIFICATION I FIELD I VALUE

calculation. I I
8 255 = requested

Percentage of priority (%P) o - 100%

?rames e~ected in an
average 24-hour period.
Used in the H-NAD
calculation.
~ The amount of 8 255 . requested

net traffic expected. O.normal,
l=heaw.
2=ligh~”

~ Ser~ The 8 255 = requested
maximum amount of time a 1- 254 seconds
transmitter is allowed on
the net.

255 = either OK
Indicates if concatenation O=off, I=on
is allowed at the physical
layer.

255 = either OK
Indicates if concatenation O=off, l=on
is allowed at the data link
layer.

~ Indicates the largest 708 - 3345
information field size bytes
allowed on the net.
m“z~ . The amount 16 65535=requested
of time before a retrans- 1 - 1800
mission is sent. seconds

lYDP2K~ . The maximum 8 255 = requested
number of outstanding 1 - 127
information frames ailowed ] Iacceptable
before a ~ is required. rang;

m~ - ‘he amount 16 255 = requeste~
of time before a retrans- 5 - 120 secondE
mission is sent.
we 4 K~ . The maximum 8 255 = requestec
number of outstanding 5 - 20 frames
information frames allowed
before a DRR is required. I I

E-6
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46

-
NUMBER

2

10

11

12

13

MIL-STD-188-220A: 27 July 1995

Table E-3. (continued)

FIELD IDENTIFICATION FIELD
SIZE
(BITS)

~ Indicates 8 25s . requested ,,
whether a station should O.Always on,
send out any transmissions. l=off,-

2=on but can
select off

Table E-4. ~.

FIELD IDENTIFICATION

specific message content.
~ Identifies the
unit station to be initialized.
~ Bit map that
identifies the arouD address(es)
that the statio~ is-part of.
~ Identifies the link
address of the station to be
initialized.
~ The type of
service provided by the station.

~ Identifies a
7 bit field which specifies the
format of the transmitted frame.

Scrambling guidance for use in
building transmission headers.

-
SIZE
(BITS)

T

32

32

8

8

8

VALUE

identifier of the
unit.
LSB = 96,
MSB-1 = 126

3 to 95 . actual
link addresses

l=Typel
2=Typesland2
3=Typesland4
4=Typesl,2
and 4
Robust Frame
Format as defined
in MIL-STD-188-
220( ) Table III.
O=NO FEC, NO TDC,
No Scrambling,

l=No FEC, NO TDC,
Scrambling,

2=FEC, No TDC,
No Scrambling,

3=FEC, No TDC,
Scrambling,

4=FEC, TDC,
No Scrambling

5.FEC, TDc,

E-7
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Table E-4. ~ur Mt=~ (concinued)

BYTE FIELD IDENTIFICATION FIELD VALUE
NUMBER SIZE

(BITS)
14 ~ The 16 from O m 1

amount of time to detect net msec increments
busy after push-to-talk has
been initiated.

16 ~~- The 16 from O In 1
amount of time that a msec increments
station must wait from the
push-to-talk until it can
transmit.

18 Equipment 16 0 - 5600 in 1
dependent delay time (KT) msec increments
used in net access delay
time calculations.

20 16 from O in 1
msec increments

limQThe amount of time from
the release of the push-to-
talk until the end of
transmission.

22 ~ The 16 from O In 1

24

26

28

29

maximum amount of time

I
msec increments

required for an R/T to
transition from the transmit
state to the receive state.
~ The 16 from O n 1
amount of time from when the msec increments
host provides the first bit
of data until that bit is
transmitted.
~ The factor T 16 0- 500 msec in
used to compensate for the 1 msec
variance of the other increments
variables in the MD
formula. I I
~ The amount 8 0- 100 msec m
of error correction 1 msec
processing time required to

I 1- ‘“

increments
be added to the
transmitter’s TP
calculation.
~ The type of net 8 O=R-NAD,
access delay scheme to be l=P-NAD,
used to access the net. 2=H-NAD,

3=DAP-NAD.

. .
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30
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32

33
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35

36

37

38

40

42

MIL-sTO-188-220A: 27 July

Table E-4. ~t !.1.~.

1995

(continued)

FIELD IDENTIFICATION

~ Identifies
the comparative ranking of
station; on the net.

of $~
Indicates the number of
stations participating on
the net. Used in NAD
calculations.
Ura~nt Per~ . The
percentage of urgent (%U)
frames expected in an
average 24-hour period.
Used in the H-NAD
calculation.

percentage of priority (%P)
frames expected in an
average 24-hour period.
Used in the H-NAD
Calculation.
~ The amount of
net traffic expected.

maximum amount of time a
transmitter is allowed on
the net.

Indicates if concatenation
is allowed at the physical
layer.

Indicates if concatenation
is allowed at the data link

~
~ Indicates the largest
information field size
allowed on the net.
-“ 2 firK~ . The amount
of time before a retrans-
mission is sent.
2YO~2KWiIKiQL . The maximum
number of outstanding
information frames allowed
before a RR is required.

—
FIELD
SIZE
(BITS)

8

8

8

8

8

16

16

VALUE

D=unused,
1 - 95 actual
values
2 - 95 stations
m the net

D - 100%

D - 100%

O=normal,
l.heavy,
2=light
1 - 254 seconds

O=off . l=on

O=off , l=on

708 - 3345
bytes

1 - 1800
seconds

1- 127
acceptable
range

. .
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MIL-STD-188-220A: 27 July 1995

(continued)

BYTE FIELD IDENTIFICATION FIELD VALUE
NUMBER SIZE

(BITS)
43 W“ 4 ACK ~ The amount 16 5 - 120 seconds

of time before a retrans-
mission is sent.

45 Tvp= 4 K ~ The maximum 8 5-20 frames
number of outstanding
information frames allowed
before a DRR is required.

46 ~ Indicates 8 O=Always on,
whether a station should l=off #
send out any transmissions. 2.on but can

select off

Table E-5. JQin Rei?rV t.le~ .

BYTE FIELD IDENTIFICATICIN~ VALUS
NUMBER SIZE

(BITS)
1

— —
8 22

specific message content.
2 ~ Identifies the 32 xdent~f~er of the

Unit station to be initialized. unit.
6 ~ Bit map that 32 LSB = 96,

identifies the group address(es) MSB-1 = 126
that the station is part of.

10 ~ Identifies the link 8 25s . unknown
address of the station to be 3 to 95 = actual
initialized. link.addresses

11 ~ The type of 8 255 = unknown
senrice provided by the station. l.Typel

2.Typesland2
3=~esland4
4 . Types 1, 2
and 4

12 ~ Identifies a 8 255 = unknown,
7 bit field which specifies the Robust Frame
format of the transmitted frame. Format as defined

in MIL-STD-186-
220( ) Table III.

E-10
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MIL-STD-188-220A: 27 July

Table E-5. ~-iepp Me~.

FIELD IDENTIFICATION

The FEC, TDC and
Scrambling guidance for use
in building transmission
headers.

DetI=.F ~ The
amount of time to detect
net busy after push-to-talk
has been initiated.

The amount of time that a
station must wait from the
push-to-talk until it can
transmit.
WY ‘lzalL. Equipment
dependent delay time (~)
used in net access delsy
time calculations.

Ximel-The amount of time
from the release of the
push-to-talk until che end
of transmission.
~ The
maximum amount of time
required for an R/T to
transition from the
transmit state to the
receive state.

amount of time from when
the host provides the first
bit of data until that bit
is transmitted.

1995

(continued)

-
SIZE
(BITS)

8

16

16

16

16

16

16

255 = unknown,
O=NO FEC, NO TDC,

No Scrambling,
l=No FEC, NO TDC,

Scrambling,
2=FEC, No TDC,

No Scrambling,
3=FEC, No TDC,

Scrambling,
4=FEC, TDC,

No Scrambling
5=FEC, TDC,

Scrambling
from O In 1 msec
increments

from O In 1 msec
increments

O - 5600 in 1
msec increments

from O In 1 msec
increments

from O In 1 msec
increments

from O In 1 msec
increments

..
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MIL-STD-188-220A: 27 July 1995

Table E-5. ti R-i~rt M.~ . (continued)

FIELD IDENTIFICATION~
SIZE
(BITS)

Dr Mo& The FEC, TDC and 8
Scrambling guidance for use
in building transmission
headers.

N~V RU9V net--t ~ The 16
amount of tinieto detect
net busy after push-to-talk
has been initiated.

The amount of time that a
station must wait from the
Dush-to-talk until it can I

limdThe amount of time
from the release of the
Dush-to-talk until the end I
;f transmission.

T used to compensate for
the variance if the other
variables in the RHD I
formula . 1
~ The amount 8

255 = unknown,
O=NO FEC, No TDC,
No Scrambling,

l=No FEC, NO TDC,
Scrambling,

2=FEC, No TDC,
No Scrambling,

3=FEC, No TDC,
Scrambling,

4=FEC, TDC,
No Scrambling

5=FEC, TDC,
Scrambling

~rom O xn 1 msec
increments

from O In 1 msec
increments

o- 5600 in 1
msec increments

from O m 1 msec
increments

O - 500 msec in 1
msec increments

O - 100 msec in 1
msec increments

-.

E-12

Downloaded from http://www.everyspec.com



I

~

I

I

—
BYTE

NUMBER

13

14

16

18

20

T

30

31

MIL-STD-188-220A: 27 July 1995

Table E-5. LQi.n Reiect t.1~ . (continued)

FIELD IDENTIFICATION FIELD
SIZE
(BITS)

FDc Mod~~ The FEC, TDC and 8
Scrambling guidance for use
in building transmission
headers.

amount of time to detect
net busy after push-to-talk
has been initiated.

The amount of time that a
station must wait from the
push-to-talk until it can
transmit. I
~ Equipment 16
deDendent delav time (RT)
uskd in net ac;ess delay I
time calculations.

16

lC.indThe amount of time
from the release of the
push-to-talk until the end I
of transmission. I
~ The type of net 8
access delay scheme to be
used to access the net.

the comparative ranking of
stations on the net.

VALUE

255 = unknown,
O=NO FEC, NO TDC,
No Scrambling,

l=No FEC, NO TDC,
Scrambling,

2=FEC, No TDC,
No Scrambling,

3=FEC, No TDC,
Scrambling,

4=FEC, TDc,
No Scrambling

5=FEC, TDC,
Scrambling

trom O In 1 msec
increments

From O m 1 msec
increments

O - 5600 in 1
msec increments

Zrom O m 1 msec
increments

O=R-NAD,
l=P-NAD,
2=H-NAD,
3=DAP-NAD, 4=RE-
NAD
255 = unknown
O=unused,
1 - 95 actual
values

2 - 95 stations
on the net

..
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MIL-STD-188-220A: 27 July 1995

Table E-5. ~ Reisv Me~. (continued).

FIELD IDENTIFICATION

WY M!zck The FEC, TDC and
Scrambling guidance for use
in building transmission
headers.

Npf-Busv De~ The
amount of time to detect
net busy after push-to-talk
has bee; initia~ed.

The amount of time that a
station must wait from the
push-to-talk until it can
transmit.
~ Equipment
dependent delay time (I(T)
used in net access delay
time calculations.

ZiIraLThe amount of time
from the release of the
oush-to-talk until the end
;f transmission.
~ The
~e;centage of urgent (WI)
framee expected in an
average 24-hour period.
Jsed in the H-NAD
calculation.
>~ The
>ercentage of priority (%P)
Erames expected in an
~verage 24-hour period.
Jsed in the H-NAD
calculation.
~ The amount of
let traffic expected.

-

SIZE
(BITS)

8

—

16

16

16

16

8

8

VALUE

255 = unknown,
O=NO FEC, NO TDC,
No Scrambling,

l=No FEC, NO TDC,
Scrambling,

2=FEC, No TDC,
No Scrambling,

3=FEC. No TDC.
Scrambling:’

4=FEC, TDC,
No Scrambling

5=FEC, TDC,
Scrambling

Erom O m 1 msec
increments

Erom O m 1 msec
increments -

0 - 5600 in 1
msec increments

From O m 1 msec
increments

o- 100%

0 - 100%

O=normal,
l=heavy, 2=light

E-14
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MIL-STD-188-220A: 27 July 1995

Table E-5. ~ Reiect (continued)

FIELD IDENTIFICATION I FIELD
SIZE
(BITS)

EIX-~ok The FEC, TDC and B
Scrambling guidance for use
in building transmission
headers.

v Derert T- . The 16
amount of time to detect
net busy after push-to-talk
has been initiated.

16
rhe amount of time that a
station must wait from the
msh-to-talk until it can I
;ransmit

~ Equipment 16
iependent delay time (KT)
lsed in net access delay
:ime calculations.

16

mximum amount of time a
transmitter is allowed on I
:he net.
)
Indicates if concatenation
.s allowed at the physical
.ayer.

:ndicates if concatenation
,s allowed at the data link

VALUE

255 = unknown,
O=NO FEC, NO TDC,
No Scrambling,

l=No FEC, No TDC,
Scrambling,

2=FEC, No TDC,
No Scrambling,

3=FEC, No TDC,
Scrambling,

4=FEC, TDc,
No Scrambling

5=FEC, TDC,
Scrambling

from O m 1 msec
increments

from O n 1 msec
increments -

0- 5600 in 1
msec increments

from O In 1 msec
increments

1- 254 seconds

O=off , l=on

O=off , l=on ..
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MIL-STD-188-220A: 27 July 1995

!

Table E-5, ~. (continued)

BYTE~ FIELD VALUE
TUMBER SIZE

(BITS)
13 The FEC, TDC and

Scrambling guidance for-use O=NO FEC, NO TDC,
in building transmission No Scrambling,
headers. l=No FEC, NO TDC,

Scrambling,
2=FEC, No TDC,

No Scrambling,
3=FEC, No TDC,

Scrambling,
4=FEC, TDc,
No Scrambling

5=FEC, TDC,
Scrambling

14 ~ The 16 from O m 1 msec
amount of time to detect increments
net busy after push-to-talk
has been initiated.

16
The amount of time that a increments
station must wait from the
push-to-talk until it can
transmit.

18 ~ Equipment 16 0 - 5600 in 1
dependent delay time (KT) msec increments
used in net access delay
time calculations.

20
increments

Xim.e.LTheamount of time
from the release of the
push-to-talk until the end
of transmiesion.

38 708 - 3345 bytee
P3. Indicates the
largest information field
size. allowed on the net.

40 mf= 2 ArK ~ The 16 1 - 1800 seconds
amount of time before a
retranemi.ssion is sent.

42 me 2 K ~ The 8 1 - 127
maximum number of acceptable range
outstanding information
frames allowed before a RR
is required.

43 mf’4~ . The 16 5 - 120 seconds
amount of time before a
retransmission is sent.

. .
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MIL-STD-188-220A: 27 July

Table E-5. ~.

1995

(cent

FIELD IDENTIFICATION FIELD
SIZE

I (BITS)
Fnr Mode; The FEC, TDC and 8
Scrambling guidance for use
in building transmission
headers.

Net Busv D.=?eFt ~ The
amount of time to detect

16

net busy after push-to-talk I
has been initiated. I

16
The amount of time that a -
station must wait from the
push-to-talk until it can I
transmit.
~ Equipment
dependent d~la~ time (KT)
used in net access delay
time calculations.

-The amount of time
from the release of the
push-to-talk until the end

16

16

Df transmission. I
4 K windQM-L The 8

naximum number of
wtstanding information
frames allowed before a DRR
is required. I
~ Indicates 8
tihethera station should
send out any transmissions.

2~ A bit map 32
LO identify the field(s)
:hat contained errors.

nued)

255 . unknown,
O=NO FEC, NO TDC,
No Scrambling,

l=No FEC, NO TDC,
Scrambling,

2=FEC, NO TDC,
No Scrambling,

3=FEC, No TDC,
Scrambling,

4=FEC, TDc,
No Scrambling

5=FEC, TDc,
Scrambling

from O In 1 msec
increments

from O m 1 msec
increments

O - 5600 in 1
msec increments

from O In 1 msec
increments

5 - 20 frames

O.Always on,
l=off,
2.on but can

select off

See Figure E-2
for bit-map
meaning.

. .
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MIL-STD-188-220A: 27 July 1995

Table E-6. ~

I BYTE FIELD IDENTIFICATION FIELD VALUE

I
NDMBER SIZE

(BITS)

I 1 Identifies 8 23
specific message content.

I 2 ~dentlfler
the unit station ~o be of the unit
initialized

6 ~ Bit map that 32 LSB = 96

identifies the group MSB-1 = 126

address(es) that the station
is part of.

. .
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MIL-Sl’D-188-220A: 27 July 1995

Table E-7. ~.

NUMBER

J.

2

6

FIELD IDENTIFICATION FIELD SIZE VALUE
(BITS)

Identifies 8 24
specific message content.

Identifies 32 ~dentlfler of
the unit station to be the unit
initialized.

~ Bit map that 32 LSB = 96
identifies the group MSB-1 = 126
address(es) that the station

E4.1.2 u the n.-r~. Three messages are used to
convey network operating parameters. The initializing station
sends the request to join message, and the NETCON replies with
either an accept or reject message. Figure E-1 shows a sample
message exchange when the link address is to be assigned.

E4.1.2.1 In a network that expects a
station to request link operating parameters, one station must be
designated the NETCON station. Only the NETCON will respond to
those requests and therefore eliminate excessive response frames.
The designation of the NETCON station will be done by a network
authority. The data-link address 2 is a special address for the
network control station. All stations can address the network
control station by using that special address. The network
control station may also be assigned an additional individual
data-link address that it shall also recognize. All stations
should be capable of performing the functions of NETCON. An
operator command either at initialization or during normal
operation times may inform the station of its NETCON
responsibility.

E4.1.2.’2 ~. The initializing station
sends to the NETCON station an XID Join Request message, that may
contain the known MIL-sTD-188-220 parameters. MIL-STD-188-220
Darameter fields that are left empty (a bit Dattern of all Is)
indicate a reauest for NETCON to ;U;DIV the ~arameters. The
NETCON statio< compares the MIL-STD~i8~-220 ~arameter fields with
current network operating parameters. If an error is found, a
Join Reject message is sent, entering all of the correct
parameters into the frame and marking the error field to indicate ‘-
the corrected parameters. Figure E-2 shows the error field
indicators. If there is no error. a Join Accent messaae is sent
after entering the
parameter fields.

parameters for”any empty M<L-STD-18~-220

E-19
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MIL-STD-188-220A: 27 July 1995

INITINIZING SYSTI14 NEcCON SYSTF14

EXAMPLE (/1:P ‘1 I

XID P-1
ORIGINATOR: 1 1

D2STINATION: 2
,

USSSAGE #20 (JoinReuuesC) I
- -=n==QN= -1

ORIGINATOR: 2

DESTINATION: 1

I XID P-1

, ORIGINATOR: 2

1 DZETINATION: 1

- KSSSAGE #21 (JOin ACCtPC)

XID RSSFWNSE F-1
I

ORIGINATUR: L
!

DSST1NATION: 2

I
XID P-O

ORIGINATOR: NSIGNEG AS2DRESS

DSST1NATION: GLORAL

MESSAGE I12S(Hello]

I
!

EXAMPLE !42:P - 0

XID P-O
ORIGINATOR, 1

DEST1NATION: 2

-SAGE IW (J.inReaueBt)_
XIDP-O

I ORZGINMUR : 2

I DEsTINATION:1

- KFS@G+ N21 (Join ACCePtl
XID P-O

ORIGINATUR: ASSUINED AOOR.ESS I

D!S5T1NATION: GLQSAL

MESSAGE 1125(Kello)

Au sYsTms

. .

Figure E-1.

I

I
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I

E4.1.3 ~. This message is sent after the link
operating parameters are known and the station is ready to enter
the network. The message contains the link address of the
station entering the network. Address tables within the
receiving station are updated, if necessary, with the new address
information. This message may be sent to up to 16,individual,
group, global and special net controller addresses with or
without the P bit set, following the address mixing rules of
5.3.4.2.2.2.2. The acknowledgement sent in response to an XID
command shall be an XID response PDU with no information field.

E4.1.4 ~. This message is sent by a station to
notify the NETCON and other net subscribers that it is leaving
the net. This message may be sent to UP to 16 individual, group,
global and special net controller addresses with or without the P
bit set, following the address mixing ~les of 5.3.4.2.2.2.2.
The acknowledgement sent in response to an XID command shall be
an XID response PDU. Address tables within the receiving station
are updated, if necessary. If the NETCON receives this message,
it shall update the appropriate internal tables.

When this message is received by a station that has an
a

established Type 2 connection with the source station, the
connection shall be immediately terminated.

ES. ~. The set of join messages makes it possible for
a station to know little about the network configuration when it
is initializing. This flexibility requires some special handling
of the frames.

E5.1 Net-~. MIL-STD-188-220 allows a network
to choose among the net-access delay schemes defined in Appendix
c (C3.4). Each station that operates on the net must use the
same scheme. If the station does not know this information
before initialization, the join network request message allows a
station to learn the net access scheme. In the case that the net
access scheme is unknown the random method will be used for the
XID Join Request message.

E-21
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I

I

o

The Error Indicator field is a 32-bit map identifying
which field(s) are in error.
Bit = O indicates no error in defined field
Bit = 1 indicates error in defined field

Figure E-2.

I
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APPENDIX F

G07&%Y CODING ALGORITHM

F1 . GeneKal.

F1.1 a. This appendix contains amplifying information in
I support of MIL-STD-1L38-220.

I
F1.2 This appendix is not a mandatory part of

I MIL-STD-188-220. “The information contained herein is intended
for

F2 .

guidance only.

F3 . The FEC method requires the
receiver to detect and automatically correct errors in a received
block of information. Extended Golay (24, 12, 8) Coding is used
to provide this error detection and correction in this standard.
The number of errors the receiver can detect and correct depends
on the coding method. The information bits (k) are separated
into blocks that contain both information bits and code bits.
The length of the block, including the information and code bits,
is (n). The code is described as (n,k), where n is the length of
the block and k is the number of information bits in the block.

F4. Gdauxxk. The Golay code is a linear, block, perfect, and
cyclic (23,12) code capable of correcting any combination of
three or fewer errors in a block of 24 digits. The generator
polynomial for this code is recast as polynomials higher order
first

g(x) =x11+x10+x6+Jc5 +X4+*+1

where g(x) is a factor of @ + 1

F4.1 ~-< G~ . The half-rate Golay
code (24,12, 7) is formed by adding a zero fill bit to the Golay
(23, 12) code. Extended Golay is formed by adding an odd parity
bit to the Golay (23,12) code. The (24,12, 8) code is preferable
to the (23,12) because it has a code rate of exactly one-half.
This code rate s~mplifies system timing.

..

F4.2 The Golay code may be imple-
mented in either hardware or software. The hardware implementa-
tion uses shift-registers for encoding and decoding, as described
in F4.2.1 and F4.2.2, respectively. The software implementation
uses a generator matrix and conversion table, as “described in
F4.2.3.

. F-1

Downloaded from http://www.everyspec.com



MIL-sTD-188-220A: 27 ~Uly 1995

. .

Figure F-2.
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F4.2.1 Golay code encoding can be
performed with an n-stage fee~ack shift register with feedback
connections selected according to the coefficients of g(x) A
shift register corresponding to the coefficients of g(x) is shown
in Figure F-1. The k information bits are located at the begin-
ning of the n symbol block code. With the gate open, the infor-
mation bits are loaded into the shift register stages and simul-
taneously into the output channel. At this time the shift
register contains the check symbols. With the gate closed,
register contents are then shifted onto the output channel. The
last n k symbols are the check symbols that form the whole
codeword.

INPUT

T
-..

I .-

1 .:- m
..-

,~g -

1
(

,!

:!

u~~ I I I I

EnccdexC0z9(x)-1+ x2.x4+x5.x6*x 10+~11

Figure F-1.

F4.2.2 The Golay code is decoded using a
number of techniques such as the error-trapping process developed
by T. Kasami. The Kasami error-trapping decoder for the Golay
code is shown in Figure F-2. It works as follows:

1. Gates 1, 3, and 5 are opened, and gates 2 and 4 are
closed. The received codeword r(x) is then shifted ..

into both the 23-stage shift register and the syndrome
register. At the same time, the previously corrected
co~eword is shifted out to

I s(x) = so + SIX + .

I
F-3

the user. The syndrome

. . + S1OX1O
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is then formed and subjected to threshold tests.
2. Gates 1, 4, and 5 are closed and gate 2 is opened.

Gate 3 remains open. The threshold tests occur in the
following order:

a. If ZO is unity, then all the errors are confined
to the 11 high-order positions of r(x) , and S(X)
matches the errors. ZO opens gate 4 and closes
gate 3. Contents of both the 23-stage shift
register and the syndrome shift register are then
shifted 11 times, and the errors are corrected.
Then gate 4 is closed and the contents of the
23-stage shift register are shifted until the
received codeword is in its original position.
The decotier then goes to step 3 below.

b. If ZI is unity, the error pattern in S(x) is the
same as the errors in the 11 high-order bits of
the codeword r(x), and a sin91e error exists at
location x5. Gate 4 is opened and gate 3 is
closed. The counter is preloaded with a count of
2, and both the syndrome shift register and the
23-stage shift register are shifted until the
error in x5 is corrected.. Then gate 4 is closed,
and the contents of the 23-stage shift register
are shifted until the received codeword is in its
original position. The decoder then goes to step
3.

c. If Z2 is unity, the error pattern in S(x) is the
same as the errors in the 11 high-order bits of
the codeword r(x) , and there is a single error in
location x6. The same steps are followed as in b
(above) except that the counter is preloaded with
a count of 3. The decoder then goes to step 3.

d. If neither of the three thresholds is unity, the
decoder goes directly to step 3.

3. Gates 1, 4, and 5 are closed, and gates 2 and 3 are
opened. Contents of both the 23-stage shift register
and the syndrome shift register are then shifted once
to the right. The decoder then goes to step 2.

4. This action continues until step 3 has been executed 46
times. Then the decoder returns to step 1 to process .-
the next received codeword.

The decoder always yields an output. The output is correct if
there were 3 or fewer errors in the received codeword, and
erroneous if there were more than 3 errors in the codeword.

F-4

Downloaded from http://www.everyspec.com



MIL-STD-188-220A: 27 July 1995

I

The transmitting DMTD shall
generate the check bits using the following generator polynomial:

9(X)= X’’+X’D+X’ +X5 +X4+X2+1

Note that using modulo 2 addition,

~23+~= (X11+X10+X6+X5+~~ +x2+1) (XII +X9+X7+X6+X5+X+1) (X+l)

The 11 check bits shall be as derived from the following genera-
tor matrix G:

22$$’9’8>’6’5’4’3’2’1’0987654321 0

Xll .@(x)-

X1’J.g (2)-
/ 119(X)+X .o(x)-

,6 O(x)+x’o .g(x)-

J.g(2)+x9.g(x)-

(x43+x6+x n). g(x)-

(x5*x7+xq. Q(2)-

(24+x6+x8) .E(x)-

(X3+X 5+xe+xq. a@)-

(X2+X4+X 7+X10+X11) .0(X) -

(x +x3 +x5 +x~+xlo+xll) .9(x) -

(1 +X2 +X5 +X6 +X9+X1O+X11). g(x) -

x

;10001110101000 oooooooo-

01100011101010000000000

11110110100001000000000

01111011010000100000000

0011110410100001 0000000

llolioolloooooo 01000000’

01101100110000000100000

00110110011000000010000

11011100011000000001000

10101001011000000000100

10010011111000000000010

10001110101000000000001
\ A /

v w
Pamy Identily

-G

/

where the matrix contains the coefficients of the Dolvnomials on
the left. By interchanging the I and P columns to’ob~ain matrix
T, that is,

G=[P,I](12X2,)= >[I,P],12X2,,= T

I

F-5
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I

T-

70000000000011000111010-

01000000000001100011101

001000000000111 10110100

0001000000000111 1011010

000010000000001 11101101

0000010000001101 1001100

0000001000000110 1100110

,00000001000000 110110011

‘000000001000110 11100011

,000000000100 10101001011

~oooooooooololoo 10011111

‘00000000000 11000111010 1

\ A /
v v
I P

The transmission order and value of the code word bits can be
obtained by matrix multiplication (modulo 2 addition without
carry) aa follows:

[ 1,, INFO BITS Ib‘i,;[“p] = [

INFO BITS,CHECK BITS]

t

(12x23)

t

(1x23)

FIRST BIT TRANSMIT1’ED FIRST BIT TWUWMIT1’ED

“.

F-6
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APPENDIX I

SOURCE DIRECTED RELAY

11.1 -. This appendix describes a procedure for relaying
packets across a CNR intranet using source directed routes. The
intranet is defined as all processors and CNRs within a single
transmission charnel.

11.2 This appendix is a mandatory part of MIL-STD-
188-220. The information contained herein is intended for
compliance.

12. None

13. ov.rvk!d. Intranet relaying is required when nodes
in a intranet need to communicate, but are not nearest neighbors
capable of hearing one another’s radio transmissions.

14. FzQcdKe.

14.1 Source Directed Relay provides a simple
non-dynamic procedure for relaying a packet from an originator to
one or more destinations. The source must calculate the path
through the intranet network to reach each destination. These
paths are based on the topology and connectivity table. The
specific source directed route for each destination must be
encoded into the intranet header. If the routes for two or more
destinations share common links along the paths, the two paths
should be merged together. AS a result of this, the resulting
paths should not have any common nodea.

The address of successive relayers, destinations, and their
associated status bytes are placed in the intranet header in
order of progressing through the spanning tree. Nodes which are
one hop away and destinations only are placed into the Intranet
Header firet with their DES bit set to 1. The next entries into
the Intranet Header are the relay paths which may include nodes
which are relayers and destinations. Each relay path starting at
the source is completed before another relay path with its origin
at the source is begun. Within the status byte for each relayer
the RSL bit is set to 1 and S/I) is set to O. If the relayer is
also a destination in addition to being a relayer, the DES bit is
set to 1. If there are multiple destinations following a
relayer, each of these destination addresses and their status
bytes should be listed sequentially in the header after the relay
node in the header. Within this group the,extension bit within
the destination/relay address field is O for destinations except
the last destination whose extension bit is set to 1. Al1
destinations have their DES bit set to 1.

1-1
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All destinations in the relay path tha- are required to provide
end-to-end intranet acknowledgements hc.7eset the ACK bit in
their status bytes to 1. For all destinations, the DISTANCE field
is set to the number of hops between the originator and the
ultimate destination host for the relay. For nodes that perform
relay and are not destinations for the given relay (REL bit set
and DES unset) , the DISTANCE field has no meaning.

14.2 m-to-end Ar~. End-to-end Acknowledgements
are formed by the ith final destination nodes upon receipt of an
intranet header with ACR bit set in DESTINATION STATUS BYTE for
the ith destination. The MESSAGE ID for the packet to be
acknowledged is retained. The message type is set to 1. The
path between the originator node and the ith destination is
reversed. ml intermediate destinations are removed. The path
will contain one originator, one destination, and the relayers.
The DES bit in the status bytes for all relayers is set to O,
indicating they perform relsy only. No data is carried with an
end-to-end acknowledgement packet; just the intranet header.

15. ~. To illustrate Source Directed Relay procedures
consider the sample network link diagram in Figure I-1 and final
spanning tree in Figure I-2. Table 1-1 gives specific addresses
for the nodes labeled A, B, C, D, E, F, G and H. To maintain
consistency with other sections of MIL-sTD-188-220, the least .
significant bit (LSB) is presented to the left of the figures in
this appendix.

Figure

I-2
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15.1. ~ Assume that node A has a packet bound for node
G alone. Node A’s Sparse Spanning Tree provides the following
potential paths to Node G: A-B-E-G, A-C-E-G, A-C-F-G and A-D-F-
G. Assuming that all paths have the same quality and cost, any
path may be selected by Node A. In this example, path A-B-E-G is
selected.

Figure I-2. ~ far

Table I-1.

Node LSB MSB
A x 1 1 0 0 0 0 0
B x o 0 1 0 0 0 0
c x 1 0 1 0 0 0 0
D x o 1 1 0 0 0 0
E x 1 1 1 0 0 0 0
F x o 0 0 1 0 0 0
G x 1 0 0 1 0 0 0
l-l x o 1 0 1 0 0 0

Address
3
4
5
6
7
8
9
10

The following values are assigned to the Intranet Header in
example 1:

MESSAGE TYPE = 4 (IP Packet)
TYPE_OF_SERVICE = 0000 0000
MESSAGE ID = 1
MAX HOP COUNT = 3 (Distance from
ORI~INA~OR ADDRESS = 3 (node A)
STATUS BYTE 1 = 10010000 (DIS=l,
DESTINATION 1
STATUS BYTE 2
DESTINATION 2
STATUS BYTE 3
DESTINATION 3
HEADER LENGTH

= 4 (node B)
= 01010000 (DIS=2,
= 7 (node E)
= 11000010 (DIS=3,
. 9 (node G)
. 12 octets

I-3

node A to node G)

REL=Yes, DES=NO, ACK=NO)

REL=Yes, DES=NO, ACK=NO)

REL=No , DES=Yes, ACK=NO)

. .
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Figure I-3 shows the complete Intranet “eader for example 1.
Note that the LSB in all destination an.-.ressesis O except for

I the last destination address (node G) .

0 1 2 3 4 5 6 7
LSB MSB

VERSION NOMBER MESSAGE TYPE
0000 0010

INTIWNET HEADER LENGTH
o 0 1 1 0 0 0 0

TYPE OF SERVICE
000000 00

MESSAGE IDENTIFICATION NUMBER
100000 00
MAX HOP CODNT SPARE

1100 0000
ORIGINATOR ADDRESS

01 1 0“0000
DESTINATION/RELAY STATUS BYTE 1

1 0 0 1 0 0 0 0
DESTINATIONIRELAY ADDRESS 1

00 0 1 0 0 0 0
DESTINATION/RELAY STATUS-BYTE 2

01 0 1 0 000
DESTINATION/RELAY ADDRESS 2

01 1 1 0 000
DESTINATION/RELAY STATUS BYTE 3

11 0 0 0 010
DESTINATION/RELAY ADDRESS 3

1 1 0 0 1 0 0 0

FiWre I-3. ~

I r5.2. ~ Assume that node A has a packet bound for
nodes G and H. Node A’s Sparse Spanning Tree provides the fol-
lowing potential paths to nodes G and H: A-B-E-G, A-C-E-G, A-C-

1 F-G, A-C-F-H, A-D-F-G, and A-D-F-H. Of these potential paths,
the most economical choices are those that use-node F for relay-
ing: A-C-F-G, A-D-F-G, A-C-F-H, and A-D-F-H. Although paths ALB-
E-G and A-C-E-G are viable paths to node G, they would unneces-
sarily increase processing at nodes B and E, and would increase
the size of the Intranet Header in this example. In this example
the selected paths are A-C-F-G and A-C-F-H. ..

I-4
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The following values are assigned to the Intranet
example 2:

MESSAGE TYPE = 4 (IP Packet)
TYPE OF SERVICE = 0000 0000

Header in

MESS~GE-ID = 2
w HOP COUNT = 3 (Distance from node A to nodes G and H)
ORI~INA~OR ADDREss = 3 (node A)
STATUS BYTE 1 =
DESTINATION 1 =
STATOS BYTE 2 =
DESTINATION 2 =
STATUS BYTE 3 =
DESTINATION 3 =
STATUS BYTE 4 =
DESTINATION 4 =
HEADER LENGTH =

I
Fiuure I-4 shows the
No;e that the LSB in

I the last destination

10010000 (DIS=l, REL=Yes, DES=NO, ACK=NO)
4 (node C)
O1O1OOOO (DIS=2, REL=Yes, DES=NO, ACK=NO)
8 (node F)
11OOOO1O (DIS=3, REL=No, DES=Yes, ACK.NO)
9 (node G)
11000010 (DIS=3, REL=No, DES=Yes, ACK=NO)
10 (node H)
14 octets

complete Intranet Header for example 2.
all destination addresses is O except for
address (node H) .

..

I-5
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0 -I I 2
I

3 4
I

5 6 7
LSB MSB

VERSION NUMBER ‘ MESSAGE TYPE
o 000 0 0 1 0

INTRANET HEADER LENGTH
o 1 1 1 0 0 0 0

TYPE OF SERVICE
o 0 0 0 0 0 0 0

MESSAGE IDENTIFICATION NUMBER
o 1 0 0 0 0 0 0
MAX HOP COUNT sPARE

1 1 0 0 0 0 0 0

ORIGINATOR ADDRESS
01 1 0 0 0 0 0

DESTINATION/=LAY STATUS BYTE 1
1 0 0 1 0000

DESTINATION/RELAY M)DRESS 1
0 0 0 1 0 0 0 0

DESTINATION/RELAY STATUS BYTE 2
0 1 0 1 0 0 00

DESTINATION/RELAY ADDRESS 2
0 0 0 0 1 0 0 0

DESTINATION/RELAY STATUS BYTE 3
1 1 0 0 0 0 1 0

DESTINATION/REl.AAYADDRESS 3

10 1 0 i 1 0 0 0
DESTINATION/RELAY STATUS BYTE 4

1 1 000010
DESTINATION/RELAY ADDRESS 4

1 0 1 0 1 000

Figure I-4. ~anti

15.3. ~ In the third example, node A wishes to deliver
a Packet to nodes D, E, F, G and H. In this case node A again
would select the most economical path to each destination, taking
into consideration the impacts on network traffic and Intranet
header size. Table I-2 lists the potential and selected paths
from node A to each of the intended destinations.

A similar process would be used to select economical paths to
relay nodes, such as node C.

..
The shortest path to the most

distant nodes G and H are reviewed to determine whether the relay
nodes C and F are also destinations. Note that node F is both a
destination and a relay while node C is a relay node only.

I-6
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Table I-2.

I Destination I Potential I Selected 1
Node I Paths I Path
D A-D A-D
E I A-B-E I A-C-E

A-C-E
F A-C-F A-C-F

A-D-F
G A-B-E-G A-C-F-G

A-C-E-G
A-C-F-G
A-D-F-G

H A-C-F-H A-C-F-H
A-D-F-H

1
The following values are assigned to the Intranet Header in
example 3:

MESSAGE TYPE . 4 (IP Packet)
TYPE_OF_SERVICE = 0000 0000
MESSAGE ID = 3
MAK_HOP COUNT = 3 (Distance from node A to nodes G and H)
ORIGINATOR ADDRESS = 3 (node A)
STATUS BYTE 1 =
DESTINATION 1 =
STATUS BYTE 2 =
DESTINATION 2 =
STATUS BYTE 3 =
DESTINATION 3 =
STATUS BYTE 4 =
DESTINATION 4 =
STATUS By’T!&5 =
DESTINATION 5 =
STATUS BYTE 6 =
DESTINATION 6 =
HEADER LENGTH =

Figure I-5 shows the
Note that the LSB in
the last destination

10000010 (DIS=l, REL=No, DES=Yes, ACK=NO)
6 (node D)
10010000 (DIS=l, REL=Yes, DES=NO, ACK=NO)
5 (node C)
01000010 (DIS=2, REL=No, DES=Yes, ACK=NO)
7 (node E)
01010010 (DIS=2, REL=Yes, DES=Yes, ACK=NO)
8 (node F)
11000010 (DIS=3, REL.No, DES=Yes, ACK.NO)
9 (node G)
11000010 (DIS=3, REL=No, DES=Yes, ACK=NO)
10 (node H)
18 octets

complete Intranet Header for example 3.
all destination addresses is O except for
address (node H) .

I-7
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0 1 2 3 4 5

I

6 7
LSB MSB

VERSION NUMBER I MESSAGE TYPE
o 0 0 0 I o 0 1 0

INTRANET HEADER LENGTH
o 1 0 0 1 0 0 0

TYPE OF SERVICE
o 0 0 0 0 0 0 0

MESSAGE IDENTIFICATION NUMBER
11 0 00000
MAX HOP COUNT SPARE

1 1 0 0 0 0 0 0
ORIGINATOR ADDRESS

o 1 1 0 0 0 0 0
DESTINATIONIRELAY STATUS BYTE 1

1 0 0 0 0 0 1 0
DESTINATION/RELAY ADDRESS 1

00 1 1 0 0 0 0
DESTINATION/RELAY STATUS BYTE 2

1 0 0 1 0 0 0 0
DESTINATION/REIilY ADDRESS 2

0 1 0 1 0 0 0 0
DESTINATION/RELAY STATUS BYTE 3

0 1 0 0 0 0 1 0
DESTINATION/RELAY ADDRESS 3

o 1 1 1 0 0 0 0
DESTINATION/RELAY STATUS BYTE 4

I o 1 0“1 o 0 1 0
DESTINATION/RELAY ADDRSSS 4

0 0 001000
DESTINATION/RELAY STATUS BYTE 5

1 1 0 0 0 0 1 0
DESTINATIONIRELAY ADDRESS 5

t

o 1 0 Ci 1 0 0 0
DESTINATION/lUILAY STATUS BYTE 6

1 1 0 0 0010
DESTINATION/RSLAY ADDRESS 6

1 0 1 0 1 0 0 0

Figure I-5.

‘.

15.4. ~ Although the separate examples 1,2,3
all have diverse paths, they would =:1 require the same number
data link information frames for delivery (one). The UI, 1, or
DIA frame would be transmitted to each destination

1-8
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simultaneously. Addressed destinations would perform the
required data link layer processing described in 5.3 and pass the
information field of the frame to the Intranet layer for further
processing.

The Intranet header is scanned for the node’s data link layer
address. When found, the previous octet - the Destination/Relay
Status byte - is inspected. If the Relay bit is not set and the
destination bit is set, the data portion following the Intranet
header is passed to the next higher protocol layer for further
processing. If the Relay bit is set, Relay Processing is
required. If both the Relay bit and the Destination bit are set,
Relay processing is performed before the pasaing data portion of
the frame tq the next higher protocol layer for further
processing. Relay processing involves the following steps:

1. Scan forward until the relayer node sees it’s own address.

2. Scan toward the end of the header looking for all nodes
whose DES bit is set and whose distance is one hop greater
than your own. Terminate the scan when a distance less than
or equal to your own or the en~ of the header is found.
Save the addresses.

3. While scanning forward until a hop distance less than or
e~al to your own is found, find all relay addresses that
are one hop away from your address and save these addresses.

4. Remove all duplicate saved addresses and pass the remaining
addresses to the data link layer to form a multi-addressed
information frame containing the Intranet header and data.

The following sections discuss the relay processing at each of
the downstream relayers in Example 3. There are two options when
filling out the Intranet Header Address Field at the relay nodes.
The relay nodes may copy the Address Field and place it into the
relay packet intact or they may delete the addresses which have
no impact on forwarding or return of a network layer
acknowledgment. If the implementor chooses to leave the address
field intact, the address field in Figure I-5 is used at every
relayer. If the implementor chooses to comprees the address
field to save,transmitted bytes, the following paragraphs dictate
the method for compression. There is no interoperability problem
regardless of which of these two methods are implemented.

15.4.I ~ Node C is a relay node, but
not a destination node. Node C is responsible for relaying the ..
information to nodes E F, G and H.

I-9
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Node C assigns the following values to the Intranet Header in

I

example 3:

MESSAGE TYPE = 4 (IP Packet)
I TYPE_OF_SERVICE = 0000 0000

MESSAGE ID = 3

.

.

.

.

.

.

.

.

.

.

.

MAK_HOP_COUNT = 2 (Original MAK_HOP_CO~ - 1)
ORIGINATOR ADDRESS = 3 (node A)
STATUS BYTE 1
DESTINATION 1
STATUS BYTE 2
DESTINATION 2
STATUS BYTE 3
DESTINATION 3
STATUS BYTE 4
DESTINATION 4
STATUS BYTE 5
DESTINATION 5
HEADER LENGTH

1001OOOO (DIS=l, REL=Yes, Des=No, ACK=NO)
5 (node C)
01000010 (DIS=2, REL=No, DES=Yes, ACK=NO)
7 (node E)
01010010 (DIS=2, REL=Yes, DES=Yes, ACK=NO)
8 (node F)
11OOOO1O (DIS=3, REL=No, DES=Yes, ACK=NO)
9 (node G)
11000010 (DIS=3, REL=No, DEs=Yes, ACK=NO)
10 (node H)
16 octets

I
Figure I-6 shows the complete Intranet Header created by Node C.

15.4.z. ~ Node F is both a
destination and a relayer with relay responsibilities to nodes G
and H. Node F assigns the following values to the Intranet
Header in example 3:

MESSAGE TYPE = 4 (IP Packet)
TYPE_OF_SERVICE = 0000 0000
MESSAGE ID = 3
NAK_HOP COUNT = 1 (Received MAK_HOP_COUNT - 1)
ORIGINATOR ADDRESS . 3 (node A)
STATUS BYTE 1 =
DESTINATION 1 =
STATUS BYTE 2 =
STATUS BYTE 2 =
STATUS BYTE 3 =
DESTINATION 3 =
STATUS BYTE 4 -
DESTINATION 4 =
HEADER LENGTH =

Figure I-7 shows the

10010000 (DIS=l, REL=Yes, DES=NO, ACK=NO)
5 (node C)
01010010 (DIS=2, REL=Yes, DES=Yes, ACK=NO)
8 (node F)
11000010 (DIS=3, REL=No, DES=Yes, ACK=NO)
9 (node G)
11000010 (DIS.3, REL=No, DES=Yes, ACK=NO)
10 (node H)
14 octets

complete Intranet Header created by Node F.

I-lo
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I

I

I

I

!

!

o 1 2 3 4 5 6 7

LSB MSB

VERSION NUMEER MESSAGE TYPE
o 0 0 0 0 0 1 0

INTRANET HEADER LENGTH
o 0 0 0 1 0 0 0

TYPE OF SERVICE
00 0 00000

MESSAGE IDENTIFICATION NUMEER
1 1 0 0 0 0 0 0

MAX HOP COUNT I SPARE
o 1 0 0 I o 000

ORIGINATOR ADDRESS
011000 00

DESTINATION/RELAY STATUS BYTE 1
10 ol”oo QfJ

DESTINATION/RELAY ADDRESS 1
01 0 1 0 0 0 0

DESTINATION/RELAY STATUS BYTE 2
0 1 0“0 o 0 1 0

DESTINATION/RELAY ADDRESS 2
01 1 1 0 0 0 0

DESTINATION/RELAY STATUS BYTE 3
0 1 0 1 0010

DESTINATION/RSLAY ADDRESS 3
0 0 0 0 1 0 0 0

DESTINATION/REI.AAYSTATUS BYTE 4
1 1 0 0 0 0 1 0

DESTINATION/RELAY ADDRESS 4
0 1 0 0 1 000

DESTINATION/RELAY STATUS BYTE 5
1 1 0 0 0 0 1 0

DESTINATION/RELAY ADDRESS 5
1 010100 0

Figure I-6.
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VSRSION NUMBER MESSAGE TYPE
0000 0010

INTRANET HEADER LENGTH
o 1 0 1 0 0 0 0

TYPE OF SERVICE
000000 00

MESSAGE IDENTIFICATION NUMBER
110000 00
MAX HOP COUNT sPARE

1 000 0000
ORIGINATOR ADDRESS

011000 00
DESTINATION/IUWAY STATUS BYTE 1

1 0 0 1 0 0 0 0
DESTINATION/RELAY ADDRESS 1

010100 00
DESTINATION/RELAY STATUS BYTE 2

010010 00
DESTINATION/RELAY STATUS BYTE 4

1 1 0 0 0 0 1 0
DESTINATION/RELAY ADDRESS 4

1 0 1 0 1 0 0 n

Figure I-7.
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APPENIDIX J

ROBUST COMMUNICATIONS PROTOCOL

J1. General

J1.1. SGQE2e. This appendix describes the interoperability and
technical requirements for the robust communications protocol for
DMTD subsystems. This appendix applies only to HAVEQUICK II
compatible systems that require interoperability with radios that
do not have data buffering or synchronization capability.

J1.2 @Dlicat ion. This appendix is not a mandatory part of
this MIL-STD. The information contained herein is intended for
guidance only.

J2 . ADDliCSble !20cuments. This section is not applicable to
this appendix.

S3. Jntroduct ion. This physical layer protocol provides the
additional processing to aid the transfer of secure and non-
secure digital data when concatenated with the link processing of
the MIL-STD-188-220 protocol. The additional processing of this
protocol allows for a higher level protocol with an error
correcting capability equal to rate 1/2 Golay. to transfer a burst
of data containing up to 67,200 data symbols with better than.90%
probability of success in a single transmission, this being over
an active ARC-164 link with a random bit error rate of 0.1 or
less. The second goal of this physical protocol is for the
required performance to be achieved entirely in software using
current systems with modest processing capability.

J3.1 Phvw icai Protocol como~ Three individually selectable
processes are used to meet the pe~formance requirement. The first
is the application of rate 1/3 convolutional coding to combat
high random bit error rates. The second is a provision for data
scrambling. Scrambling at the physical layer is implemented
SiDIPIY as the multiplication of the transmit data with a pseudo
random bit pattern. The third is a packetizing scheme that allows
for the re-transmission of the data that was lost due to an ARC-
164 frequency hop. The re-transmission is performed, and data
recovered within the data burst and the data interruption is
transparent to the higher level protocol. ‘IIIiS packetizing scheme .-
has been dubbed the Multi-Dwell protocol because it was
formulated to allow a message to be transmitted over multiple
ARC-164 hop dwells.

J3.2 Outional rate 1/3 conVolu tional codinq The transmitting
convolutional encoder generates three output bits for each input

J-1
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information bit. Figure J-1 shows an example of the encoding
process for a constraint length (K) of 3. The encoder consists
of a shift register equal in length to the constraint length.
The data to encode is shifted from left to right one bit at a
time. After each shift, three output bits are generated using
the Gl, G2, and G3 polynomials. The three encoded output bits
are generated in the Gl, G2, G3 order. The G2 output shall be
inverted to provide some data scrambling capability. The
convolutional encoding shift register is initialized to a state
of zero when a transmission is requested. The first output bits
are generated when the shift register contains the first upper
layer bit to transmit, followed by all zeros. Upon detection of
the robust synchronization pattern, the Viterbi decoder is
initialized to make use of the knowledge of the initial encoder
shift register state.

Input

‘ output

Figure J-1. G2 -.

Table J-1 lists the generator polynomials used for the three
specified constraint lengths. The most significant bits of the
octal representation of each polynomial are ueed for each
polynomial.

Table J-1. ~al Co~na Gene~ PolynQm@J@ (oc~.
. .

Constraint Length G1 G2 G3
3 5 7 7
5 52 66 76
7 554 624 764

J-2
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correcting capability of rateFigure J-2 shows
1/3 convolutional coding in a random error environment using the
viterbi decoding algorithm with hard decisions. The performance
was achieved using a trace back buffer length of 16, 32, and 64
for constraint lengths 3, 5, and 7 respectively. If the
demodulator and decoder are components of the same subsystem,
soft decision information from the demodulator can be used to
further enhance the performance.

FIAIEl@ViTERBl DECODEHARDD=ISIONS

1

+ 0.1
>

El

K=3
o
a
u K=5
m 0.01

x=7

0.001
ymwew~ am=?:
o -. Ooc?’+

0222 0000

CHANNEL BER

Figure J-2. Rate 1/3 Con olut~lv’ Codinu Perfozmdnce
~qths 3, 5. and 7<

J3.3 Q@.gmal data s~ Physical layer data scrambling
shall use the nseudo random bi~ qenerator suecified in CCI~ V.33
Annex A. The ~hif: register shazl be initi~lized to all zeros
before the first bit of data is scrambled on transmission.
data reception, the descrarbler shift register shall be
initialized to zero before the first received data bit is
descrambled. Figure J-3 shows the of the data
scrambler and descra.mbler.

J3.4 @t ional .-robust lnultl dweu.

J3.4.1
active
format

mlt i-dwell nacket format.
mode, multi-dwell packetizing
of each multi-dwell packet is

J-3

structure

When the

On

ie inARC-164 radio
shall be enabled. The
ehown in Figure J-4. Each
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packet consists of a start of packet (SOP) pattern and a segment
counter followed by 6, 11 or 13 64-bit data segments.

J3.4.2 Multi-dwell SOP field. The SOP pattern is a 32 or 64 bit
long pattern used for multi-dwell packet detection. The maximum
number of bits in error should be set to match the bit error rate
environment. For normal operation, it is recommended that the
maximum number of bits in error be set to 9 for a 64-bit pattern,
and to 3 for a 32-bit pattern. The length of the SOP pattern
shall be determined by bits three and four of the robust frame
format .

I

Figure J-3. ~.

32/64 BIT
SOP SEGMENT COVNTER N

---------------- -------
1
. - 2:3 and 3:5 Uajorlty Voting !
;,t - 3:5 Majority Voting Only ~
----------------- -------l

. .

Figure J-4. Multl D ell.-~ Packet .
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LSB MSB

loloolooll looololllloolol oooollolooloooool lllllololol loollolllol

Figure J-5. M t’-dw 1~ e.

LSB MSB

00000011100100001001001 110101110

Figure J-6. ~ltl d ell 32 blt SOp Dattm-..~ -“

J3.4.3 Multi -dwell seumnt count field. The segment counter is
a modulo 64 count of the firet seqment in the packet. The eix
reouired bits shall be encoded se-l, 3, or 5 B-m (15.7) codewords
de~ending on bits 2, 3 and 4 of the”robust frame fo~t. The

I six-bit segment counter shall occupy the 6 least significant bits
of the seven-bit BC13data field. The most significant bit of the
data field can optionally be ueed as an end of frame flag which,
when set, indicates that data transmission is complete. ‘A multi-
dwell packet marked with an end of frame flag shall contain only
the SOP pattern and the segment count field used to make the
eegment number of the last non-fill data segment transmitted.

J3.4.4 ..W~. Each multi-dwell packet shall
contain .Sor 17 consecutive 64-bit data segments. Unleee a
channel interruption is detected during the transmission of the
packet, each data 8egment shall contai~ the next 64 bits supplied
by the data link layer for transmission. The last multi-dwell
packet shall contain pad bits and segments as necessary to
complete the packet. The transmitted pad data shall be an—..–.. .,alcernaclng one, zero sequence.

J3.4.5 tw’i -dwell hon det~. The physical layer shall have
the means of detecting or predicting communications link outages.

J3.4.6 Multi d ell ~ Data received from the
data link lay~rwfor transmission shall be broken into 64 bit
segments for transmission. The data shall be packetized as
stated in J3.4.1. Packets shall be transmitted consecutively

..

with the packet count subfield containing the count, modulo 64,

of the first segment in the packet until a commun ications link
outage is detected, at which time, the remainder of the data
segments in the currently transmitted packet shall be filled with
an alternating one/zero pattern. If the configurable hop
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time (HRT), is greater than the time remaining to
the transmission of the current packet, the alternating
sequence shall be extended to the end of the HRT period.
is detected durina the multi-dwell nacket

recovery
complete
one/zero
If a hop -_
synchronization field, or ~uring the transmi~sion of the first ““
two segments, the entire packet shall be retransmitted. The
first multi-dwell packet transmitted in a frame shall not contain
the multi-dwell synchronization field. It is assumed that the
segment count of the first packet is zero.

J3.4.6.1 Iionclata recoverv time Derlod. A configurable variable
called the hop recovery time (HRT) shall be used to determine if
the fill data transmitted following a hop must be extended to
ensure that the following multi-dwell synchronization field can
be received. The HRT is defined as the time period from the
begiming of the transmitting radio frequency synthesizer
frequency hop to the time that the bit synchronizer connected to
the receiving radio can reliably demodulate data. Because
different hop detection/ prediction methods flag the hop at
different times relative to the beginning of the transmitting
radio frequency synthesizer frequency slew, the configured HRT
shall be internally adjusted to insure that different DMTDs in a
network can all use the same configurable HRT.

J3.4.6.-2 ~ta transmitted after a hOQ The multi-dwell packet
transmitted directly following a c=ications link outage shall
retransmit data starting with the 64-bit segment preceding the
segment that was being transmitted when the hop was detected.

J3.4.6.3 . .
After the final packet of

the frame is transmitted, without a hop detected during a data
segment containing actual data (not fill data) , da<a transmission
shall be terminated. To prevent receive delays caused by the
receiver not being able to determine that the last data segment
has been received, an optional truncated multi-dwell packet can
be sent with the end of frame flag set. The segment count ‘
associated with the end of frame flag shall mark the last non-
fill data segment transmitted.

J3.4.7 Wtl d ell receive Drocessiag..-w If the multi-dwell flag
was set in the robust synchronization field, the receiver shall
buffer the multi-dwell data packet. The segment count for the
first multi-dwell Dacket in a frame shall be assumed to be O.
After the last packet bit is received, the receiver shall open
the SOP correlator window. When the SOP pattern is recognized,
the segment count is decoded using the combination of majority
and BCIi decoding specified in the robust synchronization field. -.

After each new segment count is decoded, the buffered data for
data segments lower in count than the new segment count are
pasaed on to the next higher layer as received bits. The
segments of the newly received packet are then buffered and held
until it is verified that the buffered segments will not be re-
transmitted.

J-6
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I

J3.4.7.1 Receive end of fr~e detection. The data remining in
the multi-dwell receive data buffer shall be provided to the
higher level protocol when an end of frame condition is detected.
The end of frame condition may be determined by the data
demodulator, the optional multi-dwell end of frame flag, or by a
message from the higher level protocol indicating that message
reception is complete.

J3.4.7.2 9otional soft declslon Infomtion.
,.. When there is a

vezy high link BE12,a SOP pattern may not be recognized or the
segment count may not be correctable. If fewer than three
consecutive segment counts cannot be corrected the correct number
of bite shall be supplied to the upper level protocol as to not
cause a bit slip, and consequently, the loss Of the remaining
data in the frame. If convolutional coding is used with multi-
dwell, it is suggested that soft decision information is supplied
indicating the low quality of the received data resulting from a
missed SOP pattern or an unrecoverable segment count.

J3.4.8 Multl 11
. .“-w malorltv louic o erhead choice.v The choice

of the amount of multi-dwell majority voting (MV) overhead is
dependent on the expected link BER. Table J-2 gives an estimate
of the maximum random BER supported for a 90% probability of
passimg a single frame of length 1536 bits, 7680 bits, and 67,200
bits with no errors introduced due to multi-dwell processing.

Table J-2. ~imum SUDDOrted BER.

segment count w 1536 7680 67,200

1 out of 1 0.055 0.03 0.016
2 out of 3 0.14 0.11 0.07
3 out of 5 0.2 0.14 0.12

J3.4.9 Multi-dwell OV~xkad . The multi-dwell protocol
introduces an overhead that shall be considered in the network
timing calculations. The werheadis a function of the radio hop
rate, the multi-dwell segment count majority voting choice, and
the message length. Table J-3 gives the equation to calculate
the actual worst case realized data rate for each hop rate and
majority logic combination. The numbers in table J-3 were run
with a hop recovery time of 15.625 me, a maximum radio timing
drift over a 1/2 hour period, an instantaneous data rate of 16000 :
bits/second. The actual efficiency will depend upon the exact
implementation, therefore the numbers in Table J-3 should be used
as a guide only. The six-segment multi-dwell packet shall be
used for protocol acknowledgments and other single TDC block
messages. The calculated realized data rate shall be used for

J-7
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the bit rate of all data encapsulated by the multi-dwell
protocol.

Table J-3. Mdtl d ell‘-~ overhead.

HOP Multi-dwelloverheadcalculation
RATE MVl:l.Ilsegmcms MV 2:3.11segmems MV3:5.135cgmcnM MV3:5.6se$mcnrs

o R/((o.3” 1o’”“-’9+1.06) IU((O.3” 10’A”’-’~+l. 16) FU((O.2*1O(4“’-’j+inlnRf((O.1“10fiL--3j+l.36)

1 FJ((o.6*10VL-~’j+l.lo) FU((0.6-10’””’-’h2U2U~((.55*10k’””-3~1.23)Rf@.3”10(”’””-39+140)

2 RJ((0,5”1O’-’-’-’W1.I5)ru((o.5*Io’”’”’-b+l.m WO.7” 10’”’””-’5+1.30) RJ@4”10(W”-55+I.4L3)

3 TU((U5*1O(”L-’-3j+l.20) Rl((o.4*lo’- 1.36) R/((0.8” 10(-L”’-j+ 1.29) R/((o.2* 10(”L”’-3 j+l.56)

4 FU(l.45) R/(1.51) Rf((o.7” 10(+ ‘-* 1.46) ~ W1.85)

ALL R/(1.72) IU(l.72) IU(l.96) IU(2.27)

R = the instantaneous data rate
L = the number of bits to be transmitted

J3.4.9.1 Terminals lackina hon detect ion. The ALL case in Table
J-3 is to show the efficiency of the multi-dwell protocol in
systems where the hop cannot be detected due to hardware or
software limitations. Since there is no hop timing information
available, the DMTD ehall aseume that the radio will hop at every
possible time slot. In these systems, it is assumed that timing
synchronization with the radio will be made by the detection of
the falling edge of the radio delayed push to talk (DPTT) signal
provided by the ARC-164 radio.

J3.5 Robust communicat ions Protocol Network Timinq. The use of
the robust contnunications protocol requires the modification of
the Appendix C type 1 network timing equations. The bit rate,
transmit delays, and receive processing delays are modified by
the robust protocol. For purpoees of robust network timing two
system bit rates are defined. The firet is the channel bit rate
which is represented ae nc. The second is the data link bit rate
which is represented as nl. As an example, if rate 1/3
convolutional coding is applied at the physical layer and the
channel bit rate is 16 khz, the link bit rate would be 5.33 khz.
In this example, an external cryptographic device would transmit
the MI field at n= Hz and an internal cryptographic device would
transmit the MI field at nl Hz. The multi-dwell reduction of nl
is not deterministic but ie bounded. The average multi-dwell nl
is a function of the multi-dwell packet format, the timing of the .-
DMTD transmit request in relation to the radio TRANSEC timing,
and the number of bits to be transmitted. The following
paragraphs addrees the required modifications to the Type 1
network timing equations.

J-8
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J3.5.1 Net buav sen9inq function. Because net busy sensing is
performed at the physical level, there are no modifications to
the net busy sensing timing or methods when using the robust
communications protocol.

Net_Busy_Detect_Time - (KT + C + B + ST)

J3.5.1.1 Wt ime delav (m) . The keytime delay ie not effected
by robust processing. However, when using a HAVEQUICK II radio,
the actual-keytime ~ries from transmission to transmission.

J3.5.1.1.1 Auulicat ion quidance HAVEOUICK II link. The
HAVSQUICK II TRANSEC timing and the DM1’D network timing are not
synchronized. To avoid the lose of critical data, such as the
cryptographic synchronization andor the protocol SOM patterne,
the DMI’Dtransmission timing must be synchronized to the
frequency hops. Generally, the radio provides a delayed push-to-
talk (DP’lT)signal which marks the beginning of a hop dwell with
a 9uaranteed minimum duration. This minimum dwell period is
sufficient to carry the synchronization field of an external
cryptographic device or the robust frame synchronization field
when an internal cryptographic device is used. The time from the
DMI’D transmit request to the assertion of the DP’IT signal is, by
definition, the key delay. For the rnmpoees of network timing,
the maximum delay betwee~ the DMTD t&&ni t request and DPTT ~st
be used ae the key delay.

J3.5.1.2 To device t~>on
,.

nreemble time (c). The
czYPto Preamble transmission time is not effected by robust
processing. Typically, this timing component is only applicable
when using an external crypto device since the DMI’Dhas no
knowledge of data reception until the receiving crypto has
successfully received the crypto preamble.

J3 -5.1.3 ~. me physical level bit
synchronizing end SOM detection functions perfozm the detection
of active data. There is no difference in the timing of this
function when the robust SOM pattern precedes the protocol
message synchronization pattern.

J3.5.1.4 SaLel&&&@cf= delav (ST). The satellite
interface delay iB not effected by robust processing.

J3.5.2 ~. The additional transmission time
required for the robust synchronization field and nl bit rate
reductions add new terms to the response hold delay timing

..

equations. Also additional receive processing delays impact the
internal DM1’D timing calculations.

RHDo -lCT+ E + T + S
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J3.5.2.1 Keytime delay (KT) . The usage of keycime delay for the

I calculation of RHD is not effected by the robust protocol.

J3.5.2.1.1 ADDlication quidance HAVEOUICK 11 Link. Because the
keytime delay varies from transmission to transmission, the
actual key delay will typically be less than the configured key
delay. Also, the DMTD cannot delay the transmission of
synchronization data until the end of the configured keytime
delay period and maintain data synchronization with the radio
hops . AS a result, the transmitting DMTD cannot simply calculate
the time from the DMTD transmit request to the transmission of
the last message bit. A logical signal from the physical layer
to the data link layer indicating the message completion time is
required to insure that the transmitter and receiver(s) use the
same reference point for the calculation of RHD and TP.

J3.5.2.2 Tra Vs (E). The equipment
turnaround time and carrier drop-out time component of E are not
changed by the robust protocol. The HAVEQUICK II radio
introduces additional equipment turnaround time ETI and ET2 as
shown in Figure J-7. The transmit delay from the host to the
transmission of data which is the host processor to DMTD
interface delay, is not changed by the robust protocol. The
additional transmission time that is required by the
cryptographic function is not changed for an external crypto.
For an internal crypto, the MI field will now be transmitted at
the lower nl. The satellite delay time is not changed by the
robust protocol.

J3.5.2.3 RPSDO se transmission time (s)_. The response
transmission t~e is changed by the robust protocol. A type 1
response PDU from the data link layer consiets of the 64 bit
message synchronization field, an optional imbedded MI field, che
168 bit word count and transmission header TDC block, and 384,
160, or 80 bits of acknowledgment data depending on the
selectable use of EOC and TDC. The sum of these components are
transmitted at the lidt data rate (nI). In all response
transmission cases, except for a secure external crypto
transmission with rate 1/3 convolution coding enabled, the
response is short enough that a multi-dwell transmission is not
required. A multi-dwell transmission is required when using an
external crypto and with the selection of rate 1/3 convolutional
coding because “the data may be interrupted by a frequency hop.
Table J-4 gives the maximum number of bits that will be
transmitted at the channel bit rate (~) for the link data sizes
and multi-dwell SOP majority logic choices. These numbers are
for the HOP ALL case, which is the worst case, and for the
highest operational hop rate, hop rate 3. The 139 robust
protocol header bits are included in Table J-4. The numbers in
Table J-4 do not include the “wasted time” shown in Figure J-7.

1
J3-5.2.4 ~. There is no required change in the
tolerance calculation for the robust protocol.

J-10
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J3.5.2.5 Individual resDonse hold delav (RHDJ. The RHDi
equation does not require modification for robust protocol
implementation.

Table J-4. ,-~~ ve.

LINK multi-dwell external crypto response transmission time,
HRT = 15.6 ma, 6 segments/packet

BITS Mv 1:1 MV 2:3 Mv 3:5
FEC rate 1/3 FEC rate 1/3 FEC rate 1/3

HOP RATE HOP ALL HOP RATE HOP ALL HOP RATE HOP ALL
3 3 3

312 2047/nc 2047/nc 2109/nc 2604/nc 2139/nc 3139/nc
392 2047/nc 2478/nC 2109/nc 2604/nC 2139/nc 4143/nc
616 3047/nc 3478/nc 3109/nc 4602/nC 3139/nc 5189/nc

J3.5.2.6 ReSDOnSe transmission eXSmOle. Figure J-7 shows an
example of the ti?ing,of an acknowledgment when an external
cryptographic dev~ce IS used with the HAVEQUICK II radio. The
keytime delay is shown as the period between the assertion of the
DMI’D transmit request and the radio DP’lT signal. The falling
edge of the DP’lT signal marks the beginning of a long hop dwell
that is long enough to contain the crypto preamble time. If an
external crypto device wee not ueed, this long dwell time would
contain the entire acknowledgment. After the crypto bee finished
transmitting the Pft field, the transmitting DMTD begins to supply
data for transmission. Depending on the length of the COMSEC bit
sync field, there may be time to transmit the acknowledgment or
at least the robust synchronization field on the long dwell.
Typically, the COMSEC bit synchronization time is not very
accurate and may be long enough to push the MI field to the end
of the guaranteed long dwell time. For this reason, the DMI’D
typically waits to start data transmission on the first hop dwell
following the long guaranteed dwell. The end of the guaranteed
hop dwell is marked by the possible hop label. The first bit of
the robust SOM pattern is transmitted after the configured hop
recovery time (HRT). During the transmission of the response,
one or more hops may occur which will vary the transmission time
of the acknowledgment. When the reeponee tranerniesion is
complete, the DMI’D de-asserte the transmit request signal. The
radio will de-aesert DPTT after a variable delay (ETI) at a time
synchronized with the hop sequence. After DPTT is de-asserted,
the crypto transmits the postamble so that a hop will not occur =
during the transmission of the postaxnble. The radio RF output
remains active for longer that ie required for the transmission
of the crypto postanble which ie shown as the ET2 time period.
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J3.5.2.7 Estimation ,-~of mul tI 11 nl. Figure J-8 shows an
evle of the nl data rate for a mul~i-dwell transmission with a
channel data rate of 16 kb/s. This is the woret case data rate
reduction which would be experienced with rate 1/3 convolutional
coding, a 64 bit SOP pattern length, and 3 out of 5 majority
logic decoding of the segment count field.

-.
The data rate shown

Figure J-8 is the number of link bits to transmit divided by the
number of channel bits transmitted times the nc. Since rate 1/3
convolutional encoding is used in this example, the maximum lifi
data rate achievable would be 5.33 khz. For short messages, the
radio hop timing at the beginning of the transmission has a
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significant impact on the transmission efficiency. This example
uses 13 segments per packet which is the recommended segment per
packet count for long transmissions using 3 out of 5 majority
logic. This figure and the equations given in Table J-3 are
given as an aid for network throughput estimation and should not
be used for network timing. The bit rate estimating equation used
in Figure J-3 is:

link rate - nc / (0.5*10(-linkbits ● “00003)+ 1.301)

1

DataLinktoPhysicsl Lsyerbtimte3/5 MV,MultMwellhop rste3,wiUI
rate 1/3 cenvdutimal ceding. The equation is 0.5” 1O(4”.OWO3)+ 1.301

E , , ! I

o 50 100 150 m

LkmkMassq9SlzC ln%34bH(fEblacka)

+mm rate

+ Ovgram

+rrilmte

kwgl

Figure J-8. ~ata Rate as a Function of M~ssaue Size.

J3.5.2.8 Receive Proc~~na D-. In order to calculate the
reference point for the RHD and TP timers, the receiving DMI’D
must know the time of arrinl of the last bit of the
transmission. In order to do this, the data link layer normally
determines the last bit of the transmission after decoding the
word count and “tags the arrival of the last data bit from the
physical layer. The physical layer receive delays are dependent
on the DMI’Dhardware and eoftware implementation. The two delay
components are processing delays and data pipeline delays. The
processing delays are independent of the received data rate and ..
the pipeline delays are dependent on the data rate. If the
receive data rate is known, the data link layer can calculate the
time of arrival of the last bit of the message by subtracting off
the processing and pipeline delays. If the received data rate is
not known, it is impossible to convert a pipeline delay from bits
to seconds. The data rate of all non-multi-dwell transmissions

J-13
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is known to be either nc or nc/3 dependent on the use of rate 1/3
convolutional coding. The received data rate of a multi-dwell
transmission is not known. For or this reason, when a multi-
dwell- transmission is received, the physical layer must tag the
time of arrival of the final multi-dwell bit. The physical layer
can determine the time of arrival of the last bit by using the
end of frame flag which is the meet significant bit in the final
multi-dwell segment count field.

The trace back buffer length of the Viterbi decoder introduces a
known pipeline delay in the received data. The length of the
trace back buffer is an implementation choice which is dependent
on the Viterbi decoder architecture.

J3.5.3 Timeout Derlod m. The timeout period is composed of
terms that have already been defined.

J3.5.4 ~ AD. The network accees delay is
alwaye an integer number times the Net_Busy_Detect_Time which has
previously been defined.

J3.6 ~. The physical layer robust protocol introduces
additional transmit and receive delays due to the robust header
and the convolutional decoding pipeline delays. Multi-dwell
packetizing introduces a data rate reduction which varies widely
for short transmissions. The HAVEQUICK II radio introduces
variable delays in the keytime delay and the equipment turn-
around time. To maintain network timing using the type 1 timing
equations, the net busy senee timing and the response
transmission time must be a known constant. In most cases, the
response can be transmitted without using the multi-dwell
packetizing algorithm. When the multi-dwell packetizing. .

I algorltfun mUSt be used to transmit a reeponse, the wOrSt case
time to complete the transmission is used in the response
transmission time comnonent of the term E in RHD. The messaue
transmission time is %riable and is only required to be kno~ at
the end of the transmission. Two additional physical to data
link signals are required to mark
transmitted bit for transmission,
received bit for a reception.

the time of the last
and the time of the last
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APPENDIX K

BOSE - CHAULIHARI - HOCQUENGHEM (15, 7) CODING ALGORITHM

GeneLal.

K1.1 g. This appendix describes a linear block cyclic code
capable of correcting any combination of two or fewer errors in a
block of 15 bits.

K1.2 This appendix is a conditionally mandatory
part of MIL-STD-1E8-220. It is mandatory for implementing Robust
Frame Synchronization with Asynchronous mode operation (described
in 5.2.1.2.1).

K2 . This section is not applicable to
this appendix.

K3 . ~. The BCH (15,7) code is a linear, block,
cyclic, BCH code capable of correcting any combination of two or
fewer errors in a block of 15 bits. The generator polynomial for
this code is

g (x) = 1 + x’ + X6 + x’ +X8

where g(x) is a factor of Xls + 1

K3.1 nr-od~ . BCH (15, 7) encoding can be performed
with an 8 stage feedback shift register with feedback connections
selected according to the coefficients of g(x) . A shift register
corresponding to the coefficients of g(x) is shown in Figure K-1.

Figure K-1. ~~t-y 1=~ for the RrH (15.7) r-.

. .

Figure K-2 illustrates its operation by showing the encoding of
the information vector (1000010) to form the code vector
(10100101 I 01000010), where the parity check sequence is shown
before the partition and the information sequence after. The
information sequence with eight zeros after it (place holders for
the parity bits to be calculated) is shifted into the register

K-1
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0
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00100001

0 0 00

00100001

00010000

1 1 11

1 0 0 110 1 1

01001101

1 1 11

11000110

0 1 100 0 11

0 0 00
01100011

00110001

1“1 11

10111010

01011101

0 0 00
0 10 1 1 10 1

00101110

1 1 11
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Figure K-2.

o

1

1

0

1

0

1

. .

initially (it is really a fifteen bit shift register but only the
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I

I

I

~

I

I

I

I

last eight positions correspond to the coefficients of g(x) and
contain feedback connections) . The operation of the shift
register consists of seven rounds of shift, feedback, and sum
operations. The parity portion of the code vector can then be
read out of the shift register as shown.

K3.2 Because of its special
structure (it is completely orthogonalizable in one step) , the
BCH (15,7) code can be decoded very efficiently with a majority
logic scheme which can be directly implemented in software or
hardware. It is most easily described in terms of the shift
register implementation shown in Figure K-3. With gate 2 open
and qate 1 closed, the received block is read into the shift
regi;ter. the output of the

IGATE 2 ~

r01234.

four modulo 2 summers is sampled by

567 8 9 10 11 12 13 14

‘ 4 INPUT NAJORITY GATE ‘ I

AZ

A3

A4

Figure K-3. Ba

e3 I 11 \ 12/ 14

1 5 13 14

0 2 6~14

7 8 10 14

the majority gate and processed as follows: if a clear majority
of the inputs are ones (three or more) then the output is one, -.
otherwise (if two or fewer inputs are ones) the output is zero.
This output is used to correct the last bit of the shift
register. The corrected bit is output to the receiver and
feedback through gate 2 as the register is-right shifted. The
process is now repeated thirteen times until the last bit is
corrected.

K-3
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