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FOREWORD

1 Tha lmint Tarticral Cammand Cantral and Camoenarni
. l'lc Julll\ laLLl\ul “Ul'll'lql W, WLV QW A

deveioped this standardization handbook with assistance from military
departments, federal agencies, and industry.

2.  Comments (recommendations, additions, deletions) and any pertinent data
that may be of use in improving this document should be addressed to the Director,
Joint Tactical Command, Control and Communications Agency, ATTN: C3A-5TT, Fort
Monmouth, New lersey 07703-5513, by using the self-addressed Standardization
Document Improvement Proposal {DD Form 1426) appearing at the end of this

document or hu lettar,

S AL i ey St

3.  Military communications system technical standards are now published as a
MIL-STD-188 series, under the guidance of the Joint Telecommunications Standards
Steering Group. These standards are subdivided into common jong-hau! and tactical
standards (MIL-STD-188-100 series), tactical standards {(MIL-STD-188-200 series), and
long-haul standards (MIL-STD-188-300 series). Generally, military communications
handbooks are published in the MIL-HDBK-400 series.

4. In digital communications systems, the timing relationship of each pulse to
other pulses inthe same sequentlal stream is fundamental to mterpfetmg the
information contained in the pulses. If time-division multipiexing, time-division
switching, or time-division multiple access systems are used, this time relationship is
a determining factor as to whom the information belongs, as well as what it means.
The loss of proper timing can be catastrophic and cause all received information to
be meaningless. Therefore, it isimperative that effective, survivable, economical
system timing be provided for military digital communications.

5.  Accurate timing is required for certain systems to establish synchronization
under;ammmg conditions to enhance reception or to avoid detection. Without
accurate timing, these systems would not be able to provide these capabilities.

6.  This military handbook is intended to provide assistance in understanding how
timing and synchronization capabilities for Department of Defense duc?atal
communications systems are planned, engineered, procured, and use

7. This military handbook is a companion document to MIL-STD-188-115,
Interoperability and Performance Standards for Communications Timing and
Synchronization Subsystems.

8. Thereferences listed in Section 2, Applicable Documents, offer additional
information.
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1. SCOPE

1.1 Purpose. This handbook has been prepared to assist engineers and staff
planners in understanding military communications timing and synchronization
subsystems. Itis designed to enhance the understanding of the parameters and
characteristics found in the timing and synchronization needs of the military

communications environment.

1.2 Application. This handbook is designed to be used in the planning and
implementation of timing and synchronization for Department of Defense digital
communications systems. It applies to federal-government-owned-and-operated
digital communications systems and does not necessarily apply to leased commercial

REIT LD RSS2y SN LAV IR F LS Lo |

facilities.

1.3 Objective. The objective of this handbook is to provide general technical
information pertaining to communications timing and synchronization subsystems.
Itis to be used with MIL-STD-188-115, interoperatg)ility and Performance Standards
for Communications Timing and Synchronization Subsystems.
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2. APPLICABLE DOCUMENTS

2.1 Government documents

2.1.1 Specifications, standards, and handbooks. The following specifications,
standards, and handbooks form a part of this military handbook (MIL-HDBK) to the
extent specified herein. Unless otherwise specified, the issues of these documents
are those listed in the current issue of the Department of Defense (DoD) Index of
Specifications and Standards (DoDISS) and supplements thereto.

SPECIFICATIONS

MILITARY
MIL-O-553108 Military Specifications, General Specification
for Crystal Oscillators, 10 May 1988
STANDARDS
FEDERAL
FED-STD-1037A Glossary of Telecommunication Terms,
26 June 1986
MILITARY

MIL-STD-188-115 Interoperability and Performance Standards
for Communications Timing and Synchroni-
zation Subsystems, 31 March 1986

[Copies of federal and military specifications, standards, and handbooks are
available from the Naval Publications and Forms Center (ATTN: NPODS), 5801 Tabor
Avenue, Philadelphia, PA 19120-5099.)

2.1.2 Other Government documents, drawings, and publications

DoD

DoDISS Department of Defense Index of Specifications
and Standards

[Copies of the DoDISS are availabie by yearly subscription either from the
Government Printing Office (for hardcopy), or from the Director, Navy Publications
and Printing Service Office, 700 Robbins Avenue, Philadelphia, PA 19111-5093 (for
microfiche copies).]

Defense Communications Engineering Center (DCEC)

Arelicadimem m
AR pitlaliuil o

Positioning System (
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DCEC Discrete Control Correction: A Method for
Technical Comment Timing and Synchronizing a Digital
49-73 Communications System, November 1973
DCEC-EP-1-80 Attributes for Timing for a Digital DCS,
July 1980
DCEC-TR-23-77 DCS H Timing Subsystem, December 1977

{Copies of DCEC publications may be obtained from the Defense Communications
Engineering Center, Derey Engineering Building, 1860 Wiehle Avenue, Reston, VA
22090-5500.)

Air Force Institute of Technology (AFIT)
AFIT/CI/M12-87-17T The Fundamentals of Timing and
Synchronization for Digital Communications
Networks, 25 July 1986

National Institute of Standards and Technology (NIST), U.S. Department of
Commerce [formerly the National Bureau of Standards (NBS)]

NIST NIST Time and Frequency Dissemination
Special Publication 432 Services, 1990

NIST Time and Freguency Users Manual, 1990.
Special Publication 559

NIST Time and Frequency Division, 1977
Technical Note 616

NIST Characterization of Clocks and Oscillators,
Technical Note 1337 1990

(Copies of NIST publications may be obtained from the Superintendent of
Documents, U.S. Government Printing Office, Washington, DC 20402-0001.)

U.S. Army Laboratory Command

SLCET-TR-88-1 Quartz Crystal Resonators and Oscillators for
Frequency Control and Timing Applications,
Revision 4.2, March 1991; ADA231604

2.2 Non-Government publications. The following documents form a part of this
MIL-HDBK to the extent specified herein. Unless otherwise specified, the issues of
these documents, which are DoD adopted, are those listed in the current issue of the
DoDISS. :

Institute of Electrical and Electronic Engineers (IEEE)

IEEE-STD-100 tEEE Standard Dictionary of Electrical and
Electronics Terms, 1988
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IEEE-STD-1139 [EEE Standard Definitions of Physical
Quantities for Fundamental Frequency and
Time Metrology, 1988

(Copies may be ordered from the Institute of Electrical and Electronics Engineers,
Inc., 445 Hoes Lane, P. O. Box 1331, Piscataway, NJ 08854-1331.)

International Telecommunications Union {ITU)
Consultative Committee for International Telegraph and Telephone (CCITT)
CaITT '
Recommendation 0.171  Timing Jitter Measuring Equipment for Digital
Systems, Volume IV, Fascicle IV.4, 1988

International Radio Consultative Committee {CCIR)

CCIR Characterization of Frequency and

Report 580-2 Phase Noise, 1990

CCR Standard-Frequency and Time-Signal
Recommendation 460-4  Emissions, 1990

CCIR International Synchronization of UTC Time
Recommendation 685 Scales, 1990

CCIR Glossary, 1990

Recommendation 636

[Copies of CCITT and CCIR publications may be obtained from the International
Telecommunications Union (iTU), General Secretariat -- Sales Section, Place des
Nations, CH1211 Geneva 20, Switzerland.]

Gerber, E. A. and A. Ballato Precision Frequency Control, Academic Press,
1985*
Harris Corporation DCS Synchronization Subsystem Optimization

Comparison Study, November 1979 (Control
Number DCA 100-77-C-0055), Government
Communication Systems Division,
Melbourne, FL

Kartaschoff, P. Freqtiency and Time, Academic Press, London,
1978

* Copies may be ordered through commercial bookstores.

NOTE: Non-Government standards and other publications usually are available from
the organizations that prepare or distribute them. These standards and publications
also may be available in or through public libraries or other informational services.

2.3 Order of precedence. In the event of a conflict between the text of this MIL-
HDBK and Federal or military standards, the text of the standard(s) shall take
precedence.

5/6
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3. DEFINITIONS

3.1 Acronyms used in this handbook. The acronyms used in this handbook and not

included in FED-STD-1037 are defined as follows:

a.

b.

[g]

AFIT
CNCE
DCEC
DoDD
DoDISS

_ FED-STD

GPS
h

HAVE QUICK

JPL
3SC
LPE
MCS
MCXO

_. MIL-HDBK

"~ MIL-STD

min

military standard

Air Force Institute of Technology
communications nodal control element
Defense Communications Engineering Center
Department of Defense Directive

Department of Defense Index of Specifications and
Standards

federal standard

Global Positioning System

hour(s)

joint tactical anti-jam communications equipment
Jet Propulsion Laboratory

Joint Steering Committee

low probability of exploitation

master control system
microcomputer-compensated crystal oscillator
military handbook
minute(s)

millisecond(s) (10-3 seconds)

Modular Tactical Communications Center

Naval Satellite Operations Center
National Institute of Standards and Technology
nanosecond(s) (10-9 seconds or 10-3 microseconds)

orderwire control unit
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y. -0CXO .. ... .oven-controlled crystal oscillator

2. PLL phase-locked loop

aa. PN pseudonoise

ab. PS positioning system

ac. PTS precise time station

ad. PTT! precise time and time interval

ae. Rb rubidium

af. RbXO rubidium crystal oscillator

ag. - SATCOM satellite communications

ah. SINCGARS Single Channel Ground and Airborne Radio System
ai. SLHC strategic long-haul communications

aj. (S/N) signal-to-noise ratio

ak. SPAWAR ~ Space and Naval Warfare Systems Command
al. TACAMO Navy Airborne VLF/LF Relay Aircraft

am. TCTS tactical communications technical standards
an. TCXO temperature-compensated crystal oscillator
ao. TOD time of day

ap. ..VLBI . very Iong bas_eline_ i_n';erfe'r‘or_n_eﬁrrry i

3.2 Accuragy. Generally equivalent to the systematic uncertainty of a value,
relative to the accepted standard for the value. In the case of time, the accepted
standard for the Department of Defense is the U.S. Naval Observatory {(USNO)
Master Clock.

33 A The relationship between oscillator frequency and time when the
oscnllator ?requency is measured under constant environment, supply voltage, and
load. This long-term frequency change is caused by secular chanues in the
oscillator’s frequency—determmmg elements.

3.4 Alternate clock. A member of a set of redundant clocks that is not normally
actlve in provudmg a tnme phase or frequencty reference, butis held in reserve to

P o~ £ e I PR o st cional slomcle chomeild ol Ar e

Lth: over Lllt-_' IUIILLIUII L UI!'.' principa Aok ivunie prindipa AGOCK 5NoWG 1air OF 50mMc

other contingency should arise. The term is used interchangeably with the term
backup clock.

Fal
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3.5 Ambiquity. The characteristics or property whereby more than one possible
interpretation, management, or value satisfies theé conditions stated. A clock that
displays 3-hours 5 minutes could be indicating that time for eithera.m., p.m., or for
any day. Furtherinformation is required to remove the ambiguity if it causes any
problems. In a system where the additional information is already available, it is not
necessary for it to be supplied by the clock (see time ambiguity).

3.6 Calibration. The process of identifying and measuring errors, and either
accounting for them or providing for their correction.

3.7 Closed-loop noise bandwidth. The integral, over all frequencies of the
absolute value of the closed-loop transfer function of a phase-locked loop. The
closed-loop noise bandwidth when multiplied by the noise spectral density gives the
output noise in a phase-iocked ioop.

3.8 External timing reference. A timing reference obtained from a source external
to the communications system, such as one of the navigation systems, many of which
are referenced to Coordinated Universal Time (UTC).

3.9 Falselock. A condition in which a phase-locked loop locks to a frequency other
than the correct one, or to an improper phase.

3.10 Fractional frequency fluctuation. Frequency of an oscillator expressed as a
fraction of the nominal or previous frequency.

3.11 Free-running capability. The capability of a normally synchronized oscillator
that can operate in the absence of a synchronizing signal.

3.12 Frequency difference. The algebraic difference between two frequencies that
can be of identical or different nominal values.

2.13 Hold-in -Fronupnru range. The maximum f-rnnunnn}: ranged duration between

SEITAMRIEIIRAIIT 11 e e B Y

the local oscillator and the reference frequency of a phase-locked loop for which the
local oscillator slaves to the reference frequency.

3.14 Independence of clock-error measurement and correction. A property by

which a emangeinthe time {phase)-of-a-clock-at-a particular node (whetherforclock -

correction or any other purpose) is not permitted to affect the measurement of the
error in the clock at another node.

3.15 independent clocks. A communications network timing subsystem that uses
precise Tree-running clocks at the nodes for synchronization purposes. Variable
storage buffers installed to accommodate transmission delay variations between
nodes are made large enough to accommodate small time (phase) departures
among the nodal clocks that control transmission. Traffic is occasionally interrupted
to reset the buffers.

3.16 Information. The meaning assigned to data.

3.17 Limit cycle. A closed curve in the stable space of a closed-loop control system to
which the trajectory either approaches asymptoticaiiy {stabie) or from which it
recedes (unstable) for all sufficiently closed initial states.
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3.18 Local dock. A clock located in proximity to a particular communications
station, node, or other facility with.which it is.associated. The same.clock might be a
remote clock relative to some other station, node, or facility.

3.19 Long-term stability. The relationship between oscillator frequency and time
when the oscillator frequency is measured under constant environment, supply
voltage, and load. Thislong-term frequency change is caused by changesin the
oscillator’s frequency-determining elements.

3.20 Loop filter. A filter located between the phase detector {or time discriminator)
and the voltage controlled oscillator {or phase shifter) of a phase-locked loop.

3.21 Major node. In a timing system for a communications network, a node that is
connected to three or more nodes, or one that is designated a major node because
of its unique location or function (see minor node).

3.22 Minor node. A node thatis not designated a major node. Minor nodes are
normally connected to no more than two other nodes (see major node).

3.23 Nodal clock. The principal clock or alternate clock, located at a particular node,
that provides the timing reference for all major functions at that node.
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uncertainty in its actual realization.

3.25 Nonlinear phase. Lack of direct proportionality of phase-shift to frequency
over the frequency range required for transmission.

3.26 Offset. Anintentional difference between the realized value and the nominal
value.

3.27 Offset frequency. The amount by which an available frequency is intentionally

offset from its nominal frequency. In the case of U.S. television networks, the offset
is about 3000 partsin 1011 .

3.28 Overall accuracy. The total uncertainty resulting from both systematic and
random eoniributionsof all systems; operations, and equipment involveadin -
achieving or maintaining accuracy (see accuracy, random clock errors).

3.29 Phase instability. Expressed by the phase change within a given time interval.

3.30 Phase microstepper. A device that generates (in response to a digital control
signal) subnanosecond {or picosecond) adjustments to the phase of a reference input
signal. This can be accomplished either through regular phase progression for
frequency corrections or by individua! phase steps. Typicaily, the changes are on the
order of subnanoseconds/second.

3.31 Principal clock. The clock that actively provides a time, phase, or frequency
reference for a node, a network, or both. Normally there is also a set of one or more
alternate clocks held in reserve to take over the principal clock’s function, should it

-
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3.32 Pull-in frequency range. The maximum frequency that a local oscillator can
deviate from the reference frequency and, upon initial receipt of the reference
frequency, still achieve phase-tock.

3.33 Quartz clock. A clock containing a quartz oscillator that determines the clock’s
precision for measuring time intervals (see quartz oscillator).

3.34 Quartz osciflator. An oscillator that uses the piezoelectric property of a quartz
crystal, which is caused to vibrate at a nearly constant frequency depending on its
size, shape, and mode of excitation. After a crystal is placed in operation, the
frequency changes slowly as a result of physical changes. Quartz oscillators are used
in most frequency control applications, including atomic standards.

3.35 Random clock errors. Clock performance is sometimes characterized in terms
of errors stemming from various noise types, one of which may predominatein a
given part of the spectrum, while another may predominate in another part.
However, since these cannot always be distinguished from the effects of
environmental sensitivities and other systemic causes, it is not necessarily valid to
presume that a specific noise type isdominant in a particular part of the spectrum,
especially at the lower frequency (longer period) end of the spectrum. :

3.36 Rubidium clock. A clock containing a rubidium standard that determines the
clock’s precision for measuring time intervals (see quartz clock).

3.37 Rubidium standard. A secondary frequency standard in which a rubidium gas
cell is used to reduce the drift of a quartz oscillator through a frequency-locked loop.
Because it depends on a celi’s gas mixture and pressure, it must be calibrated. It has
a drift typically 100 times less than the best quartz standard (see quartz oscillator).

3.38 Sampling. The praocess of obtaining a sequence of instantaneous values of a
wave at regular or intermittent intervals.

3.39 Secondary time standard. A time standard that periodically requires
calibration.

3.40 Signal transit time. The time required for a signal to travel from one point to
another=Signal-transit time delay mightrefer to time required for a signal to travel
between specific locations within the same piece of equipment or between specific
locations in widely separated pieces of equipment. The particular locations should
be identified when the term is used (see time delay).

3.41 Spectral purity. The degree to which asignal is coherent, that is, a single
frequency with a minimum of sideband noise power.

3.42 Stability. The stated amount of a clock’s change over a long period of time; a
digital reference clock’s stability specifies its drift away from the frequency it had
when locked to another source.

3.43 Standard frequency. A frequency with a known re!ationship to an accepted
frequency standard.

11
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3.44 Subservient clock. A clock thatis synchronous to an associated master clock,
but that may have a controlied-phase or time offset from its associated master. The
controlled-phase offset may be a function of time, such as that required to permit a
communications receiver’s subservient clock to follow variations (which result from
changing parameters in the circuit path) in the phase of a received signal. The
controlled-phase offset allows the subservient clock to maintain a known phase {(and
in some cases phase-rate) relationship with the nodal clock {see principal clock), and
to maintain proper rates during loss of signa! from its master.

3.45 Subservient oscillator. The difference between a subservient oscillator and a
subservient clock is that the subservient oscillator does not have to identify
particular cycles or particular time interval markers; that is, it is only a source of
frequency or of a phase modulo 1 cycle. The subservient oscillator is therefore
somewhat less complex than a subservient clock. For many communications
applications, either would satisfy the requirement. Some applications require a clock
(see subservient clock).

3.46 Sweep acquisition. A technique whereby the frequency of the local oscillator is
slowly swept past the reference to ensure that the pull-in range is reached (see
pull-in frequency range).

3.47 Synchronous system. A system in which the sending and receiving instruments
are operating at substantially the same rate and are maintained by means of
correction, if necessary, in a fixed relationship.

3.48 Time ambiquity. A situation in which more than one different time or time
measurement can be obtained under the stated conditions.

3.49 Time delay. The time interval between the manifestation of a signal at one
point and the manifestation or detection of the same signal at another point (see

ciccnal trancit tima)
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3.50 Time-division analog switching. Analog switching with common time-divided
paths for simultaneous calls.

3.51 Timve-division digitail switching. Digital switching with common time-divided
paths for simultaneous calls,

3.52 Time interval. The duration between two instants read on the same time scale.

3.53 Time marker. A reference signal, often repeated periodically, enablin
numerical values to be assigned to specific events on a time scale. Time markers are
used in some systems for establishing synchronization.

3.54 Time measurement tolerance. The maximum permissible error of a time
measurement.

3.55 Time-reference distribution correction. A time-reference distribution
technique that employs independence of clock-error measurement and correction.
it also permits the time-reference information for each node to be derived froma
near-optimum weight average of several paths between that node and the master
node, while avoiding all closed loops.

12
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3.56 Timing. A broad term'that inciudes synchronizing as a special case. It implies
(@) scheduling; (b) making coincident in time or causing to occur in unison; {(c)
setting the tempo or regulating the speed; (d) ascertaining the length of time or
period during which an action, process, or condition continues; (e) causing an action
or event to occur at a desired instant relative to some other action or event; (f)
producing a desired relative motion between objects; (g) causing an event to occur
after a particular time delay; or (h) determining the moment of an event.

2ET Timi
S3.37 i

3.58 Timing reference. A frequency reference for a clock to follow.

3.59 Timing signal. A'signaf used to aid the synchronization of interconnected
equipment. .

3.60 Tracking error. The deviation of a dependent variable with respectto a
reference function.

3.61 Transittime. The time required for a signal to travel from one point to
another. Sometimes it is called propagation time delay. Propagation time delay can
refer to time required for a signal to travel between specificlocations within the
same piece of equipment or between specific locations in widely separated pieces of
equipment. The particular locations should be identified when the term is used (see
time delay, signal transit time).

3.62 Uniform time-scale. Uses equal intervals for its successive scale intervals.

3.63 Variable storage buffers. Digital data storage units in which a signal can be
temporarily stored to correct its timing. The signal is usually written into the buffer
by one clock that has incorrect timing, and read out of the buffer by a different clock
that has correct (or nearly correct) timing. They are also called elastic buffers or,
simply, buffers.

3.64 Warm-up characteristics. The behavior of a device from the time poweris
applied until thermally-induced transient effects have subsided. Some of the warm-
up characteristics for a clock or oscillator are (a) the time required for the frequency
rate, if it4s to come within some accuracy or some specified steady-state vaiue; (b)
the time required for the drift rate to fall within some maximum specified value; and
(c) the time required for the frequency rate to recover to within a specified tolerance
of the rat()e that had existed just before the device was previously turned off {defined
as retrace).

13/14
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4. GENERALREQUIREMENTS

41 General. As electronic communications has progressed, many of its stages of
advancement have required significant improvements in frequency sources. Radio
communications progressed from the inaccurate frequency requirements of spark
transmitters to the relatively accurate reinsertion of the carrier frequency in single
sideband-suppressed carrier voice communications. Through the various stages of
progress, receivers for several types of communications systems have empioyed
automatic frequency control, but further improvements in stability and accuracy of
oscillators have maJe such feedback control systems unnecessary fyor many of these
applications. For the information signals required by some forms of
communicatians, such as television and facsimile, maintaining a desired frequency
tolerance is not sufficient. The relative phase also must be controlled; that is, the
receiver must be synchronized to the received signal. Digital communications is one
type of communications requiring phase control. As the use of digital
communications increases, becomes more complex, and employs higher data rates,
requirements.for phase conirol-become more demanding-in addition, theviumber
of systems that require an accurate knowledge of time (including the time of day) to
acquire synchronization is increasing.

The timing function so pervades the field of electronic communications that chaices
applied to other functions often depend on the quality and availability of the timing
function. For this reason, whenever improved timing capabilities can be
accomplished with no significant penaity, they are to be included in the planning
and implementation of new digital communications systems or major modifications
to existing systems. The need for timing and synchronization becomes more

apparent every day as new, more sophisticated digital systems are developed and
fielded.

Technology has reached the point where past compromises can be minimized. The
effect that this could have on other functional disciplines could be very significant.
The benefits of such new designs (cost reduction, new functional capabilities, or .
improved system survivability) must be extensively available in interfacing systems
and equipment. Indeed, such planned availability of the timing capability is
necessary to avoid discouraging the development of potential future benefits.
Network timing and synchronization are critical design issues, since the system
objectives established for future switched communication systems reflect a need for
systems that are predominantly digital and oriented toward (a) the satisfaction of
end-to-end security requirements, and (b) the unification of voice and nonvoice
communication networks. Time-division multiplexing {TDM), time-division
switching, and time-division multiple access all place stringent requirements on the
allowable timing variations within a single bit stream and between a network’s
different bit streams. '

The timing subsystem’s function is to provide and regulate the timing signals of all
subsystems to meet the bit integrity and transmission synchronization requirements
of the specification. Bitintegrity requires that all bits inserted into the system be
ultimately delivered to the intended destination in the proper order, and that
spurious bits not be added within the system. Obtaining and retaining
synchronization is essential in all digital transmission systems. Both bit integrity and
communications are lost when a transmission link loses synchronization.

15
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4.2 Frequency sources. The need for greater precision and accuracy in frequency
control devices continues to grow. New communications systems are being
developed that have the need for very precise and accurate frequency. The general
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standards. Atomic resonance standards use quantum mechanical effects in the
energy states of matter, particularly transitions between states separated by
energies corresponding to microwave frequencies. Transitions having properties
well suited to use in standards occur in cesium, rubidium, thallium, hydrogen,
mercury, and other elements. Stability ranges [o (t)] for cesium, rubidium, and
quartz oscillators, and the hydrogen maser are sf{own in Figure 1; nominal power
spectral density [S@(f)] of phase is shown in Figure 2.

This military handbook focuses on three atomic oscillator devices: the cesium heam
tube, the rubidium gas-cell resonator, and the hydrogen maser. The cesium and
rubidium devices use passive atomic resonators to steer conventional quartz crystal
oscillators via feedback control circuits. The hydrogen maser, as an active device,
derives its signal from stimulated emission of microwave energy, which may be
amplified by electronic means to a useful powerlevel and-is normally used o steer a
quartz oscillator. A newer version of the hydrogen maser uses a smaller cavity than
required to bring about oscillation, and hydrogen resonance is used passively to
control a quartz oscillator’s frequency Passive hydrogen masers, much smaller and
lighter than the active anes, are now under development for both space and ground
mlhtary applications.

The following atomic clocks have been developed and are operational and practical:

a. the cesium beam clock,
b. the rubidium resonance cell clock, and
¢. the hydrogen maser clock.

Of the three, only the rubidium and cesium clocks are off-the-shelf items. Other
frequency standard devices that have been investigated are the ammonia maser, the
methane stabilized laser, the rubidium gas-cell maser, the thallium beam tube, and
the stored mercury ion standard. The ammonia maser was attractive because of the
high spectral purity and excellent short-term stability it offered. The rubidium maser
is a more recent development, which offered the prospect of exceptional spectral
purity. The thallium beam tube offered greater relative precision and reduced
magnetic field dependence. The stored mercury ion standard, developed for the
United States Naval Observatory (USNO) and currently being evaluated by them,
appears to have very good retrace characteristics and may be usable as a primary
standard. However, the cost, size, and complexity of these devices has limited their
current use to the Iaboratory The methane stabilized laser offers low cost, easy
fabrication, and excellent short-term stab:llty A current disadvantage is that it
operates in the infrared region and hence is difficult to use. The quartz crystal is the
workhorse of the frequency control devices. Although it is a secondary standard and
must be calibrated (and perhaps periodically recalibrated) from other standards, it
has adequate stability for many of the less demanding frequency-reference
duties. itisthe basis for the short-term stability of most atomic standards, but by
itself itis inferior to the atomic standards for long-term timekeeping.
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4.3 Databuffers. In a switched synchronous digital communications network
employing time-division switching, each bit must be available at TDMs or time-
division switches at the correct time to fill its assigned time slot in the interleaved bit
stream. There are always variations in the internodat transit time for signals because
of variations in the transmission medium, variations in time delay through
transmission equipment, variations in clocks, and variations in the lengtn of the
signal path. Buffers are used to accommadate these variations. These buffers act as
reservoirs in which bits are temporarily stored to accommodate variations in the
signal’s transit time from one node to another node, and also to accommodate
variations in nodal clocks. To process different TDM signals at the switching nodes,
one must have the various inputs at exactly the same frequency. This requirement
can be metin one of two ways: either the various inputs must be completely
synchronous, or each input must be buffered prior to being combined or processed.
The latter situation requires a buffer storage capacity that depends on the frequency
difference between the input signal and the local clock used for sampling the buffer
output. It also depends on the period of time since the buffer was reset.

4.4 Network internal timing methods. ‘Network timing-and synchronizatien are
critical design issues, since some communications objectives reflect a need for
automated digital systems specifically designed to accommodate both voice and
nonvoice traffic and to provide communications security (COMSEC) on an end-to-
end basis. For satisfactory system operation, stringent requirements must be
satisfied with regard to the timing variations allowable both within and among the
digital bit streams handled by the systems. Several different synchronous and
asynchronous concepts could be employed to provide network timing. Independent
stable clocks and bit stuffing represent two possible asynchronous concepts. Master-
slave and frequency averaging represent two possible synchronous concepts. Basic
operatianal reguirements that concern network timing relate to the need for
systems to accommodate TDM, digital switching, and encryption, and to maintain
bit-count integrity. Precise timing is also required for obtaining end-to-end
COMSEC, electronic counter-countermeasures with pseudonoise (PN)-coded signals,
and an acceptable data transmission capability. In some systems, an accurate
knowledge of time is required to acquire synchronization within an acceptable
period of time.

In a digital system, all switching operations within a node are timed at a tocat clock
rate so that processor operation is synchronous. Since the incoming bit streams from
other nodes may differ siightiy in actual transmission rate, it is necessary to
regenerate and retime the received signals to avoid losing information. Data is read
into the retiming unit at the incoming rate and transferred out at the rate
determined by the local clock. If the incoming rates and the local rate are the same,
then the retiming unitis needed only for the proper phasing of sampling times.
Since the rates of different links are not identical, data can accumulate in the stores
associated with the retiming units. From a practical viewpoint, the link rates would
differ instantaneously, due to propagation variations, even if the links had the same
long-term average value; consequently, buffers would be required in any case to
compensate for large transient disturbances. !n some applications, when buffers are
employed and overflow or depletion occurs, the stores must be automatically reset.

The ultimate time or frequency reference for most communications systems is the
USNO Master Clock. This means that clocks of each node should be traceable to that
reference; however, the means of accomplishing traceability may be external or
internal to the system, or a combination of external and internal dissemination. A
"primary” frequency standard, such as a cesium standard, would give a frequency
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reference that agrees with the USNO Master Clock within, perhaps, 1 partin 1011 or
a few partsin 1012 without resorting to the USNO clock. When time (as, for
example, time of day) must be known, some means of time dissemination traceable
to USNO is needed. (Some systems have an inherent capability o disseminate time
within the system, yet others require time from an external source before
communications can be initiated.) Where an internal dissemination capability exists
(normally in continuously or frequently connected links), it might be used to
advantage to coordinate the nodal clocks. Traceability to USNO, if needed, may be
introduced into the system through external dissemination links that are periodically
exercised only if a sufficiently good timekeeping or frequency-maintaining
capability is held by the network. A good internal timekeeping and frequency-
maintaining capability minimizes the impact of loss or temporary deniat of the
external or internal dissemination services.

Timing at system nodes should not be made to depend on either continuous or
prompt service from an external time-dissemination system. Practically, this may
mean that precisely timed communications systems should maintain good, weli-
‘coordinated internal timekeeping capabiiities:- Mobile units that would have
trouble maintaining a continuous time reference should be provided with a
capability for transfering time at the beginning of each mission from a precise time
reference maintained at a post, base, depot, or port. A degraded mode of operation
should also be provided to some systems to serve when time accuracy is degraded.
This might include such provisions as lower information rates and frequent
resynchronization.

It is sometimes advantageous, espeually within continuously or frequently
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There are many methods for using communications systems to provide the timing
information throughout the system. Care must be taken to prevent the
accumulation of timing errors through long chains of nodal links from exceeding the
allowable tolerance. Care must also be taken to avoid having the entire system
"walk off"” from the proper time or frequency; some form of hierarchical approach
in which the higher level clocks are given sufficient inherent time or frequency
accuracy to support the system may be used to avoid this. An automatic capability
can be provided for any of a number of high-quality clocks distributed throughout
the network to take over as master for the entire network, or any severed portion of
the network. Asan emergency measure, the hierarchy mlght be altered perhaps
automatically, to preserve synchronism throughout the network. In any event, the
timing system must not be designed so as to create attractive, vulnerable targets,
and the clocks should be of adequate timekeeping capabmty to maintain time or
frequency accuracy during protracted loss-of-connectivity within the system.

Although an arbitrary time scale might sometimes appear attractive as a system
reference, there are two main reasons for making system timing traceable to the
USNO. The first is that the number of suitable references is maximized. A time
reference, whether obtained through the system or externally through another
communications or navigation system, is valid for operation of any node or nodal
complex if all use a common time scale. For example, several collocated nodes,
including nodes of different systems, can share timing assets (both hardware and
time references) to increase the survivability of all systems if all use the same time
scale, even if they obtain their time information through different services.
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The second reason for maintaining traceability to the USNO addresses two slightly
different situations: links between systems that mustinteroperate, and links

between infrequently connected companents of a single system. With a common
time scale, these links may be established without protracted synchronization
searches and maintained without excessive buffering requirements. Some links,
particularly those using anti-jam or low probability of interception techniques such
as PN codes or burst transmissions, cannot be established within a desirable period of
time without prior knowledge of precise time on both ends. in general, they depend
on external time references that must be referenced to the same time scale;
therefore, the availability of multiple sources of the time scale can be a significant

advantage.

4.5 Fundamental timing and synchronization approaches

4.5.1 Master-slave. In the master-slave method, the clock at another node (or
nodes) is locked to a signal received from the master node. In the simplest master-
slave system, the clock at a slave node lags behind the clock at the master node due
to accumulated time delays.in-the signal path.-However; there are methodsby
which these time delays can be removed, and clocks at slave nodes can be keptin
step (within very close tolerance) with the clock at the master node. In the simplest
master-slave system without corrections for the signal transit time, large time delays
can accumulate. Although variations due to environmental conditions can be
significant in the simple system, the magnitude of the variations is always bounded
as long as the system functions properly. A master-slave system employs directed
control; that s, the clock at only one end of a communications link connecting two
nodes is permitted to take corrective action in response to an indication of timing
error between the clocks at the two nodes.

The basic elements of a master-slave configuration are a data modem, a data buffer,
and a phase-locked loop. The modem is used to regenerate the incoming digital bit
stream. The buffer is used to absorb differences between the local clock rate at the
receiving node and the basic clock rate of the incoming digital bit stream. Clock
error corrections are basea on filtered clock-error information derived from the
received signal(s). The local clock rate at each node is derived from a phase-locked
loop that is slaved to the stable frequency standard located at the master node. (The
transit time for the signal to propagate from the master to the slave can be removed
from the timing reference when additional accuracy is desired.)

To achieve network synchronization, the master node transmits a reference timing
signal that is tracked by each of the slaved nodes. Signal tracking consists of
measuring the time ditference between the received version of the reference signal,
as transmitted by the master node, and a replica of the reference signal, reproduced
at the receiver. When the receiver sighal and the replica are synchranous, the time
difference is zero and the master timing signal will have been reproduced at the
slaved node. There are many different master-slave approaches. Nearly all digital
communications systems employ some form of the basic master-slave approach. In
some simple master-slave systems, clocks at nodes directly connected to the master
clock are phase-locked to trme digital signal received from the master. Other nodes
not connected to the master are slaved to those supported by another master-slave
system capability. This technique is generally unsuitable for providing network
synchronization for major nodes of a military communications system because of
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synchronous operation of the system). Advanced master-slave systems exist that
overcome this survivabiiity disadvantage.
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4.5.1.1 Advantages and disadvantages of the master-siave method. The primary
advantage of the master-slave method in large, static networks is the long-term
accuracy that can be imparted to lower hierarchical levels when properly
implemented. Even with the simplest master-slave approaches, the long-term
average rates of the individual clocks are very nearly identical to that of the network
master. If the master is referenced to the USNO Master Clock, every node in the
network has a long-term average rate very nearly identical to that of the USNO.
Therefore, when clocks are operating properly, it may be unnecessary to interrupt
traffic to reset buffers anywhere in the network. In a worldwide network, without
proper system design, disruptions not due to a clock error at a particular node can
cause some disruptions in other parts of the netwaork even if their clocks or buffers
are undisturbed. ftisinconvenient to reset buffersin such a network, and itis
unnecessary in normal operation, but such a capability could be provided to restore
operation in the event of degraded operation.

There are several subtypes of master-slave systems. These are the simple master-
slave, hierarchical master-slave, preselected alternative master-slave, and lossely
coupled master-slave. Each subtype has its own advantages and disadvantages.
However, they all have the same basicidea as the simple master-slave.

The simple master-slave technigue is economical and convenient to implement with
a simple phase-locked loop, but if itis unsupported by a capability to reorganize
itself to employ alternative masters and other enhancements, it possesses some
survivability problems. Such survivability problems might be lessened by providing
automatic master-siave reorganization, such as selection of a new master whenever
required. By providing the ability to measure and remove errors during normal
operation, and to predict and remove errors during a free-running period following
a period of calibration, it can provide greater accuracy and uninterrupted operation
for atonger period of time in the free-running mode.

A good method for improving a master-slave system’s survivability in multichannel
switched systems is to employ very loose coupling between the error-measurement
and clock-correction processes (in normal operation it might require more than a day
to make a 10-microsecond correction), With adequate clocks, this maintains many of
the qualities of independent clocks while providing the long-term stability of phase-
locked systems. In fact, this system could be considered an independent cock system
with essentially continuous calibration against a stable {master) reference.

4.5.1.2 Applications of master-stave for timing. The master-slave approach is one of
the most commonly applied methods of synchronizing communications. Itis nearly
always used for single transmission link communications. It is also commonly used
forlarge networks in which, by selecting a suitable hierarchy, all nodes of the
network are slaved {most of them indirectly) to a single master with provisions for
selecting an alternate master when required.

4.5.1.3 Referencing master-slave timing to Coordinated Universal Time. If the
master of a master-slave network is referenced to Coordinated Universal Time (UTQ),
all of the nodes of this master-slave network are referenced to UTC. To provide for
survivability, every major node of a master-slave network should be capable of
automatically being selected as master for the entire network, or as master for any
severed portion of the network. Although UTC is usually not essential for
satisfactory operation of a network, it enhances interfacing capabilities. A UTC
reference should be provided to the master and to those other nodes selected as
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most likely to ascend to master. Thisreference can be provided by a variety of
dissemination means, any of which could be used to provide a reference to the UTC
USNO. Asizeable number of satellite communications stations, for example, are
designated as precise time stations (PTS). A PTS participates with the USNO to
maintain time directly traceable to the USNO Master Clock through portable clock
trips, satellite time transfers, or other means. These stations can provide time to
many other parts of the Defense Communications System and to collocated or
interconnected tactical nodes. '

With such a system providing an accurate reference to the master of a master-stave
system that is accurately disseminated internally to the communications network,
nodal clocks can be maintained accurately until they are required to maintain time
accuracy in a free-running mode. The free-running mode is necessary for surviva-
bility in all systems, but itis particularly important tor some time-dependent systems.
Survivability in a master-slave system can be maximized with an extended free-
running capability, with multiple means for updating to the Department of Defense
(DoD) reference, and with the ability to function autonomously without the DoD

reference.. . -

4.5.2 Independent stable clocks. With the independent clock approach, network
timing is established by employing a frequency standard at each node to provide a
stable local timing reference. This method is generally considered asynchronous
since the frequency standards vary slightly from node to node. !t could, however, be
viewed as a synchronous system, since, fundamentally, each input at the node is
synchronized to a single local stable reference at the node. The differences between
the basic bit rates of the incoming trunk groups and that of the local timing source
are accommodated through employment of buffers used to retime the incoming
trunk traffic. To minimize the differences among timing sources, atomic clocks are
generally used to implement the independent clock approach.

The basic elements of the independent clock network timing approach include a
modem, an m-bit buffer, and a primary (stable} frequency standard. The modem is
used to regenerate the incoming digital bit stream. The stable dlock is used to
provide a local clock rate. The bufferis used to absorb phase differences caused by
differences between the frequency of the {ocal clock at the receiving node and the
frequency associated with the incoming digital bit stream. Since buffer output is
controlled by the nodal clock, the incoming digital bit stream is retimed in

accordance with the local clock.

The buffer is an asynchronous first-in, first-out shift register. This enables the data to
be entered and withdrawn at different rates. Since the output rate of the bufferis
controlled by the nodal clock, the incoming digita! bit stream is retimed in
accordance with the frequency of the iocal ciock or, in essence, each input is
synchronized to the frequency of the local clock. -

The apparent basic clock frequency of the incoming digital bit stream can differ from
that of the local nodal clock, due to inherent differences in the clocks at the two
nodes and the propagation delay variations of the internodal transmission links.
These factors, as well as the link transmission rate and the allowable buffer reset
period, dictate the buffer’s capacity requirements.

The independent stable clock method provides frequency stability that is not

affected by system operation or by any external signal source; it is therefore immune
to jamming signals and lost links (destroyed nodes). The approach is also not suscep-
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tible to transient disturbances in the network frequency. Buffers must be employed
on each internodal link to accommodate timing differences between the sending
and receiving nodes, and to accommodate frequency variations caused by the
transmission media. Because of long-term accumulated phase or time differences,
the buffers must be periodically reset. A major advantage of the approach is that
the effects of malfunctions in links and nodes are not propagated throughout the
network. Cesium clocks have an inherent frequency accuracy, although they may
need occasional routine operational checks. Rubidium standards change frequency
with time and must be recalibrated using a known frequency standard.

4.5.3 Frequency averaging. Frequency averaging is a network synchronization
technique in which an oscillator at each node adjusts its frequency to the average
frequency of the digital bit streams received from the nodes to which that node is
connected. Using this scheme, all oscillators in the network are assigned equal
weight in determining the ultimate network frequency, since there is no reference
oscillator. The frequency averaging technique involves the determination of a
reference phase at each node by taking the average of all the incoming clock phases,
plus that of the node’s local clock. Frequency averaging is a synchronous technique,
and ideally all the nodal frequencies should have the same average value. Buffer
storage is required on each link to compensate for dynamic variations in propa-
gation delay and to accommodate the differences between the loca!l clock rate and
that of the distant node.

To implement frequency averaging, each internodal link terminated at the node is
equipped with its own phase-locked loop, which is able to track the incoming bit
stream to within a small fraction of a bit phase error. This clock is used for

regeneration of an incoming bit stream, frame synchronization, and readout of b

to the retiming buffer store. Buffer storage is necessary to accommodate the
accumulation of input bits when the input rate is slightly above the local clock rate,
or to supply bits when the input rate is below the local clock rate.

The regenerated input bit stream is shifted through the buffer at the input ciock rate
for thatlink. The rate of extracting the data is the local clock rate, and the position
for readout of the bit stream from the shift register is controlled by continuously
monitoring the phase changes between the individual input clock rate and the local
clock rate. When the transmission link is initially established, the point at which bits
are read out from the retiming buffer is set at the center of the register. This allows
the buffer to compensate for positive or negative phase changes between the clocks,
equal to half the total buffer length with no loss of bits.

The advantage of the frequency averagin
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frequency averaging technique is considered to represent a plausible method for
network synchronization, the technique does possess certain major disadvantages.
Loss of a link, or jamming of a link, in the network introduces a transient disturbance
thatis propagated throughout the system. Further, there are design limitations that
require parameters (such as gain, propagation deiay, and bandwidth) to be
maintained within certain bounds. Excessive gain delay product and improper
choice of loop bandwidth can produce system instability. Parameter bounds are a
function of network size, and their establishment represents a difficult problem for
large networks.

4.5.4 Pulsestuffing. Pulse stuffing is a synchronization technique that has been
found to be effective in point-to-point communications but that has distinct
disadvantages in a network configuration.
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With pulse stuffing, all asynchronous inputs received at a node, at rates slightly
lower than the outgoing rate of the node, have dummy bits added to make their
rate equal to the local clock rate. The additional pulses are inserted at prearranged
locations so that eventually they can be removed. The location of a stuff pulse is
signaled by a separate channel. Since correct removal of all stuff pulses is essential,
an effective error control must be provided for the signaling channel.

To provide synchronization on a network basis pulse deletion is also required to

~l rlmmls wadn
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The deleted bits, alon 3 with information to identify the exact locations at which the
bits should be inserted, must be transmitted to the distant node in an error-
protected manner by the separate signaling channel.

A distinct disadvantage of pulse stuffing is the amount of processing required. The
processing at the transmitter end consists of determining where each stuff pulse
should occur, and signaling the locations of the stuff pulses to the receiving end.
Processing at the receiving end consists of reading the location of the stuffed pulses.
The technique is inherently complex for a nodal network configuration, itis
expensive to implement, and its cost is sensitive to traffic growth.

4.5.5 Time-dependent networks. The use of a common time reference by ali
networks permits one to aid another and al! to take advantage of the timing services
offered bK other systems whose timing is traceable to the USNO. 1t also makes
possible the use of a common clock facility by collocated nodes.

Passive time-dissemination does not require the user to radiate signais in order 1o
acquire accurate time informatlon The use of external time- dissemination services

LIdLEdDIE 10 U‘H‘.‘ U)NU ﬂ'ldy UE llECt‘.‘bbdly IH cert ldll'l HHKS or IIEIWOFKS Ifldt TOF
operational or security reasons, are established or entered only at certain times.

A number of systems require precise time and must therefore continuously maintain
accurate clocks. Some of these systems have a built-in capability to maintain
traceability to the DoD Master Clock (USNO Master Clock), yet others use external
means or a combination of internal and external means for redundancy and
survivability. Some systems employ redundant local atomic clocks (generally cesium)
to provide an in-house capability that would survive prolonged ina %I'Ity to check
time against the DoD Master Clock. They may also have alternative dissemination
means available for access to other traceable UTC references both to increase their
own survivability, and to provide alternate links between the references and the
DoD Master Clock. Some of these systems make their accurate time signals available
to other collocated systems or nodes.

The issue of survivability is most important in a time-dependent system and requires
that the timing and synchronization aspects of the system be identitied and
addressed as an integral part of the system architecture. Of particular importance
are- the free runntng capabillty of each c!ock system and the avaliablhty of UTC
that the local time reference is not lost during free-running. Major systems
frequently contain clock ensembles with comparison means to identify a
substandard or malfunctioning clock. The clocks of the ensemble normally run
relatively independently of each other so that no clock or control system failure
seriously affects all of the docks.
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In time-dependent systems, loss of the accurate nodal time reference is generally of
greater consequence than a temporary discontinuity in providing timing signals.
Also, in time-dependent systems, the clock’s free-running performance requirements
are generally more difficult to meet than the requirements for an accurate
frequency alone. For these reasons, clock-system design objectives for a time-
dependent system may be different from those of a system whose only timing
requirement is an accurate frequency or accurate timing. Compatible clock-system
designs should be used wherever the clock might at some time be required to serve
the dual-purpose of supplying an accurate frequency and acting as a time reference.

Intermittent or late entry into some networks can be greatly facilitated by a prior
knowledge of network time, whether time is obtained by time-dissemination or b
other means. Navigation systems that disseminate time are frequently employed for
time dissemination. They, along with other systems, make it possible (sometimes
automatically) to correct for propagation time delays.

4.5.6 Timing for networks requiring accurate time. The bit-stream timing and
synchronization ot a system.using a UTC-traceable time reference requires.an -
accurate frequency standard, but not necessarily accurate time. However, for some
networks, accurate time (used in the sense of epoch or occasion of a nonrecurring or
rarely recurring event) is required. These networks are designed to resist jamming;
reduce chances of intercept or spoofing; enhance signal reception in noise; reduce
or eliminate synchronization overhead; deny use of assets (such as satellites) to
others; provide synergy with position-location, navigation, or intelligence systems;
identify or authenticate; permit immediate or quick entry and reduce guard bands
in TDMA systems; or provide combinations of these features. Although some
systems that require precise time may normally operate continuously, a need for
precise time is often necessary to establish or reestablish a link or network or to
bring new systems on-line within the network. Therefore, nodal clocks are often
required to maintain accurate time whether the node is participating in network
operations or not. ‘ ‘

Although accurate frequency can be established and maintained at any location by
using "primary" atomic standards, such as cesium-beam devices, accurate time must
be obtained initially from a reference outside the node and maintained locally with
reference to an accurate local frequency (or rate) standard until subsequently
updated.”Some means of time dissemination, either internal or external to the
communications network, is required to coordinate the clocks in a time-
synchronized link or network. The initial setting, which may also include a frequency
(or rate) calibration, is accomplished through a time-dissemination or local
distribution system. The reference for clock setting might be timing disseminated
through a network, a portable clock, a clock of a collocated node or a common clock
of collocated nodes, a navigation system, a special timing link, a time broadcast, or
certain communications links (including special synchronizing modes of the
network) that can provide the required accuracy.
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5. TIMING AND SYNCHRONIZATION FUNDAMENTALS, CONCEPTS, AND RELATED
THEORY

5.1 Jitter. Digital telecommunications networks are expanding. They are replacing
many analog systems and are filling most new communications requirements. As
digital installations increase and as more of these systems are interconnected into
larger networks, the interest in signal jitter increases.

5.1.1 Sources of jitter. Jitter on a digital signal can be defined as a dynamic
displacement in time (from the ideal) of the signal’s logic-level transitions. Jitter s
characterized by the amplitude of these displacements, usually expressed in bit or
unit interval variations from the ideal, and by the frequency content of these
dispiacements.

A typical digital transmission system consists of the following components: (a) a
digital multiplexer that combines several input channels into a time-division
multiptexed (TDM) bit stream; (b).a transmission medium, such as radio paths; (c) a
wire or optical cable; {d) a regenerative repeater; and (e) a terminating equipment,
such as a demultiplexer, a digital switch, or an input to another digital system. These
system components can generate, attenuate, or even amplify jitter in the digital
signal. :

Transients, crosstalk, and thermal noise can cause noise-like variations, or jitter, on
the output signat transitions. The amplitude and frequency response of system
timing recovery circuits can also affect jitter. Although one would expect these
circuits to remove input jitter, they actually pass or even amplify jitter within their
bands by producing frequency components outside their bandwidths.

Pattern-dependent jitter can result from intersymbol interference caused by system
response misalignments or when timing recovery circuits are required to process
digital signals that contain periods of minimal or nonrandom signal transitions.,
Digital line codes that ensure a more random-like pattern activity are often used, in

part, to minimize these effects.

Another prevalent source of jitter, termed waiting-time jitter, arises when using
certain types of multiplexing-demultiplexing processes that employ pulse stuffing.
input channels that are not synchronized to the same timing source can be
multiplexed together. One common method uses positive justification, or pulse
stuffing, of the input channels to a common frequency. A typical multiplexed digital
signal consists of a number of channels that are TDMed together into asingle data
stream. Groups of these bits, separated by overhead bits inserted periodically at the
muitipiexer, contain (1) synchronization information, {2) an indication of whether a
pulse stuff occurred in individual channels, and (3) other functions such as error
detection and auxiliary signaling channels. Pulse stuffing is accomplished using
elastic stores in which the continuous channel input is written into a buffer, or data
store, at the channel rate and read out of the store at the multiplexer channel rate
into the TDM bit stream. Phase comparisons between the input and output timing
indicate if a stuff bit is required. Pulse stuffing and its subsequent removal at the
demultiplexer can occur only in certain time slots, which gives rise to this term
waiting-time jitter to describe the jitter caused by this process. In most systems, the
ratio of the actual stuff rate dictated by the channel timing and multiplexer timing,
and the stuff opportunity rate dictated by the overhead structure, are not rational.
Frequency components of waiting-time jitter can extend down to very low
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frequencies. This jitter is usually within the bandwidth of system components and
can accumulate as systems are interconnected.

Ntharcanr

Liher sgurces ol 'Itte ., SUtn as the intrinsic pnase noise of oscillators used as timi H
sources and in timing recovery phase-locked loops, also add to the overall sngnal

jitter. Atvery high bit rates, a low-phase-noise oscillator may be required. Digital
(or analog) phase shifters also introduce an amount of jitter that must be made small
enough for the bitrate in use. A timing system designed for a certain maximum bit
rate may be unsuitable at higher rates.

5.1.2 Jitter tolerance. Most sources of jitter can be defined and usually controlled
by proper system design; however, system components must be able to tolerate
these jitter levels for proper system performance.

Most system components, such as repeaters and demultiplexers, have input timing
recovery circuits that permit them to perform their functions. The tolerance to jitter
of these circuits takes the form of Figure 3, which shows tolerance levels at which
errors occur in bits, or unit intervals, ofutter versus the frequency.of the jitter.

" Frequency components of input jitter greater than the bandwidth of the timing
recovery system are not tracked, and acceptable input jitter variations are usually
restricted to one bit or less, as shown in the figure.

[\ {1 + gainopen loop)
\— forsecond order
\ phase-locked loop
A\
typically
21010
jitterin ' .
unitintervals - high C filter
or bits
‘peak-to-peak 20 dBy
. decade slope
typically  omm
less
than 1
Fi/10 Fj
jitter frequency

FIGURE 3. Jitter tolerance for equipment with input timing
recovery circuitry.
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The recovered timing begins to follow jitter frequencies that are within the timing
recovery bandwidth, and the tolerance to jitter increases for lower jitter frequencies.
The jitter tolerance of components that have filters or phase-locked loop timing
recovery circuits at their input are shown in Figure 3.

For equipment that incorporates an elastic store for jitter reduction or clock
smoothing, such as the demultiplexer channel output previously discussed, the jitter
tolerance takes a form similar to Figure 4. For this case the tolerance to input jitter is
the lower of the tolerance of the input signal timing recovery circuits, or the
tolerance of the very narrow phase-locked loop of the elastic store. The tolerance of
the elasticstore's loop is increased from 1 bit peak-to-peak at high jitter frequencies
by the addition of dividers, which permit the loop-phase detector in the elastic store
to tolerate greater input phase excursions without losing lock. -

\\ input ttming recovery

elastic store
jitter in bits,
peak-to-peak

typically __|
4to 16

lower composite

jitter frequency

FIGURE 4. Jitter tolerance for equipment that incorporates an elastic store.

The exact characterization of jitter and its effect on performance in digital
communications systems is often difficult, at best, particularly when different digital
links made of equipment from different manufacturers are interconnected. In this
situation it is desirable to correlate pertinent jitter measurements with specific
performance parameters. The following measurements are useful in characterizing
jitter and assessing its effects on performance.

5.1.3 litter measurements. Both the magnitude and frequency content of jitter are
usually important when determining jitter tolerance because of the frequency-
dependent characteristics of digital equipment. International Telegraph and”
Telephone Consultative Committee (CCITT) Recommendation 0.171 defines the level
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and frequency ranges for jitter-generating egquipment that are applicable to most
systems. Jitter tolerance measurements using selected bit pattern sequences or
system-generated signals are also useful to assess pattern dependency effects.

5.1.4 Jitter magnitude. A measurement of peak-to-peak and root-mean-square
(rms) jitter is usetul at the input to equipment, such as demultiplexers and digital
switches, which have a jitter tolerance that is flat over a broad frequency range, as
shown in Figure 4.

5.1.5 Maximum jitter. A stored measurement of the maximum peak-to-peak jitter
that occurs during a particular measurement period serves to verify the extremes of
jitter excursions on digital signals. The limits of these measurements, to assure
application to most systems, are also specified in CCITT Recommendation 0.171.

5.1.6 Jjitter threshold seconds. The number of seconds during which the peak-to-
peak jitter exceeds a user-selected threshold is recorded. This measurement is useful
in characterizing the jitter of a system with the threshold set relative to a particular
system tolerance level.

5.2 Phase-locked loop. When the loop isin “lock,” the frequencies of the input
signal and the voltage-controlled oscillator (VCO) are identical (fs = f5) and their
relative phase difference ¢ - 8, is determined by the phase detector characteristic
and by the deviation of f; from the free-running frequency fr{defined with control
voltage Vy = 0) of the VCO. If the input signal has fs = fg a control voltage to the
VVCO is not needed; hence, the requirement phase detector output is 0 (see Figure 5).

. low-pass
input phase i
: —_— »| filter and
signal detector amplifier
(Vsafs,es)
A
Vo
a b Vg
| o - l VvCO —d
VCO output
(VOI fOn 80)

FIGURE 5. Basic components of a phase-locked loop.
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The phase 8, of the VCO adjusts itself to yield the phase difference 84 = 65 - 0, that
will produce 0 output from the phase detector. Angle 63 may be either 90° or 180°,
depending on the type of phase detector circuit.

If the input frequency changes so that fs # f¢, the phase difference 8g must change
enough to produce a control voltage Vg that shifts the VCO frequency to fy, = .

The frequency range over which such control is possible is a function of the loop
components, as will be discussed later. An gptional input frequency divider may he
inserted in the loop between points a and b in Figure 5. If the divider ratio is n, the
VCO frequency 7o = n¢, but the voltage feedback to the phase detector has
frequency f;. By this means, the VCO can generate a muitiple of the input frequency

with a precise phase relationship between the two voltages.

5.2.1 Linear analysis of the phase-locked loop. The following mathematical descrip-
tion of the phase-locked loop applies only when the loop isin lock, but it will serve
to identify the characteristics of each loop component and show how they combine
to yield the loop transfer function. The symbols to be used are identified in Figure 6.

input

siupnal phase Ve, fs* fo low-pass fs-fo amplifier
rf. detector - fiiter | I ampner

Vs 1s. Os Kd F(s) Ke

Va. fo. B0 Vg
VCO - !
Ko

Y
output
signal

FIGURE 6. Phase-locked loop diagram used to identify
symbols used in the analysis.

5.2.2 Phase detector. With the loop in lock, the difference-frequency output of the
phase detector is a direct voltage V, which is a function of the phase difference

Bg = B5-0,. If the input frequency fsis equal to the VCO's free-running frequency f,
the control voltage Vyinto the VCO must be 0; hence, Ve must be 0. In the

commonly used phase detectors, Ve is a sinusoidal, triangular, or sawtoothed

function of By with Ve equal to 0 when 84is equal to n/2 for sinuscidal and

triangular and n for sawtoothed functions. Therefore, to make a direct comparison
of the three types of detectors, it is convenient to plot Ve versus a "shifted” angle 6,
so that Ve will be 0 for8. = 0, as shown in Figure 7. In this figure, 8¢ = 04- /2 in (a)
and (b), and 6 = 64-11in (c). With the loop in lock, the angle 8¢ stays within the
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limits *n/2 for curves (a) and (b), and * n for curve (). If the angular excursion is
greater than this, the loop skips cycles or goes out of lock. Consequently, the loop

should be designed to operate with the phase excursions that are small compared
with the iimiting vaiues.

*"' A —_ A _———
/T - VA d A
,\,\g, I0 : \\n) \il/i/o:\\n’ rI/J:o/ > o
: 3 ¢ T\t /iog e !
vV

o -

(a) (b) (c)

FIGURE 7. Three types of phase detector characteristics:
{(a) sinusoidal, {b) trianqular, and (¢} sawtooth.

In terms of maximum output voltage A for each type of detector, the transfer
characteristics in the useful region can be expressed as

Ve = Asiuﬂc {sinusoidal) (1)
2
V =— A0 Unangular) (2)
€ n ¢
i
Ve = ; A8 (sawtooth) (3)

For loop performance calculations, the gain of each component of the loop must be
known. The gain factor of the phase detector (with the loop in lock) is generally

THCL LA LT Ll LvviLit LETES YU S

specified by the ratio of direct current (d¢) output voltage to phase error, that is,

L’
Kd = Virad _ (4)
0 -

&
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Equation (1), which exhibits a nonlinear relationship between v, and é,, does not
seem to fit the preceding definition of gain factor very well. However, phase-locked
loops are usually designed to operate with small values of 8o to minimize the
likelihood that a noise pulse will throw the loop out of lock. For the sinusoidal phase
detector, therefore, sin 8. = Bpis a reasonable approximation for performance
calculations with the loop in lock, and equation {4) applies as long as . < 0.2 rad.

5.2.3 Loop fiiter. The low-pass filter in the loop generally takes one of the forms
chmam in Cimnra 8 With tha naccivun filtarc mfEimiirne @a anmdAd h an amnlifiarwith rain
JII\.:‘V'IIIIIII ulc\.-’. YWILIE LIS ‘a):rv-t: llltcl)}}lllyul‘:.)ucl NI U‘ At E.IIIIPIIIICI V'ILII”QII!
K, is usually required. The active filter of Figure 8c includes the gain element. For
the simple filter of Figure 8, the time constant: and transfer function Fts) = Vo(s)/V(s)

are given by

i, =R C (5}

F(s) =

(6)

1+£l8

For the lag-lead filter of Figure 8, the relations are

v = R,C 7 (7
L= R2C (8)
1 +1.25
Flg) = ——— (9)
1 +(rl + 1;2)5

For the active filter, noting that the gain factor represents an inverting amplifier,

tlleC (10)

E : (11)
K (1 +us) ,

F(s) = “ (12)

1 +[L1(l - Ka}+ L2|S
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4 + R‘]
R2
V; C — Vo K

!
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ﬁ
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I

FIGURE 8. Three types of low-pass loap filters.

5.2.4 Voltage-controlled oscillator. The VCO is assumed to have a free-running
frequency frand a frequency shift Ar that is proportional to the input control
voltage Vg, as shown in Figure 9. The output frequency can be expressed by

f,=f +kV, H: (13)

o Vo
CIslIDE Q Conmmismen o tromprme e s e Py P B N N Y o'
FIgUNnLC . FTITUUCIILY VEIDUD COTILTLT VOILDUTC U g VU

or

W =W.+k V. radis (14)
o f o d
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in which the units of kg and Vg are hertz per volt (Hz/V) and radians per second per
volt (rad/s/V), respectively. To relate the radian-frequency shift to phase angle, note
that the total angle of the VCO output can be described by

4

{
0= | (w.+A )dl=w.t+0 ) (15)
o fi W f u
in which oA isthe deviation from ws. Thus
i
0= I A wdt (16)
7] o
or
dOU{t)
=ho=k V (17)

(.if H d

When the loop isin lock, Vyis a dcvoltage; when the loop is notin lock, Vgis a
difference-frequency (fs - fp) voltage that tries to pull the VCO into synchronism with
the inputsignal.

When equation (16) is transferred into the s domain, it becomes
0 =4h -2 (18)

with the s in the denominator indicating that the VCO acts as an integrator for phase
errors. This helps to maintain the loop in lock through momentary disturbances.

5.3 Phase-locked loop synchronization performance. Within a muttichannel
switched system, the external system interface modules (fixed, static, and mobile
access facilities) and the subscriber access switches all derive timing (in one instance

or another) from an atomic clock-controlled source, trunk, or access switch. Several

ntn thnca farilitia ct hao irdantifind cn that addn atno
Pul ulllCLCI)LUIIIHIUII LU Ll IaC luhlllLlC) |||u3t [ W L =y Iuclltlllcu I Lllat auc\.‘uﬂLc -

Knchromzatuon performance is realized in the timing loops. The major parameters
at impact timing and synchronization are as follows:

setting accuracy,

osciiiator frequency stabiiity,
frequency hold-in range,

frequency pull-in range,

acquisition time,

anti-jam (A/)} protection,
fly-wheeling capability, and
threshold carrier-to-noise (C/N) ratio.

= p (o R X N o By o Y o o
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To identify required values for the above parameters, it is necessary to determine the
transient and noise performance of synchronizing loops. A second-order (frequency-
correcting) loop will be assumed in order to establish typical parameter values.
Figure 10 shows a functional! block diagram of a general second-order phase-locked
loop synchronization system. The closed-loop transfer function is

L] w ; o :
O = -2 sy = through transfer funcuf)n (19)
‘Bj o, 1 + loop transfer function
14+mT s
— [ - (20)
1+ m'I'“s+(T“/K)s“
where
To = time constant
K = total ioop gain

substituting

w, = JK!TU yields

90 1+mTus (21)
—{s5) = Yis) =
Gi 1 +m’[‘us +(l/mn)2s2

The damping coefficient £ is (from equation 21) equal to

- (22)
and putting § in equation (21) yields
1 +(2E/m”) s
Y (s) = : (23)
I+ (2?,/(.)”! s+ szlm”2

Since the tracking error is given by the phase difference between the input and
output phase, thatis,

e(s) = 8.(s) — 8 (s) (24)
or

e(s) - Yis)

8 (s} T (25)
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loop filter

detector loop gain
K
A £ = B,‘ - 90
86

VCO

F(s} = 14 mTys
Tys

FIGURE 10. Second-order phase-locked loop synchronization system.
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Then combining equations (23) and (25) gives

(Lfw )%°
e (s) = - 0 (s) (26)

1+ (2Uw")s+(i/mu)252 !

A damping ratio of 0.5 results in a minimum noise error, and, when equal to 142 or
.707, ityields a minimum noise plus the transient error. However, when § = 1, this
minimizes the transient error and simplifies the analysis with only a small difference
in the overall loop performance.

By letting § =1

2 2
{1/ Vs
o = AL (27)
1+ (2/(.)”)5+('1/w") 5

which reduces to

2 (28)
01(5}

els) = 5
(s +w”l'

Equation (28) completely establishes the transient performance of the loop for any
input function 6; (s).

Identification of the closed-loop bandwidth parameter w, establishes all the
principal characteristics associated with a second-order synchronizing system.

5.3.1 Frequency hold-in range. There is no theoretical limit for the maximum hold-
in range since the steady state tracking error for a constant frequency difference is
zero in a second-order loop. A continucusly changing ramp frequency change,
however, would resultin a tracking error. The hold-in range assures tﬁat the phase
tracking is maintained for any frequency changes that could occur due to osciilator
instability and propagation anomalies.

For an input ramp frequency change, as shown in Figure 11, the input frequency is
given by

Q (29)
w=—{
T

1
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—-€ T —>—|

1 f

2
o

FIGURE 11. An input ramp frequency.

From the Laplace transform theory

Q

A= 2
ml.(:,)— ng
hence
QU
Bi(sl = ";:5

Setting § = 1 and combining equations (26) and (31)
QU
es) = p
(s + m”)zs

From a table of Laplace transforms

QO - f
l—(1+wn£)e "

- g()) =
Tw

n

e(t) identifies the transient error output associated with a ram

Q

u

Tw 2
"

€
max =

39

, a r p frequency input
from which the maximum transient error can be seen to occur att=wan

(30)

(31)

(32)

(33)

Is given by

(34)
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The hold-in range must be sufficient to ensure that the phase tracking error is less
than * n/2 radians (or * 2 for a pulse repetition frequency (PRF)-locked loop
system) for all frequency rate changes that could occur due to oscillator instability
and propagation anomalies. The maximum frequency rate that would be
accommodated occurs when the tracking error is n/2 radians. The maximum
allowable rate-of-change of frequency is therefore given by

i Qu \ o 2 T
k _ ) = w2 m"‘ radls (32)

4
" max

5.3.2 Frequency pull-in range. To identify the frequency pull-in range, it is necessary
to establish the transtent response for a step frequency difference input, as indicated
in Figure 12.

f A

- T -

=]

-
t
FIGURE 12. Astep frequency.
For an input equal to
w. = = consiant (36)
I3 (1}
QO
w (§) = ~— (37)
t s
and
Q
0.(s)= — (38)
t 52

Recalling that for a second-order loop which is critically damped

Z

ols) = -0, ' . (28)

(s+ mn)
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Combining equations (38) and (28)

Ql) ‘
els) = (39)

9

foda )

\clw;
n

and from a table of Laplace transforms

ot (40)

]

eh=1%Q te
a

Egquating the derivative of equation {(40) to 0 and solving for t identifies the time
corresponding to the peak transient error as

(41)

1
t= —
W

which when substituted into equation (40) determines the peak transient error as

Qo (42)
£ =0.368

max w
n

The frequency pull-in range must be sufficient to ensure that the phase tracking
erroris tess than * n/2 radians (or + t/2 for a PRF-locked loop) for all step frequency
differences that could occur due to oscillator instabilities and propagation
anomalies. Since the maximum pull-in frequency is identified when gmax = n/2
radians, then

Q = 427 w rudls (43)
n
max
5.3.3 Acquisition time. In an uncoded synr_h' nization loop, the acquisition time

comprises the sweep time (if employed) plus several closed-locop time constants. A

coded system requires an acquisition time given by the code length multiplied by the

number of code bitsin the-code sequence. This assumes that all n bits are
integrated Initial integration can be over fewer than n bits to reduce the
acqwsmon time. AnOtnEf metnoa TOI’ TEGUClﬂg acqursmon time isto exar‘mne
several sequences of the code in parallel. In all cases, the closed-loop time constant
1/fnis the principal constraint. A number of alternatives exist for speeding up

acquisition.
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5.3.4 Fly-wheeling performance of synchronizing systems. The various methods for
implementing a synchronization system involve a multiphier or its equivalent {such as
a phase detector or time discriminator), a frequency- or phase-controlled oscillator
or clock, and a filter. The important system transient characteristics (such as locking
time, holding time, and frequency locking range) depend on system loop parameters
such as the effective loop filter transfer function, the loop gain, and the order of
control (first, second, and so on) that is employed for the closed-loop system. In
general, a perfect second-order velocity correcting system provides good perfor-
mance and results in a 0 error control voltage for a constant frequency difference.
Consider the general second-order loop synchronizing system, shown in Figure 13.

phase detector
i / ) = 1+ Tys
T,s
A /\f
eo £ = (_)f - 80
vCO
1
o -

~ FIGURE 13. A general second-order loop synchronizing system.

The error control voltage is related to the input forcing function 9; by

s) 9“(5)

=1- (44)
8.(s) 8 .(s)
and we have from feedback analysis that employs Laplace transform methods
:(s) 1
s _ (45)

0 (s) T+ (K/s)F(s)
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or substituting for F(s) -
T IK)s°0.
els) = ( ke © (46)
1 +T s+(T /K
For a constant frequency difference input Q_
Qo
w.(s)= — (37)
5
and
Q
0(s)=— (38)
] S__
hence’
QU’I‘U/K
els)= 5 (47)
1+Tos+('l'“/K)s
and by invoking the final limit theorem we see that
e () = 5e(s) =0 (48)

§=0

The error control voltage is removed for a constant frequency difference between
the synchronizing system and the input frequency. This condition automatically
holds the loop clock at that frequency difference during signal fades of any
duration, provided the free-running frequency of the clock remains constant during
the fade. This condition emphasizes the importance of short-term stability. if the
frequency difference between the oscillators remained constant during the fade, the
loop would never lose synchronism ina fadesituation'no matter how many fades
occurred. A perfect second-order loop, however, is not easily implemented.

One approach is to employ an electro-mechanical system that uses a servo-motor
driven capacitor to change the frequency of a VCO. An alternate approach isto use a
passive filter with a large loop gain K to achieve an approximation to a second-order
loop. Figure 14 illustrates a functional block diagram of this concept.
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phase detector

VCO

9}.',- e R
— K *

Sq/ 1(s)

5 ot

Fis

FIGURE 14. Approximate second-order phase-locked loop.

For the filter

1 +m'1'2.s'
Fis)= T
1+ 25
where
’FZZ(R1+H2)C
and
m=R MR +R)
and since
L‘(.b'j B UU(S)
B(s)  Os)
4 ]

44

(49)

(50)

(51)

(44)
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therefore
E)_ . 1+ m'I‘zs)
008 14 (nT,+ 1K s+ (T JK)s
) 1K +T JK s)

O(S)  x or mr s oxser o e sre 2
S 1+ mT + 1Ks+ (T JK)s

2

For a step frequency input, &,

Q

[#)
wis)= —
' 5

and
QU
G[.(s)i )
5

therefore

Q (VK +T jKs)

e(s)=
dt+imT + 1/ (T e
b+ imT + VKT K87

2 ity

which results in

¢ (o) = s5e(s) = —
5= K

where K = total loop gain in Hz/radian. Note that a small tracking error e is

synonymgus with a large open loop gain K.

(52)

(53)

(37)

(38)

(54)

(55)

When the input signal disappears during fades, the result is equivalent to shorting

the input to the loop filter F(s). The oscillator control voltage then reduces to 0,
which returns the VCO frequency to its quiescent value.

The specific transients involved are readily identified.

Since

2K R
0 (%) T KIS FUs)

45

(56)
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then

s(1 +mT2s) B‘.(s)
e ()= (57)
o 1-+(mT + VK)s+(T JK) §

and for a step frequency input, Q_

Q

[

D)= — (38)
t 82

which yields
eﬂ(m): Q() = VCO (58)

When the input signal is removed, the switch $ is closed with the capacitor, C,
charged to Q. Applying the Laplace transform theory, we have

P
= — = 59
I(s) (.!‘\’.1+R2 + sC) (59)
and

eu(.‘;)ZJ’(.‘;)R2 (60)

Combining equations (59) and (60) produces

e {s)=Q )
o o Rl + R2 1
5+ ——
C(Rl + 122)
and from a table of Laplace transforms
¢ (62)
R, T ¢C(R +R
e (=0 ( 2 )e ! 2
o "o\ R 4+ R,
1 2
which for R; > > Rjresultsin
' (63)

- COR + Ry
e{in=0 e
e 0

Equation (63) indicates that during a fade the oscillator frequency would initially
retain the frequency difference between the input and the oscillator and then decay
exponentially with an open-loop time constant equal to C(Ry + R32). The design of
the synchronizing loop now becomes a compromise among the use of a sufficiently
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large loop gain K, a relatively narrowband effective closed-loop bandwidth JKITZ,
and the retention of a large open-loop time constant C(Ry + R3) for holding the
VCO frequency during signal fades.

if egis essentially held constant during fades that use proper design constraints, then
frequency changes are constrained to oscillator instability and propagation effects.

As an example for line-of-sight (LOS) and tropospheric scatter (TROPO) transmission
links, the mean duration of those fades that depress the power carrier-to-noise
ratios {C/N) to 5 decibels (dB) or lower is generally less than 10 second(s) with the
exception of ultra high frequency (UHF)/LOS. In the case of UHF/LOS, the mean
duration is less than 10 s for O/N = -2 dB. In essence, 10 s represents a reasonable
expected fade duration for identifying the memory requirements for
synchronization systems employed in fixed terrestrial transmission links. The
allowable relative frequency change Q./fy is from equation (187)

Q ey
- === (64)
f, T
Assuming a maximum allowable timing error requirement of 10 percent of the

pulsewidth of the maximum trunk bit rate, which is 4.608 megabits per second

Pl V] S .
AIVIDPS),

1
£, =01 X ————— 65
T 4.608(10% (65)

and from equation (64)

90_2.17(10‘“1 (66)
fu - T ‘ '

therefore for T = 10 seconds
— Q (67)

—~=217x10"?

L]

Hence, the short-term stability of the oscillators in conjunction with the frequency
variations associated with propagation conditions must be less than 2 partsin 10° to
retain the timing error to less than 10 percent of the pulsewidth.

5.3.5 Thresheld performance of synchronizing loops. The threshold obtained in a
synchronizing loop depends on the type of loop implemented. The (/N threshold is
determined for the various alternative synchronization approaches to establish the
threshold performance of the available synchronization concepts. These include
spectral line filtering, PRF-locked loop synchronization (coherent video), and
optimum coherent gated-carrier loop synchronization. Any specificimplementation
approach corresponds to one of these functional concepts.

47



Downloaded from http://www.everyspec.com

MiL-HDBK-421

5.3.5.1 Speciral line-filtering system. A functional block diagram of a spectrai line-
filtering system is illustrated in Figure 15. This system synchronizes to a single
spectral line of a digital input pulse-train.

phase detector
receiver fa '";;'q";ii':;e [ H(s)
amplifier
¢ VCO (==

| XN j—| clock

FIGURE 15. A spectral line-filtering system.

A Fourier series analysis of the input pulse-train results in the input spectrum
depicted in Figure 16.

Bn* iy

-
e -1[5 —r

,’l"‘r*-./TT\."I I \

FIGURE 16. A Fourier series analysis of a pulse train.
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Reference to this figure establishes that the voltage for spectral iines close to the
carrieris

v-l /lr'
V="-=V—
rrT B

I

and the received power P per spectral line is then

: /.
P =Vi=(v—/)
r r B

. vE P,
P=—=
MM
where M= the number of spectral lines in bandwidth B
!

The output noise power N, in the closed-loop filter bandwidth B_is given by
Nl) = f“1{"‘“’.3!.!
where

FKT = noise power density.

Therefore, the received output signal-to-noise (S/N)_ power ratio is

P
— I _ r
)ﬂ—nr_,,'

( —
SN, M ‘FKTB
n

2

and the input carrier-to-noise ratio (C/N). is

‘()

r

£
N FKTB_

Combining equations (73) and {74) yieids
B,

(2= =5
NUWM‘ZB” N i
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Threshold occurs when the phase-locked loop output rms noise-phase jitter exceeds
approximately 60° or n/3 radians. This corresponds to 90° or n/2 radians being
exceeded too often for recovery of loop synchronization. The relationship between
the output (S/N) ratio and the output phase jitter ¢y, is given by

N | (76)
v TS

where

JNo= rms noise voltage
JSo= rmssignal voltage

Combining equations (75) and (76) in conjunction with the fact that

. 1 1
B =—=—andB.=Mf
n Ntr N t r
results in
(E-) - (77)
- 2
N7 2Ng v
which at threshold
q)Nu =n/3
becomes
( C\ M
) 78)
where -

N = the number of pulses in the loop integration time.

5.3.5.2 PRF-locked loop synchronization system. A video synchronization system is
equivalent to coherently multiplying the input video pulses through the process of
gating and then integrating them over N pulses to enhance the output {§/N)g ratio.
This coherent process is preceded by a nonlinear envelope detector such as a square
taw detector. The nonlinear operation degrades the (5/N), ratio, which negates to
some degree the improvement associated with the integration process occurringin
the loop. In general, the overall performance is superior to filtering out a single
spectral line of the input signal. A functional block diagram of a PRF-locked loop is
shown in Figure 17.
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. 3 matched video ; time
recetver filter detector discrimmnator Hes)
} (L
(CIN); (S/N);

dock  |ee—f 9%  |gd  vco e

generator

FIGURE 17. A PRF-locked loop.

The loop inputsignal-to-noise (SfN),. ratio is readily related to the receiver output
carrier-to-noise (C/N); ratio if a square law video detector is assumed to be used. In
this case

) 79
(E)L.Z '

f
C
211 +2(Rr_)il
The noise components at the input to the loop are spread over 28.due to the mixing

of noise terms. Therefore, additional filtering associated with the closed loop
reduces the noise by approximately

2B
¢ (80)
B M
where

B, = input receiver bandwidth

B = closed-loop noise bandwidth

M = number of spectral lines contained in the input

bandwidth B,
BM = total effective closed-loop noise bandwidth.
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Since
= (81)
M=— 81
fr
and
v/
- — = - 82
B NN (82)
where
N = the number of pulsesintegrated by the loop.
Combining equations (80), {81), and (82) results in
28,
—L —9oN (83)
B

n

This equation is an approximate relationship since the noise is no longer exactly
following the square law detector. Itis, however, considered sufficiently accurate
for the purpose of establishing the degree of noise reduction by the loop. The
output (§/N) ratio is then given by

Ly
N (84)

S
(=) =N—7—"

N Il +2(ClN)l.]
To establish the threshold, itis necessary to relate the output noise-time jitter to the
output sié;nal and noise. Thisis accomplished by identifying the time discriminator
curve and the effect of noise on the loop output for a PRF synchronizing loop. A

time discriminator that provides the necessary bipolar control for synchronizing is
illustrated in the Figure 18.
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frequency Eal detector _:"_ > adder —»=| gate P :
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! 1

- Lo e N |

gate
generator

FIGURE 18. A time discriminator.

The resulting discriminator curve is shown in Figure 19, along with the timing error
8 T, introduced by noise.

—-)—I - alp

FIGURE 19. A time discriminator curve.
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Referring to Figure 19

t= input pulsewidth

o= output rms noise amplitude, J2 N,

where

J2 results from the summation of two uncorrelated noise sources in the error

detector and

N, = outputnoise power
ol, = outputrmsnoise-time jitter
JS. = outputsignal peak voltage

The output rms noise-time jitter may be related to the output rms noise amplitude,

the pulsewidth, and the output signal from the geometry of the detector (time

discrimination) cutput characteristic.

2 Sp o
Since
where
JS_O = the output rmssignal voltage
then

2

($)-=
N/, 45TR2

Combining equations (84) and (87} yields
2

(& -o(8) s

4

where

2
L

p= .
sopr 2
4N61R
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Solving equations (88) and (89) for (C/N);identifies the relationship between the
output jitter and the input (C/N); ratio.

(£) ==
N/ oy 2
i 4N8['R

The PRF-locked loap reaches threshold when the output rms time jitter & T, is equal
to one-third the pulsewidth or /3, yielding

(%), =5l o 7 o

H4

(90)

o 2
(4NBT D)

I+ J1
* 2
T

5.3.5.3 Optimum coherent gated-carrier loop synchronization system. A functional
btock diagram for this concept is shown in Figure 20.

phase detector

. intermediate matched
receiver Bl " eney | filter gate *®> H{s)

(.

gate VCO |-

gengrator

FIGURE 20. An optimum coherent gated-carrier loop synchronization system.

This system cross-correlation detects the input carrier pulse-train with an identical

carrier pulse-train to optimally synchronize to the framing channel. All of the signal
energy is used for locking-in this coherent detection system. Itsimplementation
requires that the PRF be synchronous with the input carrier to keep the gate
centered over the pulsed carrier input. Initial synchronization may be achieved with
a separate PRF-locked loop to center the gate over the carrier cycles. Upon

cunrhrnnnlnn the oated carrier loon, the PRFE-locked loon then disenaaaes. The

laiioie L hd o] L= e o EAATIC IOy T

output ™ms (S/N)o ratio for an optimum coherent detector is given by

AR (92)
(3),-3

55



Downloaded from http://www.everyspec.com

MIL-HDBK-421
where
E = receivedsignal energy in joules
n = FKT = noise power density in watts/Hz.
Since
E=P N (93)
where
P. = received power
¢t = pulsewidth
N = the number of pulsesintegrated by the closed loop
and
194)
1 \sT)
B=-
L
then
. NP inCY
(ﬁ ) _ {33)
N FKTB,
or

The output rms (S/N) _ is also related to the output noise-phase jitter by

N (97)
Q)Nu: -és—‘

Combining equations (96} and (97) yields

(L) _ ! (98)

"N/, ono?
No
which at threshold becomes
] (99)

[CY _
\N}' 202N

4
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5.3.5.4 Summary. The above equations have been derived that identify the
threshold signal-to-noise ratio (C/N);; for three basic synchronization concepts. The
results are tabulated below.

For a spectral line synchronization system

C 9M | (100)
(ﬁ)ﬂ PN

For a PRF-locked loop synchronization system

CATER o T fon
9

9
\N/, 4N I' 'J

For a gated-carrier loop synchronization system
) ( C ) B (102)
N it 2112N

An examination of these equations reveals that an optimum coherent system is
better than one that fiiters out a single spectrai line by the factor M, where M
represents the number of spectral lines contained in the input bandwidth or,
equivalently, the number of channels in a multichannel system. An optimum
coherent gated-carrier loop has a threshold much lower than one for a system that
filters out a single spectral line. The performance of a PRF-locked loop system is
essentially between what is obtained for the other two approaches.

5.3.6 Optimum synchronization loop design. The following analysis establishes that
an optimum design exists for a synchronized carrier loop that minimizes the

tramciant_nliiconalco arrare T nravidn m thr arl-\nfrl f-l\“ As tha rlncarlL
ransient-plus-noise errorsic piuvlucunnnnnuni Nresnoia (Ui A5 UIe GoLea

loop noise bandwidth is reduced, the output noise is reduced, whuch improves the

threshold until the transient error approaches the maximum allowable total phase
error. Atsome value prior to this, the threshold signal-to-noise ratio (5/N);; obtains
its lowest possible value.

Equation (28) can be used to determine the transient performance of a criticaily
damped second-order synchronization phase-locked loop for any input function

Bi(s).

2 (103)
ely) = 0. [s}
(a+w )"
where

s =  the Laplace transform
wWh = the loop design parameter that establishes the

transient and noise performance
0i(s) = theinputphase as a function of s
e(s} =  theoutputioop-tracking error as a function of s.
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The input rms noise jitter (¢p;) is related to the input signal and rms noise amplitude
levels by the following equation

N, {104)
(bNi = 2‘Si radians .
where
Nij = thermsnoise voltage in the input bandwidth B¢
Si = thermssignal voltage at the input.
The phase-locked ioop output noise jitter or phase noise is related to the input noise
jitter or phase noise by
» (105}
<I>No = <1>N‘_ "ﬁ:
where
wne = the total effective closed-loop noise bandwidth
D — thna rarvriar hamAwisAt at thao inniit+n tha nhaca_larkoad laanm in
UC —_— l.ll':-l.alllCI QNI FVVILILET QL LI lll'..lul. LU i PJI Idovw 1Ivunuocu IUU}J e
radians/s
By definition
® ‘ (106)
W, = J | Y (@) [ do
which, for a second-order critically damped loop, is readily determined as
W, = 2.5 nw, - (107}

Combining equations (104), (105), and (106) results in
S ' 2.5(1(.0,‘ ( I (108)
(E)‘ -] e &;—J)

g
( N ) = inputsignal—to— noiseratio in bandwidth B
t

where

The loop would lose synchronization when ¢, = A(n/2) radians in the absence of
transient errors, which establishes the threshold (S/N);t for the loop. When the
transient tracking error is accounted for, the loop loses synchronization for

b, = A2 —¢ (109)
(pNu m
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where
/2 = X = n/3, depending on the statistics of the noise perturbations
em = mMaximum transient tracking error.

Substituting equation {109) for (108} yields

S 1.2500 ) - (110)
(_“7); - B (A(n/2) - s:m)

If stable clocks are employed, then the frequency accuracy expressed as a maximum
frequency difference can be considered as a constant step-frequency difference
during the loop’s acquisition time. In establishing a quantitative value, care should
be taken in refating the calibration and long-term frequency stability to frequency
accuracy.

For a step-frequency difference 02,

w = .Q” = constuant (111)
hence
ol A (112)
0 {s) = = —
I P 52

theretfore from equation (103)

Q, (113)

(s+ mn)2

els) =

and from a table of Laplace transforms

-t (114)
t:(t)=QUte n

Equating the derivation of equation (114) to 0 and soiving for t identifies the time
corresponding to the peak transient error as

1 {(115)
t= —
mf!
which when substituted into equation (114) determines the peak transient error ¢,
as

Q (116)
e =0.368 —

it o
n
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Combining equations (110) and (116) then results in obtaining the threshold {S/N);;
as a function of the loop design parameter w,

\ J 1.25 nw ; X . (117)

it

(’ 3 ) = [ ——{ : )
N it B A2 - 0.368Q /fw .
(& 4] n
Let
_ J 1.25 n {(118)
- )
then
( S ) B 6 u)n3/2 (1 19)
N/. = (An/2)w —0.368Q

Equation (119) demonstrates that the threshold (S/N);; approaches infinity as 1w/ ) w
approaches 0.3685 and also as w —w»_ Therefore, at least one minimum (optlmums
value must exist bétween these éxtremes, which is readily determined by equating
its derivative to 0.

s S kY
4y
LN/,
5  do
n
. . (120)
L /21, —0.368Q 1 = o, "m0} w2ie ¥
2 =0
[(d I(f2)m”—0.368£20f
from which
(121)

2.2
©, (npt) = — O
nh ¢

Equation (121} is the desired result, which indicates that the closed-loop bandwidth
parameter o should be essentially equal to the frequency difference to obtain an
optimum design that minimizes the transient-plus-noise error and resultsin a
minimum threshold (5/N);;. The corresponding threshold (5/N};; is readily determined
by substituting equation {121} into equation (119).

0 (122)
— say -2 v w2

\ 1,50
/ ‘' /

ittopt) IS

(

ZICD

If the phase noise or jitter is Gaussian, then phase tock is lost at 60° or «/3 radians, for
which 1 = 2/3. In this case equations (121) and (122) become

(.)”(upl) = 1.05 !.20 (123)
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and

{

——
b
]
I

[T A
J:Hupl) ¢

zlw

Equation (122} is the desired result, and using it as a design equation yields an
extremely low threshold (S$/N);¢ as indicated by equation {122} or (124). The
derivation does not take into account frequency variations, due to propagation
conditions involving Doppler frequencies, such as is experienced in a transceiver on a
moving vehicle. It applies to fixed installations such as the trunk links of a
muftichannel switched system (exclusive of satellite links).

As an illustration of what threshold values might be obtained, consider a stable
quartz oscillator whose long-term stability is 1 x 10-9 per day, which was calibrated
precisely against an atomic cesium primary standard. After 100 days, the frequency
accuracy is 1x 10-7. Assuming a carrier frequency of 10 megahertz (MHz) then
results in Qo =1Hz. For aradio frequency {rf) bandwidth of 1 MHz, the threshold

-~ (§/N}jtis2.92 (10-3) = -25.4dB. Care must be taken in using the derived optimum
design equation, since the threshold (5/N); increases very rapidly as wp is made
smaller than the design value. A practical design must account for the maximum
anticipated change expected and should then allow a reasonable margin of safety to
the expected value for o

5.4 Phase-locked locop performance in a multipath environment. The tracking
capability of a phase-focked loop is expiored when the input consists of a desired
signal plus a delayed and frequency-translated replica of this signal. The purpose of
the investigation is to establish how the International Telephone and Telegraph
Federal Laboratories (ITTFL) Model 4004 monopulse tracking receiver is capable of
performing when self-interference {(due to muttipath reception) is experienced.
Since any loop-transient tracking error is reflected as an error in the antenna
positioning outputs, a transient analysis of the loop identifies what errors in antenna
tracking can be anticipated.

Figure 21is a block diagram of the tracking receiver. In the phase-locked loop
tracking mode, the sum channel consists of two stages of frequency mixing prior to
phase detecting. This operation does not reflect any performance change over a
basic phase-locked loop as long as the stability of the various frequency sources
involved is good (that is, the phase variations of the oscillators must be slow
compared to the closed-loop time constant). The phase-locked portion of the
receiveris redrawn in Figure 22 to clarify that the above comments are valid.
Referring to Figure 22, it is apparent that variations in either the phase or frequency
of the second local oscillatar or the reference oscillator are equivalent to separate
interferring inputs into the loop. The effect on the resultant output error due to 04
and 62 may be maintained negligible so long as the frequency rate-of-change of the
second local oscillator and the reference oscillator is kept small. This is

equivalent to providing good short-term frequency stability for the oscillators in
question. If this condition is satisfied, then the loop may be simplified to what is

okt 2> LR : PRt 2O IN LS i 11 A WY

shown in Figure 23.
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FIGURE 21. ITTFL Model 4004 monopulse tracking receiver simplified block diagram.
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FIGURE 22. Portion of receiver functional block diagram of sum chardhel and phase-locked loop.
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FIGURE 23. Linearized equivalent functional block diagram of a phase-
locked loop.

In accomplishing the details of the analysis, a second-order critically damped loop
(¢ = 1)isassumed. There is only a small difference in operational performance of
phase-locked loops for the various damping ratios identified and used in the
literature. Fordifferent reasons, vaiues of ¢ heiween (.5 and 1 have been used.

¢ =0.5 yields a minimum noise bandwidth, and £ =0.1 provides good transient
performance. Values of ¢ between 0.5 and 1 compromise the effects of the two
important fundamental considerations.

For the conditions imposed, the ocutput error ¢ is readily established as

2

0 0 (125)

els) =
{s+m )*

To determine the transient output as a function of time now requires identifying the
input 61 in the presence of limiting. When a delayed frequency translated replica of

o sarriaric ::rlrlnrl +m +|-\a r:u-r:ar thao ro
LTI 12 @UuUTU Vo LT LG g, ciIic

o

[ =1 faYaa¥a)
Jlgllul ULLU""-J

e = El l 1+ mcosmrt)2+ m2sin2mrt X sin mct-t- lp(f)] ' (126)

{

where

msin @ ¢

——
—
N
~

—

W) = tan _1(-“"“—'—"-“
1+ mwsmri
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m = theratio of the amplitude of the delayed signal
to the desired signal (m<1).
wr = thefrequency difference between the two signals due to the

Doppler effect.

Now the amplitude variations are eliminated, due to the limiter, which leaves a
constant amplitude frequency-modulated (FM) signal. The instantaneous
modulating frequency is readily obtained as

2
m + meosw i
J X @ (128)

r

dy(l)
W, = =
! dt 1+ m?+ 2m cos mrt

Equation {128) identifies the frequency excursions that the tracking loop must
foliow with low transient errors in order for the multipath environment to be
tolerated. Inits present form, the input instantaneous frequency is not readily
handled with Laplace transformations. This is overcome with the following=
assumptions and simplification. For values of m close to unity, w; appears as shown
in Figure 24, with the peak negative value given by

Irg

ml,:*n: pr
ok |
- 13
Cgr
. N 7 N
[ =
m,(m/m-j)-(— ——————— y ——————————————— l-[ —————

FIGURE 24. Input forcing function.
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A good simple approximation to this curve is a triangular wave. The base of the
triangle is determined readily since the average value of wj over 1 cycle is0. The
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largest multipath signal anticipated for the purposes of this study is for m =0.9. This

yields a total excursion of 9.5 f,, which results in the base of the triangular wave

being 2/19 f.. A plot of this function is shown in Figure 25, in which the axis has been
shifted merely to simplify the expression for the input. Using this input now makes
deriving the transient output of the loops easy.

A 1
1 - ‘fr— r
[0} 1
1 17
S 97, - |- 197, - _
0 o
T t —
9.5,
FIGURE 25. Approximate input forcing function (m = 0.9)
From Figure 25, the input forcing function becomes
w0 = —19(1.51) wtU(—0)
. 2 1 .
+ 291581 witUit— —)
r 19/
1901.51) R U (- ——)
- . - - 1o/
2 1
—1901.51) wt Ut~ )
e (129)

oo
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Taking the Laplace transformation of this function and using the relation

WU S)
Bi{s) = —
. §
results in

I
_ 2
0‘.(5)— —19(1.51) W 3

A
+2(19) 1.51 0 — e % (—)
ro3 19/

s 1, 2
- 19(1.51) w — e *(—)
ro3 19f.

5 1 |
19(1_51)mf — T (=)

Combining equations (125) and (130) and obtaining the inverse Laplace
transformation results in

W —w ¢
e(@) =1901.51)}(—) 2 [ -1 +{1 + mnt} e "1 U(t—0)
W
n
- - —}
’ 1 " 19 l 1
+12-2{1 + ¢ — — U(fr ——
{ mn( 19fr)} ¢ ( Igfr)
—w it — }
+1 140+ - —e 0 luoe -2y
-_— - — — m—
“n T 19/
1
- - =)
+[ 1+{1+w 1)} " f"]U(t l)
-_ w _—— e —_—
“Tf f,
F — e e }
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Equation (131) may be written mare compactly, as shown below

n
=13 Af— =]

wr 2 f n " n
e()=19(1.51) (—) 2 [ —1 +{l +o (- =i} e "lU- =)
l"ﬂn n=0 fr fr
i+ 19n
1+i9n 0“7 T 1+ 19n
+ 220+ (- ¢ r -
n 19/ 19/,
o |!_2 +I9n,
+, L+{l 4o 2+19n} RooI9f ‘U(t 2+19n} (132)
T EAETY BRTYA

Equation (132) is the desired result, and it completely specifies the transientzoutput
that results from the forcing function postulated. Let us now normalize this
equation by making the following substitutions

w
K == (133)
! @, ’
K=t (134)
which yields
 J— - 20K (K-~ n)
=195 (=—)2 > {|—1+{1+2nK (K-n)e UK —n)
K 1
1 n=0
o .. Y#19n
14+19n  ~HK K- =) 1+19n
+2—2{]+2nK1(K— i} e UK —( 19 )
K (K 2+19n)
2+19 - - 2+19
+ ’—l+{l+2nK1(K-— “Be ! 19 IU(K— S 2 (135)

Equation (135) was computed over nine cycles of the input to ensure that the
transient outputis identical for adjacent cycles. A plot of the resultsis shown in
Figure 26 for values of Ky equal t0 0.5, 1, 2, 4, and 10. Itis obvious from the results
obtained that the effect of the interfering multipath signal is quite harmful for a
narrowband tracking loop. The loop bandwidth f, must approach the maximum
frequency excursion 9.5f before the peak transient error is reduced to a reasonable
order of magnitude. For f, =10 f. the peak transient erroris 0.238 radians or 13.5°.
As the bandwidth becomes narrower, the peak transient output increases rapidly
and also tasts for much larger fractions of the total period. Even when the loop
bandwidth is as much as four times the difference frequency f,, the transient.error
might be classified as intolerable, since it peaks at 0.72 radians or 41.2°. When the
loop bandwidth is equal to or less than the input frequency f,, the transient error
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FIGURE 26. The output error plotted over one cycle for various values of K.
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exceeds the allowable value of 90° for retaining linear lock-on, resulting in loss of
synchronization. The precise critical value of f, where this occurs, lies somewhere
between f,<f,<2f, Practicaily it might be considered as occurringatf, - f;
because the actual input forcing function is not quite as severe as the input
postulated. There is a slightly more gradual transition preceding and following the
maximum rates of frequency change for the actual input to the loop.

Let us now estimate how these transient errors affect the antenna tracking error for
the amplitude monopulse system being investigated. To determine this, consider
the difference channel shown in Figure 22. Thisis redrawn in Figure 27 with the
various oscillators and signals identified. Under normal operating conditions, the
output of the product detector should be (approximately) linearly related to the
input difference amplitude E7. This occurs when the loop of the sum channel is
tracking with a small residual transient errore. It has been demonstrated, however,
that ¢ may become very large for a narrowband tracking loop.

The effect of this loop error on the antenna tracking operation is to modify the
antenna positioning error control voltage, accarding to the following relaton:

£,= KElcosu (136)
where
KEy =  thedesired value forg,
gg = theantenna-positioning control error.

Itis apparent from equation (136) that large toop transients can adverserly affect the
performance of an antenna servo-tracking system. The instantaneous error
variations in the antenna space angle cannot be established only from equation
(136) and a knowledge of the variations of e. To accomplish a complete analysis of
the space angular error requires that we postulate a specific servo system (that is,
type |, type li, servo loop error-detector characteristics, bandwidth, and dampin
ratio, if applicable) in addition to identifying its input forcing function (that s, the
target dynamics and overall system geometry). One can identify, however, that
servo loop error-detector characteristics are seriously altered in a manner equivalent
to dynamically changing the antenna loop gain.

Since the analysis is of a general nature, itis of interest to identify how the output
frequency of the VCO is following the input excursions. This is readily determined
using Laplace transformation notation as follows, since

e(s) = 8, (s) — B_(s) (137)
then

BU(S) B _‘is)_ _ (AJO(S)

=1— =
Bl.(s) G!.(s) mi(s)

(138)
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Combining equations {125) and {138) yields

9
2oy st+w T
n N
) (5) = memrmme—m—— A u).(S)
(¥ y L
(s+mnl

(139)

Combining equations (139) and (130) and obtaining the'inverse Laplace transform

resultsin

. —

[4
w (O = ]9(1.51!wrl —tll—e ™Y Ult—o)

1 “ 19 f 1
+2(———1l—e YU (= ——)
19 f, 191
2
- it — ]
( ) {1 ' ls”r’) U 2 )
— - —)l—e {— ——
9f 191
1
— - =)
neof ,
—{f——) {1 —e YU (t— —)
r I

K _

b n
and

K=rf1
and

w=2nf
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and writing the expression in a more compact form, as for the previous derivation,
yields

_ : —2n Kl (K —n})
[LO=1905)f > {~(K—n) (1-e ) U (K—n)
1+19n —2uk (K- 11;9,!’ 1+19n
+2 (K~ ) (1—e ) U (K- )
19
2+19 S OE- 2+19n |
— K- Ey (e ’ By K- 5 (144)
19 T

Equation (144) identifies how the instantaneous frequency of the phase-locked loop
is following the input frequency of a limited multipath signa!. This equation is
ptotted in Figure 28 for various values of K1."Note how c!osely the VCO follows the
input when the toop bandwidth is widened to equal the maximum frequency
excursion of the composite input. Although itis not part of this study, it would be
very interesting and valuable to determine the average frequency over one cycle for
the various values of K1 to see how much it deviates from /2. When it is equal to
f/2, narrowband filtering following the detected loop output recovers the wanted
signal. Thisresultis an obvious one for wideband operation {thatis, K1 = 10) and is
exactly what one would expect. It is equivalent to using a wideband discriminator
following a limiter, to reduce the crosstalk effect of a multipath signal with a
narrowband output filter in an FM receiver.

5.5 Timing accuracy for a pseudonoise sequence

5.5.1 Basic approach. Figure 29 is a functional block diagram of an optimum system
used to obtain a time measurement of an input pseudonoise (PN) sequence. The
error detector consists of two correlation detectors. The reference inputs to this
detector are one code bit apart in time, and inverted relative to each other. This
operation results in the error detector charactenstlc |Ilustrated in F:gure 30. The

ueurung pdfdmt!l.t.'[b dre ldDUIdIEU UEIOW BHU Wlll DE fET(‘_‘fI’QCl toin dﬂdlyZlﬂg me
ultimate accuracy capability.
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FIGURE 28. The output frequency plotted over one cycle for various values of K.
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FIGURE 30. Error detector characteristics for a PN code sequence (basic
synchronizing system).
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Referring to Figure 30

L
g

code bit width
output rms noise amplitude o =J2 N,

where

J2 results from the summation of two uncorrelated noise sourcesin the error
detector

Ny, = outputnoise power )
6Tp = output rms noise-time jitter
o = outputsignal peak voltage

The rms output noise-time jitter may be related to the cutput rms noise amplitude g,

the code bit pulsewidth t, and the peak signal voitage[S, from the geometry of the
error detector output characteristics

R %
" _ 145
S (145)
Since
g = JZN
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then

! L

B 28, (146)

NU

Now each half of the error detector comprises an optimum correlation detector that
yields an output (§/N)g corresponding to that of a matched filter,

that is,
S .
Zo _ 2K (147)
N N
(4]
where =
E =  signal energy
N =  noise power density

Combining equations {146) and (147} results in:

6T, = —F= (148)

It will now be established that coding with the PN code structure achieves a timing
accuracy Jn times better than for a bandwidth-limited, uncoded, pulsed sine wave.

Skolnick {see Appendix B, 20.2) has derived an expression for the rms timing error for
a pulsed sine wave, which is given by

5T = , ¢ (149)
R 4BE/N

where
T =  pulsewidth
B =  bandwidth

Now, for a signallthat is bandwidth-limited to the reciprocal of the code bit width
and whose pulse length is n x, resulting in the same signal energy as for the coded
case, we have

77



Downloaded from http://www.everyspec.com

MIL-HDBK-421
and
v = ng
Hence
It
6T, = = (150)
2 —
N

A comparison between equations {150) and {148) demonstrates that the code
structure improves the rms timing accuracy by fnor the mean-square timing
accuracy by n. '

it is instructive to emphasize here that the particular error detector characteristics
illustrated result from the fact that the code structure is of a PN type. This choice
completely eliminates any ambiguity in timing, while at the same time yields the

_accuracy given by equation (148). Other code structures may.provide a slightly
better timing accuracy butin general are at the expense of introducing ambiguities.
The maximum possible accuracy would be for asequence of + 7'sand -17s (or,
equivalently, a carrier or subcarrier square wave). In this case the peak-to-peak
voltage ratio out of the error detector is 4 {S, and results in a timing accuracy given
by '

8T, = (151)

This is twice as good as for the PN sequence but has n/2 ambiguities of equal signal
strength. )

5.5.2 The Jet Propulsion Laboratory’'s error detector for locking to a PN sequence.
An alternate method of synchronizing to a PN sequence consists of modulating the
PN code with a subcarrier whose frequency is half the PN code bitrate. Thisis the
approach used by the Jet Propulsion Laboratory (JPL) for the Mariner System and
other similar space projects involving ranging, telemetry, and command functions.
This solution does not permit code sequences with a two-level autocorrelation to be
used unless the out-of-phase correlation level is 0. A maximal-length sequence code
or a quadratic residue sequence (these codes possess an out-of-phase correlation
equal to - 1/N) results in ambiguous timing unless the code structure is modified. In
additionﬁthe accuracy achieved in this system is 3 dB poorer than that of the basic
approach.

To verify the above claims, consider the following 7-bit maximal-length sequence
codes (PN code):

1110010

- This code may be written as

11111100001100
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to make obtaining correlation functions at half the code chip-width intervals easy.
Modulating this PN code with a subcarrier whose frequency is half the code bit
frequency results in (PN @ £), where @ indicates modulo 2 addition. This operation
yields

A A

A A
" N\ N\
1100111100000000110000111111
that is,
(PN®f)=A, A
where

A = thenegativeof A o =

A occurs since the code bit length is odd, which results in a 180° phase reversal of the
subcarrier at the beginning of each 7-bit code length. This phenomena introduces
quasi-stable locking positions every other code period. The error detector for
synchronizina is now realized by generating (PN @ £,/£30°), which is used to cross-
correlate with (PN @ £). A method of implementing the generation and cross-
correlation of the identified functions is illustrated in Figure 31.

Let us now perform the cross-correlation indicated. To do this requires that we
determine PN @ £5/30°, which is accomplished below

PN 111111000011001111!100001100

fs£90'J 100110611001100101100110G011001

AT y/ ¢ 4 AN 1 1 N 1T AN 1T AT AT T T AN T A1 o% oo 4o

PN®F f80 1061101060161 600 1100101101010
F 30\ I -/

B B
or

PN®f[f90° =B, B

B = thenegativeof B.
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A, A cross-correlated with B, B results in the correlation function {error curve)
ilustrated in Figure 32a. Note that in addition to forming quasi-stable conditions,
ambiguous stable and quasi-stable focking points also accrue. This was anticipated
and is the result of the fact that the autocorrelation function of the code in question
is (-1/N) fort # 0. if an even digit code whose out-of-phase autocorrelation function
were zero had been used in the system, then neither quasi-stable points nor
ambiguous stabte points would occur. Of course for a reasonably large number of
cade hits, the ambiguous locking positions are rather low in signal level compared to
the desired locking position.

JPL solves both of the difficulties identified by the simple expedient of following the

PN code by its negative, which results in the composite structure PN* (see Figure
27h)

Ay

111111000011 0G,000600011110011
- 29 Y,
AV Y

PN PN

iv

or
PN* = PN, PN

Modulating this code with a subcarrier £, whose frequency is half the code bit
frequency provides PN* & f5.

@]
[dm)}




i8

Downloaded from http://www.everyspec.com

a. PN sequence 1110010

stable quasi-stable
|
\Sl /\\/\\/\\/\\ NN /\f TT

SN () S

\/\/\/\/\/

b. PN* = PN,PN 1110010 0001101

stable stable
N+ 1
1
N+
1
—_— 1 - \

FIGURE 32

. Error function for a double loop-tracking system.

LCy-M9aH-TIN



Downloaded from http://www.everyspec.com

MIL-HDBK-421

Performing this operation yields

N\
1100111100060011001111000000

Note that the modified PN code modulo 2 added to f; now results in a repeating
structure every 7 code bits.

Equivalently, PN* & f; £30°becomes,

B g
AL A

/1-0011010010]0\1(;)011010010101\

which also repeats every 7 code bits.. - - : -

The cross-correlation of a and § now achieves the very desirable property of asingle
repeating 5 curve with no quasi-stable points or ambiguous locking positions. This
resultisillustrated in Figure 32b. 1t appears that one answer solved two probiems.

Let us digress at this point to demonstrate that an even-length, two-leve!
autocorrelation code whose out-of-phase correlation is equal to 0 results in a single
stable repeating $§ curve with no ambiguities. The simplest code with the required
properties is the following 4-bit sequence.

PN=111¢0

PN=11111100
or

PN®f =11001111

also

PN®f [90° =10011010

And the cross-correlation of (PN @ f;) with (PN @ f; £90°) results in the desired error
curve shown in Figure 33.
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Using the identified error curve makes determining the maximum timing accuracy
that may be realized in the double loop-tracking system easy. The error function is’
essentially the same as in the basic approach, with one difference. The peak output
amplitude is approximately A/2 or half as much. An odd-bit code iength of the class
examined resulted in
N+1
2

or

or when the modified PN* was used. The even-length sequence itlustrated above
resulted in exactly N/2 for the peak amplitude. In all cases, the peak amplitude may

be considered as N/2 for a reasonably large N. Hence, the diagram of Figure 30 with

IS, replaced by

_r___ (152)

In this system the output noise-time jitter o is given by JNg since the error detector
does not sum two output noise sources.

Hence

a (153)

00
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s T
Too_ 2k (154)
N“ N
8T, = ——
R I
Yol (155)
N .

Comparing equation (155) with (148) demonstrates that the double-loop timing
system accuracy is § 2 or 3 dB worse than for the basic system. The fundamental
reason for the degradation in the aiternaie system is that the peak output amplitude
is obtained when the input and reference are a half code-chip-width apartin time.

5.6 A concept for disseminating precise timing throughout a communications
network -

5.6.1 Basic concept. The following system concept employs a Doppler-canceling
loop for a master satellite ground terminal in conjunction with a multipiexed
synchronous loop at each slave satellite ground terminal. The Doppler-canceling
loop translates a Doppler-free stable clock to the satellite. Each sfave terminal then
receives and synchronizes to this reference clock, which now has a Doppler
frequency shift that results only from the range variation between the slave ground
terminal and the satetlite. The retransmission and reception of thissignat on a
separate multiplexed channel then yields the reference clock shifted by a multiple of
the Doppler frequency. The two signals may then be appropriately combined in a
mixer to cancel the Doppler frequency variation from the primary standard clock
reference at each slave terminal.

The basic ideas involved in accomplishing the desired result are illustrated in
Figure 34. A Doppler-canceling loop is emplioyed between the master ground
terminal and the satellite, which transiates a Doppler-free reference to the satellite
by establishing a local oscillator that is synchronized to (g - fgm)

where
fo = theprimarystandard reference clock at the
master terminal
fum =  the one-way Doppler frequency that exists
between the master terminal and the satellite.
fas =  the one-way Doppler frequency that exists between

the slave terminal and the satellite
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fo + fdm

master
ground
terminal

satellite

slave
ground
termina!

FIGURE 34. System for transferring timing via satellite.
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A functiona! block diagram of the Doppler-canceling loop isshown in Figure 35. The

VCO frequency fis transmitted to the satellite and back down to the ground
terminal.

_ — rimar
fo=f+fam =1, s?andar!é
21,
N
f+ erdm mixer 2f+ 2fdm
. & high-pass \
receiver > . filter . R
+ phase
! detector =

|— transmitter | VCOF |™ KF(s) -~

FIGURE 35. Doppler-canceling loop.

This frequency is translated by fgm 2t the satellite, due to its motion. Back at the
ground terminal the Doppier frequency is 2 fgm. This is mixed with the VCO
frequency, and the sum is fed to the phase detectar of the phase-locked loop. The
phase of the sum frequency (2f + 2 fgm) is compared with a frequency 2 f which is
derived from a primary standard clock such as a cesium atomic clock. The phase
detector output is then passed through the system loop filter to the VCO. The VCO

frequency varies in proportion to the error control volta?e until the input to the
phase detector is exactly equal to the clock frequency 2 1.

Hence, at lock

2f+ef, =2/ (156)
or
f=fr -1, (157}
This condition results in a frequency at the satellite of
fs = fa - f(im + fdm = /u (1 58)
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An alternate method of providing a Doppler-free reference at the satellite is to
physically put a primary clock standard in the satellite. In this case, however, the
malfunction of the primary standard loses the highly stable reference. In the
proposed concept, any quantity of backup primary standards may be used to achieve
any degree of reiiability desired. ‘

Each slave ground terminal may now synchronize to the primary standard at the
satellite and may extract the Doppler frequency experienced on the satellite-to-
slave-terminal link. This is accomplished by retransmitting the received timing signal
(fo + fgs) on aseparate channel as shown in Figure 36. The returned signal is now
(fo + 3fgs). These two signals are then demultiplexed and synchronized in
separate phase-locked loops used to accomplish coherent detection. The output
frequency of the channel that is synchronized directly to the master terminat (f, +
fgs) 1s then multiplied by 3 and mixed with the frequency of the output from the
slave terminal {f, + 3fgs) to obtain the comptete extraction of the Doppler
frequency. This signal is exactly twice the primary standard, or 2f,, and dividing the
frequency by 2 provides the primary clock timing signal £, at the slave termigal.

5.6.2 Alternate solution. An alternate method for separating the Doppler
frequency and reference clock at the slave terminal is iHustrated in Figure 37. A
received transmission loop signal (f + 21y) is compared simultaneously in phase with
the signal from the master ground terminal (f, + fgo) and used to control the loop
VCO. Thisis implemented by employing a separate orthogonal channe! for the loop
signal frequency f. This is then demultipiexed from the master terminal signal, and
both signals are separately and coherently detected using phase-locked loops. The
outputs of the individual loops are then compared in a loop phase detector and
passed through a system loop filter to the transmission loop VCO. The frequency fof
this VCO is changed until the transmission loop is synchronized. This occurs when
the loop VCO frequency fis equal to (f,).

When the transmission loop is locked, the phase detector outputis 0, and

M2y =l Ty, (159)
or
[+l =1 =+ 1y (160)
where
fdo = the one-way Doppler frequency that exists between the

slave terminal and the satellite,

Also, at the satellite,

[+1,=1, (161)
Therefore, from equations (160) and (161)
fq=14,
and
[=1 -1, (162)
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3fo + 3fd$
fo + fds /,
-— transmitter | » x3
h
\
fo + fds;
— vCO -
fo + fds
1\ . A
e |t ] KF(s)
m mixer
t'J phase
t detector |
| receiver .
p phase
'IE detector
f0+ fd; X
e f———— ey ] KF"S)
and ; -
fO + 3fd; f oy
fo+ 3fy
vCo -
fo + 3fcfs

FIGURE 36. Doppler extraction method and slave te.[‘minal.
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fo + fdo
™ £, (from master ground terminal)
vCO -
fo + fdo o
(\ / fo+fao —
f+fy KF(s)
/ $ ¥
f+2fy T phase detector ‘loop [+
; i hase
receiver " defector
i phase detector
p A4
| +
3 KF(s)
e —
r
f—
F+ 21y vVCO -
F+2fy=F,+f
F=fo— fuo ‘ + 2fg=fo+ gy
transmitter ' J' VCO - KF(s) -
2 Py

2f, —

Y

FIGURE 37. Alternate Doppler extraction method for the slave terminal.
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To obtain the frequency fo now simply requires mixing the loop VCO frequency

(fo - fdo) with the signal received from the master terminal (f5 + fgo) and filtering
out the sum frequency. The frequency at the output of the mixer is then divided by 2
to provide a Doppler-free stable clock whose frequency is f,.

5.6.3 Condusion. The above concepts that have been identified enable precise
timing to be translated to any network node location on the globe, using a satellite
transmission link. The translated timing signal has all Doppler frequency variations
that result from satellite motion completely removed, which provides a synchronous
network for both terrestrial and space trunking.

The basicideas are applicable for a synchronous satellite, a nonsynchronous satellite,
or an airborne relay and are relatively inexpensive to implement.

The alternate Doppler extraction method for the slave terminal has an advantage
over the basic concept. In the alternate approach, a Doppler-free timing signal is
provided automaticaily from the slave termmal at the satellite, Wthh enables TDMA
to be employed directly.-. . - - i

5.7 A synchronous timing system

5.7.1 Background. A concept for disseminating precise timing was presented in 5.6.
The method described provides the transfer of a precise primary clock standard to
any network node via satellite. The proposed system provides a Doppler-free stable
clock at each node. This automatically results in a synchronous network that has
negligible time variations for all trunking, resulting from viable propagation delays
{this comprises essentially all terrestrial trunking). Additional circuitry is required,
however, to extract the Doppler frequency variation from the message traffic
channels transmitted over the satellite link. This extraction renders the input
synchronous with the terrestrial trunking and may be accomplished by
implementing the functional block diagram in Figure 38. As before, an up-down
loop is synchronized by comparing the phase of the received transmission loop signal
ffA- ')fd\ with the saurce qgnal of 2 macter terminal ff- + ‘F.u-\ This ic accomnliched in
the loop phase detector (No. 1) after demu!tlplexmg the two received signals. The
output of this loop phase detector is then passed through the system loop filter
[KF(s)] and is used to control the frequency fof the VCO. This frequency is varied by
the control voltage until synchronization is accomplished. When the loop islocked,
the VCO frequency at the ground slave terminal is

f fu - /du
which provides a frequency f, at the satellite to facilities, accomplishing TDMA
through the satellite and, in addition, enabling the Doppler frequency to be

eliminated from both the timing channel and the message channels at the ground
terminal.

To extract the Doppler frequency from the timing signal simply requires mixing the
loop VCO frequency (£, - fgp) with the timing signal received from the master
terminal (fo + fqo) In mixer No. 2 and filtering out the sum frequency. This yields a
frequency 2 o, which is then divided by 2 to provide a local reference clock timing
s:gnat fo that is free of the timing variation assaciated with the Doppler effect (see

Figure 38.)
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4™ £, (source clock from master terminal)
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FIGURE 38. Sateilite timing system with Doppler frequency extraction.
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The timing variation of the received message channels is now eliminated as follows:
First, the clock signal is extracted from the Doppler-varying-timing signal by mixing
the VCO frequency (f; - fgo) with the timing signal received from the master terminal

{f + f. Vimmivarila 2 and filtarina nnf 'H'\.cn Atffaraneca 'Frnﬁllonr\l Thl( \nnlrvlc -
\'0 — 'UO, B T TNY. Wi L i1 AW LA LA G l!l-\-‘\..l\- J Thd o Wa

frequency 2 fgo, which is then d:wded by 2 to yield the Doppler frequency. This
Doppler frequency may then be used to vary the time positions of the message bits
in the message traffic channels by adjusting the delay of the variable delay line to
provide an output that is free of the timing variation associated with the Doppler
effect. The proposal conceptis illustrated with a functional block diagram to
establish the philosophy involved in accomplishing the desired results. Several
alternatives could readily be identified, which yields the same result, and a final
preferred equipment design would be influenced by differencesin the hardware

rnnﬂgu_rahnn employed. The fundamental notion involved in the annroach isto

N LRV T et

obtain synchronous frequencaes of (x1fs + yfgo) and (x2fs — yfgo) on multiplexed
timing channels, where fg, is the Doppler frequency associated only with the
transmission link between the satellite and the slave ground terminal. This resultsin
the same Doppler frequency for all the input message channels, independent of the
other ground terminal from which it originated.» Tagging a positive and ne‘gatlve

" Doppler frequency of identical magnitude onto the clock reference enables the use
of simple hardware ta extract the Doppler frequency component and the cock-
reference frequency component.

Although the concept was described for a single satellite relay link, any quantity can
be accommodated at each node by using separate orthagonally multiplexed
channels for each space (satellite or airborne) relay. Since timing requirements
involve very low data rates (limited only by clock stabilities) the frequency spectrum
need is nominai, even if a very large anti-jam (Ai) protection that uses spread-
spectrum techmques is provided.

5.8 Atime-dissemination and Doppler-canceling system for satellite access

5.8.1 Introduction. A conceptis presented that provides for the dissemination of a
precise primary standard clock via satellite for a frequency-division multiple access
{(FDMA) satellite system. One unique aspect of the approach is that the Doppler
frequency is completely eliminated at all the nodes (slaved satellite ground
terminais). This transiates a primary uitrasiabie ciock reference to aii the ground
terminals accessing the satellite, which then provides a synchronous network for all
terrestrial and space trunk transmissions.

5.8.2 Conceptdescription. The concept uses a loop-around transmission between a
master node ground terminal and each slaved ground terminal, with the phase or
timing controlled at the master station. The Doppler-canceling loop translates a
Doppler-free primary standard clock to each slave ground terminal. Each slave
terminal then uses the received Doppler -free timing clock as its standard j ina
uGDﬁlEi‘—CaﬁCGliﬁg, lGOﬁ afound ui'i"lii"lg Systeim to control the frequency of its
transmitted signal. The Doppler frequency variation at each ground terminal is

thereby eliminated for all the ground terminals accessing the satellite.
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The basic ideas of the proposed concept are illustrated in Figure 39. A loop-around
Doppler-canceling loop is employed between a master ground terminal and a slave
ground terminal, which translates a Doppler-free reference to the slave terminal by

| P P PR B ¥ o S | S T Ty o o FAPEEY
Naviily a 1uLdl VU SYNICTITONIZE W \ig - Idm)

where
fo = the primarystandard reference clock
at the master terminal
fam =  thetwo-way Doppler frequency that exists

between the master and slave ground terminals.

The VCO frequency fis transmitted to the satellite and back down to the slave
terminal. This received frequency is translated by fgm at the slave terminal, due to
the motion of the satellite terminal, and is then transmitted from the slave terminal
back to the master ground terminal via the satellite. This signal is then shifted in
_frequency by 2fgmwhen it is received at the master station and mixed with The VCO
frequency f. The sum frequency out of the mixer (2f + 2fgm) is then fed to the
phasedetector and compared in phase with twice the reference clock frequency 75,
which is derived from a primary standard clock such as a cesium atomic clock. The
phase detector output is then passed through the system toop filter [KF(s}] to the
VCO. The VCO frequency fvaries in proportion to the error control voltage until the
input to the phase detectar is exactly equal to twice the clock frequency, or 27,.

Hence, at lock

2f+2f, =2f, ©{163)
or

f: fu - fdm (164)
This resuits in the frequency fs received at the slave ground terminal being equal to
the Doppler-free stable clock 7.

f : (165)

m o

fs:f;:‘fdnz+ fd
Each slave terminal can now use its received dock timing frequency 1, as its
reference frequency in a similar loop-around, phase-locked loop to control its

transmission of message traffic to other ground terminals. The resultis a
synchronous network in which a Doppler-free stable clock is provided to all the

- TR T o MRS RS A W e - E ARA N W W E

ground terminals accessing the satellite, without the need of providing expensive
primary or secondary atomic clock standards at each ground terminal.

5.9 Quadrature phase-modulated synchronizing system

5.9.1 Introduction. The following proposed system enables a quadrature phase-
modulated bitstream to be synchronized directly. The required hardware is

relatively simple, and the concept offers the advantage of using all of the bits for the
message. No separate circuitry or power isrequired in the transmitter for

....... per A o L

synchronization bits.
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" a. MASTER GROUND TERMINAL TIMING LOOP

satellite (FDMA)

primary
S 1+ 2 standa‘rd 2f,
[+ fam
[+ fam .
mixer
slaved phase
groun -
e . ceceiver |- ®_’ hngﬁt;tg?ss " detector
T 2+ 2fdm

L] transmitter ™™ VCOFf | KF{s) -

b. SLAVE GROUND TERMINAL TIMING LOQP

received reference clock f,

from master terminal \

received slave receiver o %2 2f,
terminal
timing signal k
mixer
transmitted . phase
message traffic . high-pass detector
and slave - recewver — — > filter > )
timing signal \w -
transmitter le VCOf | KF(s) S ——

FIGURE 39. Time-dissemination and Doppler-canceling satellite access system.
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5.9.2 Approach. A functional block diagram of the approach is shown in Figure 40.
After mixing down to intermediate frequency {(IF), the input is split into two parallel
paths. The ?i rst path leads to a phase detector, where its phase is compared to that
of a VCO. The output of the phase detector is integrated to yield a detected bipolar
video pulse train for all the bit pulses whose phase is about equal or opposite to one
particular value of the four quadrature phases. The negative pulses are ignored in
the threshold detector. This triggers a gate generator (a pulse shaper) to provide

a train of gate control pulses that occur for only one of the four input modulating
phases. This pulse train then gates out all the input pulsed-carrier pulses that have
the same phase. Thisis then fed to the standard second-order, phase-locked loop for
synchronization. As thisioop locks, the quadrature phase of the VCO lines up exactly
in phase with the input phase that it was closest to when the signal was first
received. The VCO may then be phase-shifted to provide a coherent reference for
each of the four modulating phases of the input bit stream.

This suggested concept has application in any quadrature phase-modulated system

and is inexpensive to implement. It can even be used for a biphase-modulated

binary system. In this case it might be necessary to sweep the phase of the VCO.
‘However, thisis a requirement only if the input and VCO frequencies are very stable.

5.9.3 Example of an adaptive synchronous coherent detector for a quadrature
phase-modulated system.

5.9.3.1 Introduction. The following system identifies an optimum method for
detecting quadrature phase modulation. This is accomplished by first obtaining a
coherent reference, which is then used to actively match-filter-detect (coherently)
the information bits as in an optimum four-ievel biorthogonal puise-code
modulation (PCM) system.

5.93.2 Approach. Figure 41 iltustrates a functional block diagram of the
implementation means for adaptively obtaining the coherent reference. Thisis
fundamentaily the same as the concept described in memorandum for record FSG-94
(see Appendix B, 20.1) except that in the current approach, all of the information
bits are used for synchronization.

PR U E Da

its correspon i he four phases are separated by adaptiveiy gating them
out in four channels. The four different phases are translated to the same phase in
this process so that the{ may be combined (added) linearly and applied to a standard
narrowband phase-locked loop to obtain a synchronous carrier reference. The
detection process is depicted in Figure 42. The reference is split into the four phases
of0°, 180°, +90° and -90°using phase splitters and a quadrature phase-shifter.
These four outputs are then multiplied-by the receiver output and applied to a
greatest-of-detector to identify the optimal phase of each incoming bit. The output
of this detector comprises two bits of [1,0]; [0,1]); [1,1]; or [0,0] in accordance with
the detected phase. If the bitstream comprises two channels, then the first and

second bit may be gated out to separate the channels for further processing.

An alternate method of implementing the coherent detector is iflustrated in
Figure 43. In this system, two phase detectors may be eliminated by applying the
m}::erted detected signals to the greatest-of-detector for the 0° and + 90° reference
phases.
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FIGURE 40. Quadrature phase-modulated synchronizing system.
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5.10 Timing errors. Figure 44 shows two independent frequency sources for some
stipulated time duration. Eachisa step (or constant) frequency difference.

1
— -~ fo + Af

\

/M
\/\\/\\/\\//\\/\\f

N NN NN A S

VY AVARVARAVARAY ARNYAR Y i
' 1
: I — | AT |
- Ty >
- T2 .
FIGURE 44. Two independent frequency sources
Over M cycles
AT=T,- T (166)
hence
ar=4 il
= 3 _ Y, (167)
therefore
AT =M af
= 7+ ap (168)
If fo > > Af, then from equation (168)
Af f
AT=M— =7 —
/R, (169)

«

100



Downloaded from http://www.everyspec.com

MIL-HDBK-421

If stability Sis defined as the ratio of the maximum frequency change Afto the initial
frequency f; during some given time duration T, = T3, then

Y
3 " (170)
and
M
AT = T §=TS=TS$ (171)

[

Equations (169) and (171) identify the timing error resulting when a step frequency
difference exists between two independent sources for a time period 7. This
represents the worst case and, in general, is not a reasonable assumption. The
approach employed above will now be expanded to obtain a general expression that
may be applied to any form of oscillator frequency difference. This can be
accomplished by considering the frequency’s time dependence to form frequency
ramp segments, as shown in Figure 45.

FIGURE 45. Time dependence of the frequency.

The timing error for each segment may then be determined by quantizing each
ramp frequency change into small frequency steps, as itlustrated in Figure 46.
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FIGURE 46. Ramp frequency change.

The timing error associated

with each subsegment is identified readily by making use

of the previous derivation for a step frequency change and considering each

frequency ramp segment to
as shown in Figure 46. Appl

constitute a group of constant step frequency changes,
ying equation {169) to each subsegment then results in

.rlv

\

Af

) ar= 5 (F) (172)
AT, = %-' (%{) (173)
AT, = 5_5_' (%) (174)
EN-1Y" oA
AT, = ! (%f) (175)
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and the total timing error ATgy occurring in the interval Tsy is simply the sum of the
error produced in each subsegment.

AT = AT + AT, +..+ AT, (176)
T
A
AT = 31(%)[1+3+5+...+(2Na1)t (177)
o

The bracketed term on the right side of equation (177) is a simple arithmetic
progression whose sum may be expressed in closed form as

N
S= —[2a +IN=-1}) {178
9 N E g
where
N = the number of terms
a = the first term
d = common difference

Then we have

g N2 (179)
hence
Al 2
T N -
oo af (180)
Al
! 2
[l
ATgq is positive or negative {that is, the timing error is advanced or retarded)
depending on the sign of the instantaneous frequency difference relative to the

reference frequency 7.

A similar gnalysis applied to the second segment Ts, yields a timing error AT, of

TN® ap
oo 2 (A (181)
AT, = — (f )
or, in general,
TN® , \r
AT_:_f_(éi) (182)
si 2 f

[+

Equation (182) is a completely general equation that establishes the timing error for
each ramp frequency segmentin terms of ramp characteristics. The resultant total
timing error is obtained readily by summing the individual timing error associated
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with each incremental frequency ramp segment. Therefore, the total timing error
over m frequency segments is

" Tsz N (183)
ot =3 —=(7)

i=1 o

1=

Equation (183) can be applied readily to any anticipated or known oscillator
frequency change to determine the total timing error introduced.

5.11 dlosed-form timing error equation. When the frequency change or difference
can be expressed as an integrable function, it is possible to derive a closed-form
equation that quantitatively establishes the timing error associated with the
frequency variation.

Equation (169) indicates that the timing error for a stipulated time increment AT is
related to the frequency difference between two clocks, as follows

e
£y = F'AI : (184)

nence
Ae,, = —— AT (185)

This corresponds to the existence of a constant frequency difference during AT. The
total error is obtained by taking the sum of all incremental errors that occur during
AT. Taking the limit of this sum as AT approaches 0, and n approaches o,

roo=f)
< (186)

ey = lim pa p

i=1 v

which from the fundamental theorem of integral calculus becomes

[T U=£)
T Ty

(f - fo = fy)isthe frequency variation with time that occurs during the intervatl of
time T.

' 1an
ar LN

The preceding equation can be used to identify the timing error ey associated with
any continuously varying and integrable frequency difference fy.

Consider a step-frequency difference. The timing error is derived by differentiating
the closed-form eguation over an interval of time T for a step-frequency difference.
Figure 47 illustrates a step-frequency difference. The resulting equation isshown in
equation (190). :

104



Downloaded from http://www.everyspec.com

MIL-HDBK-421

-
t
FIGURE 47. Step-frequency difference.
f,=9 (188)
From equation (187) we have
r O
gp = [ — dt (189)
4 ‘[U
which integrates to
Q
t?' = =Y T (190)
f _

For a ramp freqency difference, the timing error is derived by differentiating the
closed-form equation over an interval of time T for a ramp frequency difference.
Figure 48 illustrates a ramp frequency difference. The resulting equation isshown in
equatiorr{193).

foA

—— T )-l

FIGURE 48. Ramp frequency difference.
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Q (191)
f,= T ¢
From equation (187) we have
rQ
o= | (192)

which integrates to

31) (193)
. 2

For a sinusoidal frequency difference, the timing erroris derived by differentiating a
closed-form equation over an interval of time T. Figure 49 illustrates a sinusoidal
frequency difference. The resulting equation is shown in equation (196).

- 5

-(——T-———)>|

FIGURE 49. Sinusoidal frequency difference.

nt

/'d = Q“sin (’-I: ) (194)
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From equation {187) we have
Q T .
o . 11}
£y = T L sin ( ? ) dl (195)
which integrates to
20T PR

5.12 Buffersize requirements. The required buffer storage Q is equal to twice the
quantity of bits contained in a time duration equal to the timing error, as shown in
equation (197). The factor of 2 is required since buffers are reset to their midpoint to
allow for both positive and negative time differences, that is,

257_
Q= —— =2 7 (197)
!

i
-

Equation (197) in conjunction with an appropriate equation for e, identifies the
buffer storage capacity required to accommodate the frequency variations resulting

from clnclk incrahilitioc and trancmiceinn modia nrananatinn rharactaricticc
BF %00 Sl i TTIDLAARFIFI LI AT L) RAT I FID2IN T A Pl Uvugul,lvll LR R TR R R RN AT

5.12.1 Buffer requirements resulting from cesium clock instability. The Iong-terrﬁ
variation for a cesium atomic clock can be maintained to within *3 x 10-12. The
total combmed frequency dlfference between two mdependent cesium clocks is

hm o o mdl o o FAONNY Wb Ll fANMNTIN L e o m s £L£L . o

O xX IU"‘ Dy Ublllg equauon [ lf’U} dllu equauon \ |:’I}, W sge lllC [BqUHt'U UUI ler
size Q for a buffer resetinterval T of 24 hours is given by

Q=1x10"57 bis (198)

The capacity requirements for the trunk group buffers at nodes equipped with
cesium clocks are therefore as given in Table 1.

NOTE If the agreement between c!ocks is accomplished by calibrating one against

Ul(’.‘ UI.HEI LdllUldllU!l ernors IllU)l UE illLIUUEU in lllC Lase vl UllLailUIdlt'U
mdependent clocks, the accuracy specmcatmns govern.
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TABLE I. Capacity requirements for trunk-qroup
buffers at nodes equipped with cesium clocks.

Trunk-Group Required Buffer
Transmission Rate Capaaty
{(in kbps) {in bits)
16 1
32 1
64 1
128 1
512 1
1,544 2
2,048 3
20,000 20

5.12.2 Rubidium clock. Although a rubidium clock has excellent stability over a
relatively short time period, such as 24 hours, its frequency variationh over an .
extended period is cumulative. There are several sources of error in the use of a
rubidium clock. First, there are noise-like variations. Typical values are given in the
manufacturer’s literature (usually as a plot of stability versus time) and are on the
order of 1 partin 1012in a 24-hour period. Second, there is a systematic, long-term
drift. A maximum value is also given in the manufacturer’s literature and is on the
order of 1 to 4 parts in 1011 per month. Third, there is a calibration error that
depends on the accuracy of the reference used and the calibration system used; this
is generally small if the reference is local, but may be large if done via most radio
links. If the rubidium standard were calibrated by observation over a period of 1 day
with respect to a cesium clock (whose frequency is known to be accurate to 1 partin
1011), the noise-like variations (1 x 10-12) and the drift during the 1-day period
(1.3x10-12 or less) are small compared to the reference uncertainty (the rubidium
clock is accurate to approximately 1 x 10°11 just after calibration). The stability over
24 hours for a rubidium clock is 1 partin 10-11; therefore, during the first 24 hours
after recalibration, the buffer storage required is essentially the same as for the
cesium clock, which is typically 1 partin 101t per month. Subsequent 24-hour
periods, however, experience larger frequency differences due to the systematic
(non-statistical) drift inherent in the rubidium clock. This leads to the need for larger
buffers during subsequent 24-hour intervals. If a linear frequency drift is assumed, a
frequency drift of 1 x 10-11 per month corresponds to a change of 3.3 x 10-13 per 24
hours. The maximum buffer requirement occurs during the 24-hour period just prior
to recalibration. The frequency difference for that interval is

. 199
f,= |N@x33x107" + 2x107) 1 (199)

[H]

where

N = the number of days between recalibration.
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The factor of 2 is to account for the total possible frequeng difference between the
clocks. Arecalibration interval of 6 months (182 days) yields a buffer-size
requirement of

Q=2.08><!U‘5frbits (200)

The capacity requirements for the trunk-group buffers at nodes equipped with
rubidium clocks are therefore as shown in Table Il

TABLE II. Capacity reguirements for trunk-group buffers
at nodes equipped with rubidium clocks.

Trunk-Group Required Buffer
Transmission Rate Capacity
(In kbps) (in bits)
16 1
32 1
64 2
128 3
512 11
1,544 33
2,048 ' 43
20,000 416

5.12.3 Buffer requirements due 10 propagation time variations for line-of-sight
links. Frequency variations due to changes in path length (Doppler) for LOS links are
negligible. Buffers should be sized primarily to take care of clock differences.

5.12.3.1 Troposphericlinks. Frequency variations associated with tropospheric
systems have never been established, but it is known that rapid phase changes are
experienced. Itis assumed here that under the worst condition the phase can
instantaneously change by a time interval corresponding to the maximum range
difference that can occur over a tropospheric link. This is approximately 0.4
microseconds (us) for the parameters associated with a typtcal tactical tropospheric
transmission link. Trunk-group bit rates are to be employed in land-based systems
comprised of multiplexed 32-kbps channels, with a maximum capacity of 72
channels. Forthe maximum size ?roup, this corresponds to a transmitted bit rate of
2.304 Mbps. This reduces to a buffer requirement of only * 1 bit, as follows

Q = 0.4x10 "x2.3%x10% = 0.92 (201)
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5.12.3.2 Satellite links in synchronous orbit. The buffer storage requirement for a
satellite link is rather large when the system timing is not made synchronous by
eliminating the time variation associated with the Doppler effect. With stationary
terminals, the Doppler effect results from the relative motion of the satellite only.
For a sateiiite in synchronous orbit, the radiai velocity change is sinusoidai with a
period of 24 hours. The largest value of peak range rate occurs when the ground
terminal latitude is 72° and the orbital inclination of the satellite is 2.5°. The
maximum range rate vV in this situation is 20 meters per second {(mps). The peak
Doppler frequency that results from this radial velocity is given by

27 (202)

fd - ¢ :Qu

Combining equation {62) and equation {202) identifies the timing error g7 as

v T (203)
L'.,I, = ]

and establishes a buffer storage requirement Q of

8y T (204)

where

a half period = 12 hours

20 mps

velocity of light=3 x 108 mps

no<|~
LTI

Using the known parameter values and accounting for the buffer requirement
during the negative Doppler excursion results in

Q = 7.32x107°/ bits (205)
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The buffer requirements for stationary ground terminals are as shown in Table IIL

" TABLE lll. Buffer requirements for stationary ground terminals.

Trunk-Group Transmission Required Buffer
Rate Capacity
(in kbps) (in bits)
16 118 )
32 235
64 469
128 937
512 3,748
1,544 11,303
2,048 14,992
20,000 146,400

The required storage is identified in terms of trunk-group bit rates. A much larger
overall storage requirement occurs if the available satellite bandwidth is shared by
many trunk groups that use TDMA. In this case, the storage requirement is dictated
by the composite bit rate transmitted through the satellite, and the total buffer

Ve wein r QLT LF AL A Lk [ L6 0 8 | LI WSREN I

storage requirement can be much greater than in Table Iil.

5.13 A uniformly spaced frequency band generator.

A novel method of generating a uniformiy spaced frequency spectrum with the
added feature of each term being fully synchronized to a master clock is described
below. Here are some of the important advantages of the proposed system:

1. Onegmaster reference clock retains the entire spectrum in synchronism.

2. Anynumber of spectral lines can be generated with the use of only two
oscillators: one is a reference, the otherissynchronized to it.

W

SIS NE e P Sy i i LW, 1L Iy Wwe s

drift, the entire spectrum shifts with it, making the system very desirable for
systems using coherent correlation techniques.

The only source of drift for the system is from the reference clock; if it does

4.  Although the system might appear complex in terms of quantity, the building
blocks are simple and reiltabie.

5.  No filters are required for the system, with the exception of one used in the
gated phase-tacked toop of the second oscitlator.
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A block diagram of the proposed system is shown in Figure 50.

% re 50 is a functional block diagram of the proposed system, which will
sequently be explained in detail. The essential elements are the gate generator,
the gated phase-locked loop, and the median frequency generators. The gate
generator simply counts the basicreference frequency, using standard counter

circuitry to provide a gate signal at a PRF frequency of f,for the synchronous gate of
the phase-locked loop

[
f = 2 (206)
r N
By making the phase-locked loop a gated loop, it can be synchronized easily to any
spectral line of the carrier, plus or minus n times the PRF of the gate, thatis
fVCO = fu + nfr (207)

This expedient provides a simple means of obtaining two synchronous frequencies
that are close in frequency. For the application in mind,

[,>>nf, (208)

and fo + nf, corresponds to the highest frequency spectral line to be generated. Itis
now desired to fill in the spectrum from f, to 15 + nfwith evenly spaced frequencies

and using only these two generated voltages. Thisis accomplished by first dividing
the fr@ﬂupncu range in half with the use of a median 'Frpnur-\nru generator (the detail

of this generator will be described later). When two frequencues fiand 3, are
available, a third frequency equal to

fi+1,
2

" can be generated readily. For the two frequencies in question, a third frequency can
be obtained equal to

fo + fu-f- nfr

= n 209
2 f¢,+ 5 fr { )

If this frequency is now combined in a median frequency generator with each of the
original two spectral lines, the following two additional frequencies are generated:

f,+ 71 | (210)

and

[+ e £ (211
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cock’ fo

counter and
reference F—@—>

gate generator

I f, (PRF gate)
+ synchronous
*—> 1 - KF(s)
gate

. T ' VCO

i . fotnf; =
I » fo+ nfy
h+fe
——;-— > fo + 6n/8f,
generator
fi +f2
®—> 2 = fo + 3n/df,
generator
A h+fa
2 — [, + 5n/8f;
v generator
fi+ f2
+—. — > |—e - f,+ n/2f,
generator
fitehe
2 T f,+ 3n/8},
[ generator
- - . _.f]_"’fl._
* 2 = fo+ nif,
generator
f1+ fa
2 — fut+ n/8f;
generator

[

FIGURE 50. Frequency synthesizer.
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The composite spectrum now contains five frequencies from f; to f, + nf,divided
evenly into quarters. Now, if each adjacent pair of spectral lines is combined in a
median frequency generator, nine frequencies result, which divide the original
spectral width into eighths. If this process continues, the original two frequencies at
the two edges of the desired spectrum can be evenly divided into 2” frequencies.
This suggests that the original spacing nf, be equal to 2. This resuits in the deviation
between any two final spectral lines being equal to unity if 27 — 1 median frequency

enerators are used. For example if nf, = 4,096 Hz (n = 12), and 4,095 median

requency generators are used in the manner prescribed, then 4,096 frequencies 1
Hz apart from each other are generated. if 2,048 -1 = 2,047 median frequency
generators are used (n = 11), then the final increments are 2 Hz apartor 2™ -1
generators result in a frequency separation of 2n-m units or cps. The smallest even-
digit separationis forn=m.

2!1—m:2{}: 1 (212)

The three basic elements of the system will now be reviewed.

5.13.1 Gate generator. The gate generator producing gate pulses at a frequency f;
is obtained by merely counting down from the reference frequency f,. A counter
followed by a standard wave shaping technique is employed to produce a train of
pulses whose frequency is

and whose duration wants to be as narrow as possible within practical limits. The
pulse duration v is not at all critical, and an appropriate value is a function of the
details of any specific application. Preferably it comprises an even number of carrier
cycles of fp, but even thisis not essential. In the event that the basic frequency fyis
too high in value to employ standard counters directly, then an intermediate block
can be inserted into the system between the reference clock and the counter. One
obvious way of dividing a very high frequency isshown in Figure 51.

»|  modulator > filter

fo = nf

counter > f;

multiplier
{n-1)

FIGURE 51. Method of dividing a very high frequency.

Actually almost any scheme desired can be used to place the basic frequency in the
frequency range, in which counters could be employed.
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5.13.2 Gated phase-locked loop. The phase-locked loop is a second-order (velocity
correction) loop whose basic performance is completely determined by its closed-
loop time constant 1/e,. A unique characteristic of such a gated loop for the
application in mind is to frequency-lock the VCO to the carrier frequency plus n times
the PRF. The author has demonstrated experimentally that such a condition is
readily achievabie. Not only can such a loop lock at spectral frequencies that are
integral multiples of f,, but also this condition is stable and all the essential
characteristics (such as the locking time, effective closed-loop bandwidth, stability,
and transient error) remain the same provided f, > > nf,. It wasdemonstratedin a
laboratory that stable synchronization can be realized for nf, = 7.5° percent of f,.

5.13.3 Median frequency generator. A method of generating a third frequency that
lies midway between two existing frequencies without involving the use of a
standard modulator or filter is described by L. R. Kahn on page 119 of the January
1960 issue of the Proceedings of the Institute for Radio Engineers. The system makes
use of the fact that when two equal amplitude sine waves of different frequencies fy
and f; are linearly added, the resultant signal consists of 0 crossings defined by

[+ 1,

2

with a 180° phase reversal occurring at a period equal to the difference between the
two frequencies (see Figure 52}. _

- £
. ’ .
\/\/\] \/\f\\/\ Y
- "_"l L fi + f 180° phase
2 reversal

FIGURE 52. Addition of two equal (amplitude sine waves of different frequency).

Now, if some means can be provided to switch the phase by 180° at each phase
reversal point, then the frequency is continuous at a value of

£, + 1,

2
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That Figure 52 is a valid interpretation of what is occurring can be verified easily. a
Consider the linear summation of two frequencies of equal amplitude (unity
amplitude is used to simplify the math) :

D = oirmey bl ooam e f
T/ olse U e T oo uuzn.

1
e= sinmltJrsin iwl + mr)t
e:sinmlt+s¢'n w teos o ¢+ cosw L sin o

sinw ¢
r

e:J 2+2co5w t sin (mlt-i- tan !
;

1 + cos mrt

At first glance it might appear that the phase portion of this compaosite signal
corresponds to a frequency precsely defined by

i

-

.

rol

since

sinw ! o ! w !
—_ —1 r _ -1 ro
Wity = tlan~ " ————— = lan fun — =

1 +cos o ¢ 2 2

However, this equation is valid only for positive values of (1 + cos wrt).

Also, it is easy to show that when wrt = n (n), a discontinuity exists for n equal to any
odd integer.

At this point the phase portion y(t) is

sinu -1 0
= fan -
I +cosn 0]

) = tan ™

-

which is indeterminant.

It can also be shown easily that for an angle slightly less than n (vis. n—¢ where
e—0) the function w(t) is equal to

11
+4+ —
2

and for an angle slightly greaterthan n (vis. n+& where e—0 )the function y(t)is
equal to

1
2
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The phase portion of the composite wave, therefore, appears as shown in Figure 53.

+ /2

w(t) T

. 0 I n
-1/2

7 4n 5n /6n Tn

A
wt \__,

Discontinuity at each odd
value of nn

FIGURE 53. The phase portion of the composite wave.

Now if the phase is reversed back at each discontinuity, then the phase changes are
equivalent to being continuous and the frequency is given by

w w1+w2

! 2 2

shaper

kx\w\

fHy iz

3

E 180° gate
a Atfh
fi ™™ linear limiter | .___ 4 2
ey} adder
fe _| gate
3 0°
A {) I3
-~ _ 1 1
= L
linear gate LI [_LI
> detector | generator

FIGURE 54. Phase reversal system.
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‘The linearly added frequency terms are passed through a limiter to eliminate the
amplitude variations and then into a paraphase amplifier to provide two signals 180°
out of phase. If these two outputs are now gated-on in synchronism with the phase
reversal points occurring at the notches of the composite wave (point a), the resultis
to continuously vary the phase as though it were a continuous ramp. The required
gating signal is achieved by detecting the envelope of the composite signal and

operating on this detected envelope to produce a square wave whose switching
times occur as shown in Figure 54.

5.13.4 Amplitude requirements for the median frequency generator

The operation of the proposed method of obtaining a median frequency requires
that the amplitude of the two sine waves be equal. If there is an amplitude
difference, the phase reversal is not as sharply defined and the frequency is altered.
The manner in which the frequency is atfected may be identified by deriving an
expression for the instantaneous frequency when two sine waves of different
amplitude are added.

An expression for the summation is given by:

e, = J {1 + mcos m’_r)‘l + msin l‘)mr! Xostnlwt + Wit (213)
m sin w
glt) = tan o ——— (214)
1+ m Ct)b‘b.)rf
where
m = the ratio of the amplitude of the two signals {m<'T)
wr = the frequency difference between the two signals

Now with the amplitude variation eliminated with a limiter, the instantaneous
frequency is given by the derivative of the phase term

dyte) m2 + mcos mrt 21
- w, = —dt” =1+ w ( 5)

1+ m2 + 2 mco.s-m‘_t

We see from equation (215) that form =1,

and since

then
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In general, for values of m close to unity, w; appears as shown in Figure 55 with a
peak negative value given by

m
— X w
m-—1 r

The base of the triangle is readily estimated since the average value of wjover one
cycleis Q.

Hence, from the geometry
© _
o= (1 oz (216)
2 f
from which

FE N
L =)

N

l P
21 /—_r _ 217)

Therefore, for m = 0.99, the width of the frequency spike is

01(1)
. 2

or only 1 percent of the period of f,. Further analysis is necessary to determine if
these narrow spikes prevent acceptabie performance or if they can be eliminated
from the outputin a simple way. If accurate phase switchover timing is maintained,
then the periodic spikes might simply be gated out. The existence o?the spikesin
the frequency domain suggests that a discriminator might be used to obtain the
synchronized gates for accomplishing phase reversal. This, however, constitutes a
somewhat complex method of implementation.

5.14 Asimple circuit for implementing a median frequency generator

5.14.1 Introduction. The foliowing concept comprises a simple method for
obtaining puises that coincide with the phase reversals that occur when two signals
of different frequencies are added linearly. This enables a frequency thatis the
median of the two input frequencies to be generated by simply reversing the phase
of the summed input at the phase reversal points. A different means of
implementing a median frequency generator is described in detail in Appendix A.
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5.14.2 Approach. A functional block diagram of the alternate method proposed
here is presented in Figure 56. The waveforms occurring at the various points in the
system are shown in Figure 57 to clarify system operation. Asbefore, the system
philosophy depends on the fact that when two equal amplitude sine waves of
different frequencies f1 and f7 are added linearly, the resultant signat cansists of
zero crossings whose period is

2

F 4+ f
\lll,

S

§;

with a 180° phase reversal occurring at a period corresponding to the difference
between the two frequencies or

I

i~ 1)

The linearly added stgnals are passed through a hard limiter to eliminate the
amplitude variations. The limited signal appears as shown in Figure 57a. This signal
is then fed directly to one normally closed gate and to a second normally closed gate
after being inverted. The gate control signals are obtained in the passive timing
system by the simple process of delaying the hard-limited signal by a half-cycle of
the period, as shown in Figure 57b, and adding it back to itself. This resultsin the
complete cancellation of the signal everywhere except at the phase-reversed points,
as iltustrated in Figure 57c. The pulse train at the output of the adder is then used
to switch a bistable multivibrator to obtain the required synchronous gates for
gating on each appropriate phase condition of the limiter's output. The time

Cmr i A At rhoa cmatacr anAd i bt i af i L bl A A Framr i sy a ey
AEYUTHILE Ul LT gau:.') Qliu LI QULPpUtL vwwavciwiin vl Lac rnicuiaii ll".'qut.'llky gt.'l ICTaLu

are illustrated in Figures 57d and 57e. The frequency of the output f, is equal to the
median value of the two input frequencies or

The proposed alternate system may be improved by adding the circuitry illustrated in
Figure 58. This provides all positive pulses of width © at the phase crossover points to
ensure positive triggering of the bistable muitivibrator. The effect the change has
on system operation is clarified in the waveform diagrams illustrated in Figure 59.
For purposes of discussion, the phase reversal point is shown occuring at 7.4 or 315°.

In this case, the linear addition of the delayed signal with itself appears as shown in
Figure 59¢c. We see that reversals of the carrier phase that do not occur at an integral
multiple of n result in unbalanced, split-video pulses. This condition is eliminated
easily with the suggested additional circuitry. The positive and negative portions are
separated by clipping. Inverting the native pulses and adding them to the positive

pulses then yinld( one-sided pulses whose width is eq! 1al to half of the carrier pprind

T mFE [l LW JLUSS ) fuii § AW Lag W L2 YV ITLIOT VYL LI L L8 SR - =L L

1
f+f,

T =

In addition, the complete pulse train is of the same polarity and is now applied
directly to the bistable multivibrator for generating the gates.
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FIGURE 56. Median frequency generator.
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phase reversal
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FIGURE 57. Median frequency generator waveforms.
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FIGURE 58. Modified passive timing system.
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FIGURE 59. Waveforms for the modified system.
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6. TIMING SOURCES

Network timing and synchronization are based on external timing traceable to a
Coordinated Universal Time (UTC) source by time-dissemination systems; by long-
haul communications systems with a time-transfer capability; and by independent,
highly stable nodal clocks for tacticat systems. The node’s principal clock (or its
alternate) supplies a clock signai to alt equipment of a synchronous node through a
distribution system(s) that is (are} basically hierarchical in nature.

6.1 Common frequency standards. Of the three common frequency standards
[cesium beam, rubidium (Rb) vapor, and quartz crystal} the cesium beam is a primary
standard. The Rb vapor and quartz crystal are secondary standards. The distinction
between a primary standard and a secondary standard is that the former does not
require any other reference for calibration and has no inherent frequency drift,
whereas the latter requires calibration both during manufacturing and at intervals
during use, depending on its accuracy and frequency drift ratio. in general, both
primary and secondary standards are very accurate and have excellent frequency

etahilitu nranartine
J‘-uvlill.’ Pl U}Jcl LI 3.

6.2 Quartz crystal osciilators. Quartz crystat oscillators are used in nearly every
frequency control application, including atomic standards. The quartz crystal has
superior mechanical and chemical stability and uses very little energy to maintain
oscillation. These properties are most useful in a frequency standard. The
piezoelectric properties of quartz make it convenient to use in crystal oscillator
circuits. The piezoelectric effect is one in which some materials become electrically
polarized when they are mechanically strained. A crystal is not a homogeneous
medium but has a certain preferred direction; thus, the piezoelectric effect has a
directional dependence with respect to the crystal’s orientation.

Physically, piezoelectric resonators consist of carefully oriented and dimensioned
pieces of quartz material to which adherent electrodes have been applied.
Electrodes are thin, metallic coatings deposited directly on the crystal by an
evaporation process. Mechanical support is provided on the crystal at places chosen
to avoid inhibiting the desired vibration. if possible, the mounting is such that
unwanted vibration modes are suppressed. An alternating voltage applied across
the crystal causes it to vibrate with a preference for the mechanical resonance
frequency of the crystal.

When the resuiting two-terminal resonator is connected into a circuit, it behaves as
though it were an electrical network. Itisso located in the oscillator circuit that its
equivalent electrical network becomes a major part of the resonant circuit that
controls the oscillator frequency. To stabilize the frequency and minimize the
effects of temperature, crystal oscillators are placed in ovens or are temperature
compensated.

Improvements in quartz crystal oscillator technology have been in the following

1. New, precision resonator cuts (for example, the SC-cut, which is a method
of cutting a crystal that results in providing faster oscillator warm-up), improved
frequency versus temperature stability, lower drive sensitivity, and increased
radiation hardness over the traditional AT-cut. The AT-cut is easier and cheaper to
make but does not perform as weill.
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2. Improved crystal fabrication techniques, including ultraclean processing,
to reduce frequency aging and thermal hysteresis.

3.  Smaller size and lower-power, oven-controlled crystal oscillators (OCXO)
that employ microelectronic packaging and high-efficiency thermal insulation.

4. More accurate, digitally compensated crystal oscillators that use

resonator self-temperature-sensing thermometry and microcomputer processing.
An inherent characteristic of crystal oscillators is that their resonant frequency
' changes with time. The aging rate (the average rate of change of frequency) may be

used, within limits, to predict operation of a weli-behaved oscillator after a period of
observation against a superior standard, but aging does usually change with time,
and other effects (such as room temperature) also change the frequency. The
relatively large and variable aging rates of crystal oscillators (compared with atomic
standards) make crystal oscillators inferior to atomic clocks as timekeepers. As a
frequency reference, a quartz.oscillator can also accumulate large errors over a long
period of time after calibration. For example, a unit with an aging rate of 5 parts in
1010 per day could accumulate a frequency error of several partsin 108 in a year;
thus, periodic checks and corrections are needed to maintain a quartz-crystal
frequency standard.

The quartz oscillator’s excellent short-term stability and spectral purity used in
atomic standards contribute to high-quality outputsignals. The advantages of
current commercial quartz oscillators are small size, light weight, and low power
consumption. Crystal oscillators are suitable for many systems in which size, weight,
and power consumption are most impaortant, and in which aging and retrace
disadvantages can be tolerated. Crystal oscillators may also 31ange frequency
slightly with changes in acceleration (including orientation in the earth’s
gravitational field); however, some have been made with a sensitivity of
approximately 1 partin 1010 per g. One area in which this g-sensitivity is important is
in mobile applications where the oscillator suffers vibration; although the frequency
variation is small, if the frequency is multiplied into the microwave region and
employed as a conversion oscillator, the resuiting frequency modulation may be
disadvantageous for coherent detection or very?'igh bit-rate applications.

Most OCXOs age rapidly in frequency when first turned on and may not reach the
ultimate aging rate until, perhaps, a month later; however, recent developments
have produced very small, low-power OCXOs that warm-up in a few minutes and
have iow aging rates. Temperature-compensated crystal oscillators (TCXQ) are
designed to reduce the change in frequency with temperature and avoid the power

drain of a temperature-controlled oven for applications in which very limited power
is available.

Development of microcomputer-compensated crystal oscillators (MCXO) have
provided new capabilities in precision, low-power timekeeping. The MCXO employs
techniques such as pulse deletion and phase-locked loop summing to effect
temperature compensation by means external to the crystal oscillator circuit. It
circumvents the need to pull the crystal frequency, and thereby allows the use of
stiffer SC-cut crystal units that have superior aging and thermal hysteresis
characteristics. Also, the trim effect {that is, the degradation in temperature
compensation due to pulling the crystal frequency) is eliminated. The MCXO
virtually eliminates thermometry-caused errors by permitting rescnator self-
temperature reusing. Automatic recalibration features can be'designed into the
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MCXO algorithm. An offset is stored in memaory following simple injection of an
external, higher-accuracy reference signal. Also, a low-power clock can be designed
into the MCXO to maintain accurate time-of-day at extremely low power (a few
milliwatts) while in a power-conserving standby mode.

6.3 Rubidium frequency standard. Rb atomic resonance is at 6,834,682,608 hertz.
The oscillator is based on the gas-cell method, using optical state selection and
optical detection. The Rb vapor standard uses a passive resonator to stabilize a
quartz oscillator.

Operation of the Rb standard is based on a hyperfine transition in Rb-87 gas. The Rb
vapor and an inert buffer gas are contained in a cell illuminated by a beam of
filtered light, as shown in Figure 60.

A photodetector monitors changes, near resonance, in the amount of light absorbed
as a function of applied microwave frequencies. The microwave signal is derived by
multiplication of the quartz oscillator frequency. A servo-loop connects the detector
output and oscillator so that the oscillator is tocked to the center of the resonance
line.

By an optical pumping technique, an excess population is buiit-up in one of the
Rb-87 ground-state hyperfine levels within the cell. Population of the F-2 level is
increased at the expense of the F-1 level. Hluminated Rb-87 atoms are optically
excited into upper energy states from which they decay quickly into both the F-2 and
F-1levels. Components linking the F-2 level to the upper energy states are removed
by filtering the excitation Ii%ht. Since the light excites atoms out of the F-1 level
only, white they decay into both, an excess population builds-up in the F-2 tevel.
Because fewer atoms are in the state where they can absorb light, the optical
absorption coefficient is reduced. Application of microwave energy, corresponding
to that which separates the two ground-state hyperfine levels, induces transitions
from the F-2 to F-1 level so that more light is absorbed.

The stability performance.of Rb oscillators is nevertheless quite spectacular. The Rb
standard otfers excellent short-term stability. At 1-second sampling times, they
display a stability of better than 10-1! and perform near the 10-13 level for sampling
times up_to 1 day. For longer averaging times, the frequency stability is afflicted by
the frequency aging, which is typically 1 partin 1011 per month. Thisis much less
than the aging of crystal oscillators. The Rb standard is not self-calibrating, and
during construction it must be calibrated against a reference standard such as the
cesium-beam frequency standard. The advantages are small size and light weight
(for an atomic oscillator), medium power requirements, and extremely fast warm-
up. These advantages, coupled with good performance in hostile environments,
make the Rb oscillator attractive for many mobile and tactical systems in which its
long-term aging of 1 to 4 partsin 1011 per month can be tolerated. Its aging,
however, may exclude it as a candidate for some long-term timekeeping jobs.

In the future, this oscillator will probably shrink in size because of further reduction
In physics package volume and electronic miniaturization. Performance is not
expected to improve significantly, except in aging and short-term stability, where

a factor of 5 or 10 improvement may be possible. Performance under vibration, in
magnetic fields, and in changing temperature environments may also improve. The
larger anticipated demand in the next 20 years, in addition to performance increases
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FIGURE 60. Rubidium frequency standard block diagram.
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achieved without use of precision manufacturing techniques, should lower the cost
per unit.

Precise time can be made available to systems that iack the power required by the Rb
frequency standard by employing the Rb crystal osciilator (RbXO). The RbX0O, aRb
reference standard combined with a crystal oscitlator, can be either an OCXO or
MCXO. The crystal oscillator is periodically or intermittently synchronized by the
hngh -stability Rb standard. The Rb standard remains off most of the time. When itis
turned on, it stays on for just the few minutes required for it to stabiiize and adjust
the frequency of the crystal oscillator. The accuracy and long-term stability of the Rb
reference is thereby transferred to the crystal oscillator at a total power
c?nsumptmn which is not much more than that of the low-power crystal oscillator
alone.

6.4 Cesium-beam frequency standard. For a cesium oscillator, atomic resonance is
at9,192,631,770 Hz. Cesium-beam frequency standards are in use wherever high
precls:on and accuracy In tlme and frequency standards are needed. Cesium-beam

I on o

units are the current basis for most national standards.

The cestum-beam standard, an atomic resonance device, provides access to one of
nature's invariant frequencies in accordance with the principles of quantum
mechanics. The cesium-beam standard is a true primary frequency standard and
requires no other reference for calibration to an accuracy of 1 partin 1011 or so.
Most cesium standards have provisions for minor frequency adjustments and can be
made to agree with other references to greater precision.

Forthe casium-beam s*ardard guantum effects arise in the nucdlear ma gne*"‘
hyperfine ground state of the atoms. A particularly appropriate transition occurs

between the F=4, m¢=0and F =3, ms=0 hyperfine levels in the cesium 133 atom.
This transition arises from electron-spin, nuclear-spin interaction and is used for
frequency control. The transition is relatively insensitive to external influences such
as electric and magnetic fields, but good magnetic shielding is nevertheless required.

A typical cesium-beam device, shown in Figure 61, takes advantage of this invariant
transition. Itisso arranged that cesium atoms in all sublevels of states F=3 and F=4

lazun an avan A arn farmad intn a haa Thahaam ic Adaflartad in a nnnnnn‘n rre
angvenang argicrmeg mmigc g oeam. /ne ceamiisgegneeginanonuniterm

magnetic field (A magnet) by a force component that depends on Fg, my, the field,
and the field gradient.

The atomsin the F =3 sublevels and the F =4, ms=-4 sublevel are deflected into the
microwave cavity, and those in the remaining F = 4 sublevels are deflected out of the
main beam (getters are used to capture the cesium atoms in the unwanted paths).
The atoms in the F= 3 sublevels and F=4, mf¢= -4 sublevel then pass through a low
and uniform magnetic field space (C-field) and are subjected to excitation by micro-
wave pnnrnu

VS LT

131



Downloaded from http://www.everyspec.com

MIL-HDBK-421

vacuum chamber

hot-wire ionizer

\
N\

state .
selector Ctield
magnet
- %
collimator ; /
cesium beam
% o |
d&)/ % -[ ‘“~ jJ- %B 0
Fd
S — ¥
\S\ \ mass /
_ spectrometer
cesium iniecti and electron beam
oven injection multiplier current
frequency in output

FIGURE 61. Beam tube schematic.
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For the control of frequency, the cesium atom is required to perform a resonance
absorption of energy from the microwave-exciting signal, corresponding to a
transition from the 3.0 state to the 4.0 state. Upon passing through a second
magnetic field (B magnet) identical to the first one, thase atoms that have
undergone the required transition are deflected toward the hot-wire ionizer.
Cesium atoms, ionized by the hot wire, then pass through a mass spectrometer and
are accelerated toward a multistage electron multiplier. (Common contaminants
that may cause noise bursts are removed by the mass spectrometer.) Amplified
current then passes through signal processing electronics, which regulate the
frequency of a voltage-controlled crystal oscillator. Oscillator output frequency is
n}wluliciplied and fed back to the cesium beam through the waveguide, thereby closing
the loop.

The fractional frequency stability of iaboratory and commercial devices can reach
partsin 1014 at sampling times of less than 1 hour to several days. The short-term
frequency stability is limited by fluctuations in the atomic beam intensity, "shot
noise,” which is basic and unavoidable. These fluctuations affect the frequency
stability less, as more intense atomic beams are used. This approach, which is
becoming avaitable in both commercial and taboratory devices, improves the
stability. In contrast to commercial devices, the laboratory oscillators are designed to
allow a more complete and easier evaluation of all effects on the frequency. Cesium
oscillators are used extensively where high reproducibility and long-term stability
are needed for sampling times of more than 1 day. For most applications, cesium
oscillators need not be calibrated. They are the workhorses in most of the accurate
frequency and time-distribution services seen today. The advantages are long-term
stability, little need for calibration, and medium tolerance to hostile environments.
The large size and weight, and the higher power and cost, make the cesium .
oscillator more useful in stationary and benign environmental applications, such as
in providing a reference against which other, tess stable oscillators are periodically
checked. Where space ang power are not at a premium, such as with ships, large
aircraft, ground stations, and taboratories, the cesium oscillator is a good choice.

Smaller, lighter, lower-power cesium spacecraft clocks have been developed by the
Global Positioning System (GPS) clock program. They weigh 28 pounds, consume 27
watts, and have a 1-day stability of 1 partin 1013,

6.5 Hydrogen maser atomic clock. As a frequency standard, the hydrogen maser
provides a frequency that is well defined without reference to any external
(reference) standard. An atomic hydrogen beam is directed through a state-
selecting hexapole magnet, which selects atoms in states of higher energy and
ailows them to proceed into a quartz buib (see Figure 62). The quartz buib confines
the atoms to the uniform magnetic field region in a tuned microwave cavity set to
the transition frequency of the hydrogen atom betweenthe F= 1, ms=0,and F=0
energy levels. The quartz bulb has Teflon-coated walls to reduce perturbation of the
energy states. However, a smail perturbation of the atoms still occurs during collision
with the wall and produces a frequency shift. This wallshift can be accurately
determined by careful frequency measurements.
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FIGURE 62. Diagram of the hydrogen maser.
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Inside the coated quartz storage bulb the hydrogen atoms make random transits
and are reflected each time they strike the walls. The atoms undergo many collisions
with the walls while in the bulb, and their effective interaction time with the
microwave field is lengthened to approximately 1 second. During this interaction
process, the atoms tend to relax and give up their energy to the microwave field
within the tuned cavity. This field also tends to stimulate more atoms to radiate,
thus building in intensity until steady-state maser operation is achieved. The Q
values of hydrogen masers are the ﬁighest of all traditional frequency standards
and are typically 2 x 109, which accounts for the excellent stability of hydrogen
masers.

Itis aiso the most stable of all known frequency sources for averaging times of a few
seconds to approximately 1 or more. It has proved to be a practical frequency source
for a few specialized applications in which these stabilities are critical, and its large
size is not a consideration.

Hydrogen masers of conventional (seif-oscillating) design are used in ground
stations, despite their large size and weight, because of their high stability. Newer
designs have employed smaiier cavities to reduce size, and they have incorporated
automatic cavity tuning to compensate for the iong-term drift caused by cavity
frequency drift. Other new designs have been developed that employ still smaller
cavities whose Qs are not large enough to sustain maser oscillation. These are used
either as passive resonators in servos to control crystal oscillators, or with external
feedback to enhance the Q of the small cavity and thereby reach the threshold of
maser oscillation. These devices approach the size and weight of conventional,
commercial cesium-beam standards.

The fundamental limitations in accuracy of the hydrogen maser are the wall
collisions and the second-order Doppler effect. The second-order Doppler effectis
of the order of 1.4 x 10-11 per degree Kelvin; thus, a control to 1 x 10-14in the long
term requires a temperature stability of slightly better than one-tenth of a degree.
Wall collisions cause a phase shift in each collision of a radiating atom with the
surface of the storage bulb. The accumulated phase shift during the lifetime of a
radiating atom in the storage bulb results in a frequency shift. For typical bulb sizes,
the related frequency shift is of the order 2 x 10-11. The current accuracy of the
hydrogen maser is limited by the wall collision effect 1 x 10-12 and is thus
considerably worse than that of cesium; however, more thorough use of a few
evaluation techniques, such as the variable or flexible storage buib and use of the
temperature dependence of the wallshift, is likely to yield better results. A special
incentive toward this goal lies in the documented fact that the wallshift appears to
be highiy stabie in the weii-controiied environment inside the vacuum of a hydrogen
maser. Masers have run over many years with, at most, 1 x 10-13 drift per year. This
estimate is actually the measurement limit of the systems employed.

6.6 Comparison of common timing sources. Table iV provides a comparison of
performance, size, and estimated cost (1991 dollars) for the common quartz and
atomic oscillators. Figure 63 provides a comparison of accuracy and power. It is
intended to faciitate a tradeoff analysis and selection of a source for a given
application. The hydrogen maser is intentionally excluded from this group because
of its high cost, limited availability, and highly specialized characteristics, which
severely limit its tactical applications. Accuracy is stated in terms of an overall
accuracy of output frequency that specifies a maximum frequency deviation from an
assigned nominal value, due to all combinations of operating and nonoperating
parameters within a 122-year period. Except for the temperature range, which is

135



9fl

TABLE IV. Comparison of quartz and atomic oscillators.

Downloaded from http://www.everyspec.com

Quartz Oscillators

Atomic Oscillators

TCXO MCXO oCcXo Rubidium RbXO Cesium
Accuracy* 2 x 10-6 5 x 10-8 1 x 10-8 5 x 10-10 7 x 10-10 2 x 10-1}
(per year) .
Aging 5x 107 2 x 10-8 6 x 10-9 2 x 10-10 2 x 10-10 0
(per year)

Temperature 5 x 107 2 x 10-8 2 x 109 3 x 10-10 5 x 10-10 2 x 10-1
stability _

(range, °C) (-55 to +85) (-55 to + 85) (-55 to +85) (-55 to + 68) (-55 1o +85) (-28 10 +65)

Stability, y{t) 1 x 109 1 x 10-10 1 x 10-12 3 x 10-11% 5 x 10-12 5 x 10-1

(t =159)
Size 10 50 20to 200 B0O 1,200 6,000
(cm3) '

Warm-up time 0.1 0.1 4 3 3 20
(minutes) {to1 x 10-6) (to2 x 10-8) (to1 x 10-8) (to5 x 10-10) {to 5 x 10-10) (to 2 x 10-11)
Power (W) 0.05. <0.04 0.25t04 20 0.35 30
{at lowest '

temperature)

Price (- $) 225 < 1,200 2,200 9,000 ° 11,000 44,000

* Including environmental effects [note that the temperature ranges for rubidium (Rb)
and cesium oscillators are narrower than for quartz oscillators].
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FIGURE 63. Accuracy versus power requirement.*
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specified, standard tactical military environmental conditions are assumed. Short-
term stability is expressed as the square root of the Allan variance, where Ty {7) is the
averaging time. For this parameter, steady state (that is, quiescent) conditions are
assumed. Warm-up time is expressed as the time, measured from initial power
application, required for the oscillator to stabitize its mode of operation within
specified limits of final frequency. Final frequency is defined to occur at a given
period of time, in minutes or hours, depending on the type of oscillator. Power
specnfles the maxnmum average power consumption under the most stringent
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7. EXAMPLES OF TIME-DEPENDENT, TIMING, AND TIME-DISSEMINATION SYSTEMS

7.1 Tactical network timing system. A strong tactical communications system
depends on how easily and rapidly that system can be set-up and torn-down. This
task becomes even more complex in networks that require highly accurate and
precise timing. For example, the network timing subsystem for the tactical switched
communications network in Figure 64 is butlt around a highly accurate cesium-beam
standard located in the AN/TSQ-111 Communications Nodal Control Element (CNCE).

Normally each CNCE operates its own timing system from an internal cesium
standard that drives a voltage-controlled oscitlator (VCO). In these independent
clock timing systems, the sending and receiving CNCE cesium clocks are set closely
enough that the receiving station’s buffer is infrequently filled and emptied. The
necessity of interrupting traffic to reset buffers is expected to be once a day (or less)
under normal conditions. Additionally, the CNCE has a backup VCO that free-runs if
the cesium standard is lost. This enables timing to be derived from either of two
Incoming transmission groups, and it is used 1o slave the oscillator (either manually
or automatically) to the selected incoming groups.

Below the CNCE-equipped node, at subordinate or access nodes, tactical switches
obtain timing from a VCO. in most cases the VCO has a backup unit. These switch-
associated VCOs normally derive their timing reference from and are slaved to an
incoming conditioned diphase data transmission group that is traceable back to a
CNCE cesium standard. However, all switch VCOs?‘-ave the ability to free-run with
reduced stability {a) if the CNCE cesium clock fails, (b) if connection to a CNCE is tost,
or (c) if a CNCE is not available.

Tactical radio equipment normally operates in a slaved mode. All such radios derive
timing from conditioned diphase data transitions in the traffic data stream. Two
potential exceptions to this rule exist: The first exception isthe AN/TRC-170
tropospheric scatter (TROPO)/line-of-sight (LOS) digital radio terminal system, which
contains a rubidium source to operate as the master timing source, and, in turn, to
drive an internal VCO. Without a CNCE or major switch in the system as a timing
source, the AN/TRC-170 system has the ability to free-run from the rubidium source,
or directly from the VCO, in a stand-alone mode. Subscribers, or small digital
switches, can be slaved to the AN/TRC-170’s rubidium timing source. Alternatively,
the AN/TRC-170 can slave its VCO to incoming data from either over-the-air (radio-
side) or subscriber (cable-side) timing sources.

The other exception concerns analog Army radios modified by the addition of digital
modems, multipiexers, and orderwire control units (OCU). The OCUs have timing
options that permit them to derive timing from a variety of sources. Preferably,
these sources are traceable to a CNCE from which they can be manipulated and
distributed to satisfy the total timing requirements within the associated assemblage
shelter. These OCUs can operate in a free-running mode if the external source is lost.
However, this capability is primarily intended to provide timing for the secure digital
voice orderwire during circuit set-up or restoral and has no means for distributing
the timing signal to other equipment.

In many tactical systems, the clock is kept on when other parts of the system are shut
off. As aresult, the clock is the major item that determines battery life (and its
associated logistics problems). Butfers retime data from other CNCE-equipped
nodes, adjust any minor differences between the two CNCES’ cesium-beam
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FIGURE 64. Example of a proposed network timing distribution between tactical
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standards, and feed the received data to the local CNCE processor at the local timing
rate. The CNCE can also operate its timing system in several other modes that can be
selected manually or automatically. If the local cesium beam fails, then the VCO can
be set to operate in a free-running mode. The cesium-beam standard can be setto
operate within 2 x 10-12 of the desired frequency. The VCO, which normaliy is slaved
to the cesium-beam standard, reverts (in the case of free-running) to a stability of
+10-9 for a 24-hour period. Although stability is reduced and buffer resets might be
more frequent, the system continues to function, but in a degraded mode. Here it
must be noted that all subordinate nodes ar switches have VCQOs and buffers, and
they normally operate slaved to the CNCE. When CNCE timing sources are lost, then
subordinate efements can also have their VCOs reset to a free-running mode with a
loss in stability comparable to that for the CNCE when it switches from cesium to
VCO free-run timing. The system continues to function, although in a degraded
mode with a more frequent need to interrupt traffic for buffer resets.

7.2 Single Channel Ground and Airborne Radio System. The Single Channel
Ground and Airborne Radio System (SINCGARS) has replaced the AN/VRC-12 famil

of very high frequency (VHF) frequency modulation (FM) radios. It now serves as.ti{-e
principat LOS combat net radio {(CNR) for all Army and Marine Corps tactical forces.
SINCGARS is designed to provide an anti-jam (A)) capability because of its frequency-
hopping mode within the frequency range of 30 to 87.975 megahertz (MHz). Timing
for SINCGARS is significantlf\; different from the timing of Milstar and its various
terminals. SINCGARS is probably the largest single use of timing and synchronization
subsystems.

7.3 Satellite communications. In Defense Satellite Communications System (DSCS)
satellite communications (SATCOM) spread-spectrum systems, loca! cesium clocks are

+ aahla Airarthy ta tha Mia o EMafnmes MV MY A~ ctbow Sl al F1L G Ao o
traceanie airecliy 10 tne Uepartiment o7 Derense {DoD) Miaster Giodk (U5, Naval

Observatory (USNO) Master Clock] and serve as precise time stations (PTS). SATCOM
clocks are regularly checked through the inherent worldwide time-dissemination
capability of the spread-spectrum links to the USNO, and are occasionaily compared
with portable USNO cesium clocks and traveling Global Positioning System (GPS)
receivers. Dissemination {either portable-clock or satellite-link) is accurate to the
order of 100 nanoseconds (ns), and the desired goal is to maintain the clocks within
* 5 microseconds (us) of the USNO Master Clock. Adjustments that can change the
epoch or rate (frequency) of the SATCOM time are done manually, according to a
standard operating procedure {SOP), and are performed only by direction ot the
USNO. PTS network operation is specified in USNO Precise Time and Time Interval
(PTTI) SOP-81, to be revised in 1992. A PTS provides a point for local and transient
clock checks for both time and frequency, and performs a monitor and reference
function for local transmission. In some cases, the accurate time and frequency are
made available to other collocated systems, such as channel-packing, the Automatic
Digital Network (AUTODIN), crypto-systems, and LOS microwave links. The PTS may
also monitor LORAN-C and other time-dissemination facilities. The monitoring
function is a part of the system by which the USNO disseminates precise time, since
the results are reported to the USNO. At the same time, the monitoring adds to the
redundancy of the PTS, because deviations in the local dock can be more effectively
evaluated with larger amounts of independently acquired corroborative data. Since
SATCOM clocks are regularly rated and updated by the USNO over an extended
period of time, their performance histories are well known, and they have the
capability to free-run for long periods without accumulating large time or frequency
errors. Therefore, the PTS system has a high degree of survivability, and degradation
is very gradual and small in the event of a disconnect with the USNO.
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7.4 HAVE QUICK. HAVE QUICK, a jJam-resistant uitra high frequency (UHF)
communications system, uses precise timing data to controf frequency hopping. The
HAVE QUICK communications system for tactical aircraft communications employs
some rubidium clocks to maintain time accuracy. The system can interface with the
GPS for time-setting and updating to the required accuracy, which enhances
interoperability among and within groups.

7.5 Joint Tactical Information Distribution System. The Joint Tactical Information
Distribution System (JTIDS) provides secure digital communications, using a
formatted data standard with precise time requirements to support low-capacity,
secure, non-nodal, jam-resistant information distribution. The link is capable of
operating in severe, adverse electromagnetic environments anticipated in future
military operations. Tactical Digital Information Link-) (TADIL-)) incorporates state-
of-the-art advances in signal processing and integrated circuit technology to
overcome the most severe limitations of previous-generation TADILs, with expected
data rates one to two orders of magnitude higher than previous systems. At the
same time it incorporates sophisticated spread-spectrum communications and
forward-error-correction coding techniques that support very high A} margins. It
also provides a low probability of interception/low probability of exploitation
(LPI/LPE) capability.

7.6 VERDIN. The Navy VERDIN very low frequency/low frequency (VLF/LF)
communications system (and likely some similar Air Force systems) has a precise time
requirement. Submarines and shore stations employ cesium-beam clocks that are
required to free-run for extended periods.

7.7 TACAMO. TACAMO aircraft provide a survivable VLF/LF link with Navy units.

The system requires precise time, and it provides an alternate means for time-setting
and updating.

7.8 Other systems. th_er command, control, communications, and intelligence

sctnrne ot o PAA AR Ar Bt il b mlm o e ] P N Y . a—

sysiems of the three services require precise time. Included are a number of system
{(such as crypto and sensor) whose details or requirements are classified.

v

7.9 Time-dissemination systems. Some of the time-dissemination systems in
current uge are described in 7.9.1 through 7.9.6. These systems are traceable to the
USNO and can be used for time-setting and updating within their accuracy and
availability limits.

7.9.1 Global Positioning System. The GPS is a passive, worldwide navigation and
time-dissemination system that gives position to approximately 30 meters and is
time-accurate to 100 ns. (A passive system is one in which the user is not required to
emit a signal.) The system, when fully operational, will consist of 21 operational
satellites. To ensure system availability, up to three additional satellites will be
orbited as active spares, to provide continuous, worldwide service. There are 15 GPS

i+ ar it rashiicby tha LICAIY o mnitmee ame] samichariy timddat
satenites now in oroit, wnich the USNO monitors and reguiany upoates.

Cesium and rubidium clocks carried aboard satellites provide for extended
survivability in the event of loss-of-contact with the monitor and control stations.
The satellites are capable of operating autonomously for extended periods in the
unlikely event of a loss of ali links with the master control station (MCS) and the
monitor stations that act as backups for the MCS.
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The MCS cdock ensemble is maintained accurately on-time with the USNO Master
Clock by simultaneous observation of GPS satellites at the USNO and the MCS. The
MCS can keep time autonomously for extended periods.

7.9.2 Navy navigation satellite system (TRANSIT). TRANSIT, a passive, worldwide
navigation system, consists of five satellites that are visible at any point
intermittently. Nominal time accuracy is in the order of 10 ps, but continuous
simultaneous monitoring can give a better time-dissemination accuracy between
rnnnprm‘mn field- nrnnnr‘l stations nnnratmn in a nonpassive mode. Thetimina is
traceable to the USNO. TRANSIT is under the control of the Naval Satellite
Operations Center (NAVSOC), whose MCS clocks at Point Mugu, California, are
synchronized to the USNO Master Clock by portable clock trips and LORAN-C. The
NAVSOC Detachment in Hawaii also maintains accurate time that is compared with
the nearby SATCOM station.

7.9.3 LORAN-C. The LF LORAN-C navigation system is a passive system that gives
limited ground-wave coverage over much of the Earth’s surface, gut there are large
gaps. Accuracy of time dissemination in the ground-wave areas is normally better
than 1 ps. In the larger areas covered by only sky-wave propagation, the accuracy is
considerably reduced and is subject to occasional propagation disturbances,
including diurnal effects, but is usable for some applications. Since the inherent time
ambiguity of LORAN-Cis in the order of 5 to 10 milliseconds {ms), time must be
known Iocally to an accuracy of a few ms before precise time can be obtained.

The various chains of the system are monitored by the USNO and by PTSs to give
traceability to the USNO. [Public law PL100-223 requires all LORAN-C transmitters to
be synchronlzed w:thm 100 ns of Coordinated Universal Time (UTC).] LORAN-C
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without an update. Individual chain transmitters maintain close coordination with
the MCS through a monitoring system, but the chain may deviate a few hundred ns
from UTC; the USNO publishes corrections daily for each chain. In many areas, inter-
ference from LF stations must be rejected with notch-filters. Susceptibility to
jamming is a disadvantage.

LORAN-C timin{c; is used in some cases, either for monitoring the long-term
performgnce of local clocks or determmmg the drift rates of moderate-stability
oscillators. Under favorable conditions and using groundwave signals, frequency
comparisons can be made to approximately 1 partin 1012 over a 1-day observation.
Distortions of sky-wave signals degrade frequency measurement capability by a
factor of 100 or more. The U.S. Coast Guard manages and operates LORAN-C.

7.9.4 OMEGA navigation system. The VLF OMEGA navigation system has nominal

worldwide coverage through a system of eight transmitters. Navigation is

accomplished passively by making simultaneous phase comparisons of several

transmitters. For timing, the system is useful mainly as a stable frequency source,

since time-ambiguity intervals are very small. Although the system employs cesium-
e
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propagation make interpretation of frequency comparisons difficult (as with sky-
wave LORAN-C), and phase comparisons are normally made over a period of 1 day or
more. The OMEGA system is operated by the Coast Guard. Individual transmitters
are occasionally taken off the air for maintenance.
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7.9.5 High frequency time broadcasts. High frequency (HF) time broadcasts are
useful mostly for time-dissemination to an accuracy of approximatety 10 ms.
Propagation is typically sky-wave, and, unlike navigation-system dissemination and
two-way satellite dissemination, there is no inherent provision for determining
propagation time. The propagation delay calculated from the best estimate of the
radio path involves some uncertainty, especially when the path is long. The
unambiguous time is useful, within coverage areas of the HF stations, for moderate-
accuracy time-setting and updating, or as a means of resolving the ambiguities of
LORAN-C. Coverageis variable and depends on the frequency in use and the existing
propagation conditions, as well as the state of interference from other broadcast
services or intentional jamming. Broadcasts of the National Institute of Standards
and Technology (NIST) HF stations WWV, WWVH, and the National Research Council
of Canada (CHU) are traceable to the USNO through the PTSs maintained by NIST in
Colorado and Hawaii.

7.9.6 Portable clocks. Portable clocks are used by the USNO as one method of rating
and updating PTS clocks and other facilities requiring precise time. The cesium clocks
are setto UTC at the USNO Master Clock and are transported {(while running
continuously) to the facilities that require calibration. (Batteries are used when
power mains are not available.) The clocks are rechecked after the tripsin a timing
"closure,” to verify proper, portable clock operation and to pro-rate small deviations
through the trip. Accuracy of portable-clock trips is in the order of 100 ns.

Clock trips have also been used to verify other time-dissemination techniques, such
as GPS and the SATCOM spread-spectrum method, which have commensurate
precision. Asthe number of valid techniques increases, the number of portable-
clock trips is reduced. Portable-clock trips, however, may remain as a backup
dissemination method.

7.10 Otherdissemination means. Numerous dissemination methods have been
deveioped for both specific and general application. Only a few are mentioned here.

7.10.1 TVliine-10. In the television (TV) line-10 method, two or more facilities (a)
extract the same synchronization pulse from a cooperative or uncooperative TV
broadcast station in common view of the facilities, and (b) compare the broadcast
station’s timing with their local clocks. The technique requires users to resolve
separately the frame ambiguity of about 33 ms. The method also requires data
exchange between users. Propagation time-differences must be resolved by
distance measurements and portable clocks. Range is limited by the coverage of
available TV transmitters in common view. The method is subject to broadcast

schedules and other factors that are not under a user’s control.

7.10.2 Very long baseline interferometry. Very long baseiine interferometry (VLBI) is
a dissemination method capable of very high precision. The technique involves
simultaneous monitoring of extraterrestrial radiation sources at two or more user
sites. The data (time-marked) is then exchanged through a communications
medium, such as a shipping of recordings, for subsequent comparison.
Operationally, the technique is not generally employed for communications, but it
might be used in very precise comparisons of major timing facilities.

Some recent studies of puisars that have extremely constant rates hold out hope for
long-term, passive, precise frequency-acquisition, but the technique has not yet
been reduced to an operational status.
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7.11 Other dissemination systems. Several other dissemination systems have been
developed recently. In the Hawaii PTTI Test Bed, for example, a specially designed
spread-spectrum modem and time-transfer unit have been used to make timing
comparisons to sub-microsecond accuracy on a microwave LOS communications link.
The master-station pilot tone of another microwave LOS network was stabilized by
that station’s accurate frequency reference, to provide an accurate standard
frequency to the other stations of the network. The spread-spectrum modem and
time-transfer unit were also used in two-way SATCOM links, to provide accurate
time to stations not equipped with spread-spectrum communicatons modems of the
types used in SATCOM time-dissemination systems.

Time dissemination, via fiber optics or LOS laser links, has the potential for extremely
high precision because of the large available bandwidth, and it has been used
experimentally with good results.

These techniques require some means, such as two-way transmission or independent
measurements, to determine the propagation time delay. The propagation delay
may be measured and considered constant for some fixed links that do not involive
variable distances or paths. With sateilite links or links that involve mobile
platforms, the propagation delay generaily must be determined for each time
transfer. Automatic methods are usually available to resolve the propagation delay
when two-way circuits are involved. The passive navigation systems, such as GPS or
LORAN-C, can be used in a (one-way) broadcast mode to provide precise time and
accurate frequency dissemination to both mobile and fixed users. The advantage of
a passive system is that the user is not required to emit a signal or use any of its
communications capacity to exchange data or correct for propagation delay.
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8. NOTES

8.1 Subjectterm (key word) listing

Acquisition time

Aging

Calibration

Clock

Crystal oscillators

Data buffers

Dappler frequency
Double loop-tracking system
External timing reference
Frequency difference
Frequency hold-in range
Frequency pull-in range
Generator, frequency
Jitter

Phase-focked loop

Puise stuffing

Quartz oscillators
Spectrai purity

Stability

Standard frequency
Timing error

Timing signal

Timing sources
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APPENDIX A
LORAN-C, OMEGA, and VLF TRANSMITTING STATIONS AND TIME SIGNALS EMITTED
IN UTC SYSTEMS
10. GENERAL
This appendix lists transmitting stations for LORAN-C, OMEGA, and U.5. Navy very
low frequency (VLF) systems. This information is subject to change. Potential users

of these services are advised to obtain up-to-date time service bulletins from the U.S.
Naval Observatory (USNO}. This appendix is intended for guidance only. :

This section is not applicable to this appendix.
30. DEFINITIONS.

For purposes of this appendix, the definitions and acronyms in MIL-HDBK-421 and
FED-STD 1037 shall apply.

40. GENERAL REQUIREMENTS
40.1 LORAN-C, OMEGA, and U.S. Navy VLF transmitting stations

40.1.1 LORAN-C-transmitting stations (100 kHz}

Central Pacific (4990)
lohnston isiand
Upotu Point, Hawaii
Kure, Midway island

East Coast Canada (5930)
Caribou, Maine
Nantucket, Massachusetts
Cape Race, Newfoundland, Canada
Fox Harbour, Labrador, Canada

West Coast Canada (5990)
Williams Lake, British Columbia, Canada
Shoai Cove, Alaska
George, Washington
Port Hardy, British Columbia, Canada

Labrador Sea {7930)
Fox Harbour, Labrador, Canada
Cape Race, Newfoundland, Canada
Angissoq, Greenland
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Gulif of Alaska (7960)
Tok, Alaska
Narrow Cape, Kodiak island, Alaska
Shoal Cove, Alaska

Norwegian Sea (7970)
Ejde Faeroe Islands, Denmark
Bo, Norway
Sylt, Germany
Sandur, Iceland
Jan Mayen, Norway

Southeast USA (7980)
Malone, Florida
Grangeville, Florida
Raymondville, Texas
Jupiter, Florida
Carolina Beach, North Carolina

Mediterranean Sea (7990)
Sellia Marina, italy
Lampedusa, Italy
Kargabarun, Turkey
Estartit, Spain

North Central U.S. (8290)
Havre, Montana
Baudette, Minnesota
Gillette, Wyoming
Williams Lake, British Columbia, Canada

koc (RQQ70N -
Md \WF 7y
n

Dana, Indiana
Malone, Florida
Seneca, New York
Baudette, Minnesota

Jroatla
T T N el b L d

South Central U.S. (9610)
Boise City, Oklahoma
Gillette, Wyoming
Searchlight, Nevada
Las Cruces, New Mexico
Raymondville, Texas
Grangeville, Florida

Afact CAaact LICA l'QQAﬂ}

PV fdh mwWwWidds Wl |\ ST

Fallon, Nevada
George, Washington
Middletown, California
Searchlight, Nevada
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Nartheast USA (9960)
Seneca, New York
Caribou, Maine
Nantucket, Massachusetts
Carolina Beach, North Carolina
Dana, Indiana

Northwest Pacific {9970}
lwo Jima, Japan
Marcus Island, Japan
Hokkaido, Japan
Gesashi, Okinawa Istand, lapan
Barrigada, Guam

Icelandic {(9980)
Sandur, iceland
Angissoq, Greenland
Ejde, Faeroe Islands, Denmark

North Pacitic (9990)
St. Paul, Pribilof tslands, Alaska
Attu, Alaska
Port Clarence, Alaska
Kodiak, Kodiak Island, Alaska

40.1.2 OMEGA transmitting stations. (Each station transmits four navigation
frequencies - 10.2, 11.05, 11.33, and 13.6 kHz. A fifth frequency, unique to each
station, is also transmitted.

Kaneohe, Hawaii Unigque frequency 11.8 kHz
Monrovia, Liberia Unique frequency 12.0 kHz
Bratland, Norway Unigue frequency 12.1 kHz
La Reunion Island, Indian Ocean Unique frequency 12.3 kHz
Golfo Nuevo, Argentina Unique frequency 12.9 kHz
Melbourne, Australia Unigque frequency 13.0 kHz
® LaMaure, North Dakota Unique frequency 13.1 kHz
Tsushima Isiand, japan Unique frequency 12.8 kHz

40.1.3 U.S5. Navy VLF communications stations

17.4 kHz, NDT, Yosami, Japan

21.4 kHz, NSS, Annapolis, Maryland
22.3 kHz, NWC, Exmouth, Australia
23.4 kHz, NPM, Lualualei, Hawaii

24 0 kHz, NAA, Cutler, Maine

24 8 kHz, NLK, Jim Creek, Washington
28.5 kHz, NAU, Aguada, Puerto Rico
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APPENDIX B
SUPPLEMENTAL READING

10. SCOPE

This appendix lists references that address the subject of timing and
cuncrhranisatinm Thaca rafarnm nc me o i hmlenfe il 4m s iomer ~Fdbic bhavm Al b
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20. APPLICABLE DOCUMENTS

20.1 Government documents

Department of Defense and Department of Transportation, 1988 Federal
Radionavigation Plan, DoD-4650.4/DOT-TSC-RSPA-88-4, Department of
Transportation Research and Special Programs Administration, 1988.

Gutleber, F.S., An Optimum Synchronization Loop Design, Joint Tactical
Command, Control and Communications Agency, FSG-168, 11 july 1984,

Gutleber, F.S., Architecture for Tactical Switched Communications Systems,
Annex F3, Network Timing, TTO-ENG-031-75-ANF, TRI-TAC Office, Fort Monmouth,
NJ, June 1982.

Gutleber, F.S., A Synchronous Timing System, F$G-121, JTCO, Aprii 1973.

Gutleber, F.S., A Concept for Disseminating Precise Timing Throughout a
Communications Network, FSG-120, JTCO, 28 February 1973.

Gutleber, F.S., Effects of Radio Fades on System Synchronization, F$G-114,
TRI-TAC nf‘ﬁ'ce' Fort Monmaoauth NI Qctgher 1071
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Gutleber, F.S., A Time Dissemination and Doppler Canceling System for
Satellite Access, TRI-TAC Office, Fort Monmouth, NJ, July 1971.

Gufleber, F.S., inherent Fly-Wheeling Capabiiities of Synchronizing Systems,
F$SG-112, TRI-TAC Office, Fort Monmouth, NJ, July 1971.

Gutleber, F.S., General Derivation Relating Frequency Stability Requirements to
Fade Duration for Synchronization Systems, FSG-111, TRI-TAC Office, Fort
Monmouth, July 1971.

Gutleber, F.S., An Adaptive Synchronous Coherent Detector for a Quadriphase
Modulation System, FSG-105, U.S. Army ECOM, Fort Monmouth, NJ, 25 August 1970.

Gutleber, F.S., Threshold Extension Revisited, Research and Development
Technical Report, ECOM-3215, Tactical Communications Systems Office, U.S. Army
ECOM, Fort Monmouth, NJ, January 1970.

Gutieber, F

.S., A Simpie Circuit for implementing a Median Frequency
Generator, FSG-98, U.S

. Army ECOM, Fort Monmouth, NJ, 10 October 1969.
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Gutleber, F.S., Transient Analysis of a Frequency Following Phase Lock Loop,
FSG-100, U.S. Army ECOM, Fort Monmouth, NJ, October 1969.

Gutleber, F.S., Threshold Extension Revisited for Tactical Net Radio Systems,
FSG-99, U.S. Army ECOM, Fort Monmouth, NJ, October 1969.

Gutleber, F.S., A Quadrature Phase Modulated Synchronization System, FSG-94,
U.S. Army ECOM, Fort Monmouth, NJ, October 1969.

Hellwig, H. Frequency Standards and Clocks: A Tutorial lntroduct:bn NIST
Technical Note 616, 1977, Time and Frequency Division, NIST Boulder, Colorado,
80303.

Stein, S.R., and Vig, }.R., Frequency Standards for Communications, U.S. Army
Laboratory Command Research and Development Technical Report SLCET-TR-91-2,
January 1991 (copies available from NTIS, ADA231990).

20.2 Naon-Government documents

Beser, L., and Parkinson, B W., “The Application of NAVSTAR Differential GPSin
the Civilian Community.” Navigation, Vol. 29, No. 2, Summer 1982.

Bottom, V.E_, Introduction to Quartz Crystal Unit Design, Van Nostrand
Reinhold Co., 1982.

CCITT Recommendation G.811, Performance of Clocks Suitable for
Plesiochronous Operation of International Digital Links, CCITT Yellow Book,
Fascicle lIl.3, Geneva, 1981.

CCITT Recommendation G.822, Controlled Slip Rate Objectives on an
International Digital Connection, CCITT Yellow Book, Fascicle 111.3, Geneva, 1981.

Daly, P., and L.D. Kitching, Characterization of NAVSTAR GPS5 and GLONASS On-
board Clocks, tEEE Plans 90 Position Location and Navigation Symposwm pp. 1-8,
1990.

Frdhks, L.E., “Carrier and bit synchronization in data communication--a tutorial
review,"” IEEE Trans. on Communications, COM-28, No. 8, part 1, pp. 1107-21, Auqust
1980.

Frank, Robert L., “History of Loran C,” Navigation, Vol. 29, No. 1, Spring 1982.

Gutleber, F.S., Timing Accuracy for PN Sequences, FSG-41, ITT, April 1966.

Gutleber, F.S., Phase Lock Loop Performance in a Multipath Environment,
FSC 3? ITT l\ﬂnu 'IQG‘:

Gutleber, F.S., A Precision Digital Frequency Ramp Generator, FSG-10,ITT,
May 1960.

o]

Gutleber, £.S., A Uniformly Spaced Frequency Band Generator, FSG-9,ITT,
May 1960.
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Klepczynski, William )., Time Transfer Techniques: Historical Overview, Current
Practices and Future Capabilities, Proceedings of the Seventh Annual Precise Time
and Time Interval (PTTI) Applications and Planning Meeting, pp. 385-402,

December 1985.

Lindsey, W.C., Synchronization Systems in Communication and Control.
Englewood Cliffs, N!: Prentice-Hall, 1972.

Parzen, B., Design of Crystal and Other Harmonic Oscillators, John Wiley and
Sons, 1983.

Proceedings of the Annual Symposium on Frequency Control. Information on
obtaining the early volumes of these Proceedings is available from NTIS, 5285 Port
Royal Road, Sills Building, Springtield, VA 22161; for obtaining the latest volumes,
contact |IEEE, 445 Hoes Lane, Piscataway, NJ 08854.

Proceedings of the Annual Precise Time and Time Interval (PTTl) Applications
and Planning Meeting. Information on obtaining copies of these Proceedings is
available from the U.S. Naval Observatory, Time Services Department, 34th and
Massachusetts Avenues, N.W. Washington, D.C. 20392-5100.

Proceedings of the European Frequency and Time Forum. Copies available
from the Swiss Foundation for Research in Microtechnology (FSRM), Rue de
I'Orangerie 8, CH-2000 Neuchatel, Switzerland.

Skolnick, Merrilt |, introduction to Radar Systems, McGraw-Hill, second edition,
1980.

Synchronization Interface Standards for Digital Networks, ANSI T1.101-1987.

155/156



Downloaded from http://www.everyspec.com

MIL-HDBK-421

This page intentionally left blank.



Downloaded from http://www.everyspec..com

MiL-HDBK-421
Custodians:  Preparing Activity:
Air Force -- 90 Director, JTC3A
Army -- sC ATTN: C3A-STT
DCA - DC Fort Monmouth, NJ
Navy -- EC 07703-5513
NSA .- NS
Review Activities:
Air Force -- RADC
Army -- SC, CR, SATCOMA
DCA - DC
Navy - EC, MCDEC, USNO, NRL
NCS - TS
NSA -- T25

User Activities:

Air Force
Army

DCA

Marine Corps
Navy

NSA

Project No.: SLHC-4210

157/158



Downloaded from http://www.everyspec.com

MIL-HDBK-421

This page intentionally left blank.



Downloaded from http://www.everyspec.com

INSTRUCTIONS: [n a continwng effort to maxe our stanaardizauon documents petter. the DoD proviaes this form for use 1n
submitting commenis and suggestions for improvements. All users of miiicary standardization documents are invited to provide
suggestions. Thit form may be detached. {clded along the lines indicated, taped along the lcose edge (DO NOT STAPLE}, ana
mailed. In block 5, be as speciiic as possitle about particular prooiem areas such as wording which required interpretation. was
too rigid, restrictive. loose, ambiguous. or was incompauble. and give proposed woraing changes which wouid alleviate the
froblems. Enter in block 6 any remarks not related to a speeific paragrapn of the document. If block 7 is filled out, an
wknowiedgement wiil be maied to you within 30 days to let vou know that vour comments were received and are being
considered.

NOTE: This form may not be used to request copies of documents. nor to request waivers, devistions, or clarification of
speciiication requirements on current contracts. Comments submitted on this form do not constitute or impiy authorization
to waive any portion of the referenced documentrs) or to amend contractual requirements.

{Fold along this line: -

{Fold along this line)

I " ” | NQ FOSTACE
RIRIE 1# MAILED
IN THE

UNITED STATES
|
renacry ronravaresess | BUSINESS REPLY MAIL —
FIRST CLASS  PEAMIT NO. 4945 Alexandria, YA A
POSTAGE WiLL BE PAIC BY R
S
]
S

Director

Joint Tacticai Command, Control and SR
Communications Agency
ATTN: C3A-STT S
Fort Monmouth, MJ Q7703-5513 - ]



Downloaded from http://www.everyspec.com

{See fnstructions — Reverse Side

STANDARDIZATION DOCUMENT IMPROVEMENT PROPOSAL

1. DOCUMENT NUMBEAR

MIL-HDBK-421

Synchronization Sy

2. DOCUMENT TITLE M{litary Handbook, Communications Timing and

systems

3a NAME QF SUBMITTING ORGANIZATION

4. TYPE OF OAGANIZATION (Mark one)

D VENDOR
[j USER

b. ADDRESS (Street. City, State. ZIP Code)

D MANUFACTURER

D OTHER (Specify):

———

5. PROBLEM AREAS

a, Paragragn Number and Wording:

b. Ascommuenaed Warding:

¢. RessonsAationals for Ascommaenastion:

18. REMARKS

7a. NAME OF SUBMITTER (Laxi, First, Mi) — Optionst

b. WORAK TELEPHONE NUMBER (fnciude Area
Code) - Cptignal

c. MAILING ADDRESS (Street, City, State, ZiP Codei — Optionas

8. DATE OF SUBMISSION (¥ YMMDD)






