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FOREWORD

1. The Joint Tactical Command, Control and Communications Agency (JTC3A)
developed this standardization handbook with assistance from military
departments, federal agencies, and industry.

2. Comments (recommendations, additions, deletions) and any pertinent data
that may be of use in improving this document should be addressed to the Director,
Joint Tactical Command, Control and Communications Agency, ATTN: C3A-STT, Fort
Monmouth, New Jersey 07703-5.513, by using the self-addressed Standardization
Document Improvement Proposal (DD Form 1426) appearing at the end of this
document, or by letter.

3. Military communications system technical standards are now published as a
MI L-STD-188 series, under the guidance of the Joint Telecommunications Standards
Steering Group. These standards are subdivided into common long-haul and tactical
standards (M IL-STD-188-1OO series), tactical standards (M IL-STD-1 88-200 series)? and
long-haul standards (MIL-STD-188-300 series). Generally, military communications
handbooks are published in the MI L-H DBK-400 series.

4. In digital communications systems, the timing relationship of each pulse to
other pulses in the same sequential stream is fundamental to interpreting the
information contained in the pulses. If time-division multiplexing, time-division
switching, or time-division multiple access systems are used, this time relationship is
a determining factor as to whom the information belongs, as well as what it means.
The loss of proper timing can be catastrophic and cause ail received information to
be meaningless. Therefore, it is imperative that effective, survivable, economical
system timing be provided for military digital communications.

5. ,Accurate timin is required for certain systems to establish synchronization
~“under jamming con !tlons to enhance reception or to avoid detection. Without

accurate timing, these systems would not be able to provide these capabilities.

6. This military handbook is intended to provide assistance in understanding how
timing and synchronization capabilities for Department of Defense di ital

3communications systems are planned, engineered, procured, and use

7. This military handbook is a companion document to MI L-STD-188-1 15,
Interoperability and Performance Standards for Communications Timing and
Synchronization Subsystems.

8. The references listed in Section 2, Applicable Documents, offer additional
information.

I/ii
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1. SCOPE

1.1 Purpose. This handbook has been prepared to assist engineers and staff
planners in understanding military communications timing and synchronization
subsystems. It is designed to enhance the understanding of the parameters and
characteristics found in the timing and synchronization needs of the military
communications environment.

1.2 Application. This handbook is designed to be used in the planning and
implementation of timing and synchronization for Department of Defense digital
communications systems. It applies to federal-govern merit-owned-and-operated
digital communications systems and does not necessarily apply to leased commercial
facilities.

1.3 Objective. The objective of this handbook is to provide general technical
information pertaining to communications timin and synchronization subsystems.

2It is to be used with Ml L-STD-l 88-115, /nteropera d/ty and Performance Standards
for Communications Timing and Synchronization Subsystems,

112
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2. APPLICABLE DOCUMENTS

2.1 Government documents

2.1.1 Specifications, standards, and handbooks. The following specifications,
standards, and handbooks form a part of this military handbook (MI L-HDBK) to the
extent specified herein. Unless otherwise specified, the issues of these documents
are those listed in the current issue of the Department of Defense (DoD) Index of
Specifications and Standards (DoDISS) and supplements thereto.

SPECIFICATIONS

MILITARY

MIL-O-5531OB Military Specifications, General Specification
for Crystal Oscillators, 10 May 1988

STANDARDS

FEDERAL

FED-STD-1037A Glossary of Telecommunication Terms,
26 June 1986

MILITARY

MIL-STD-188-11 5 Interoperability and Performance Standards
for Communications Timing and Synch roni-
zation Subsystems,31 March 1986

[Copies of federal and military specifications, standards, and handbooks are
available fromthe Naval Publications and Forms Center (A~N: NPODS),5801 Tabor
Avenue, Philadelphia, PA 19120 -5099.]

2.1.2 Other Government documents, drawinqs, and publications

DoD

DoDISS Department of Defense Index of Specifications
and Standards

[Copies of the DoDISS are available by yearly subscription either from the
Government Printing Office (for hardcopy), or from the Director, Navy Publications
and Printing Service Office, 700 Robbins Avenue, Philadelphia, PA 19111-5093 (for
microfiche copies).]

Defense Communications Engineering Center (DCEC)

DCEC
Technical Note 1-87 Application of the NAVSTAR Global

Positioning System (GPS) to the Network
Synchronization of the DCS, March 1987

3
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DCEC Discrete Control Correction: A Method for
Technical Comment Timing and Synchronizing a Digital
49-73 Communications System, November 1973

DCEC-EP-I-80 Attributes for Timing for a Digital DCS,
Juty 1980

DCEC-TR-23-77 DCS II Timing Subsystem, December 1977

(Copies of DCEC publications maybe obtained from the Defense Communications
Engineering Center, Derey Engineering Building, 1860 Wiehle Avenue, Reston, VA
22090 -5500.)

Air Force Institute of Technology (AFIT)

AFITICIIM12-87-17T The Fundamentals of Timing and
Synchronization for Digital Communications
Networks, 25 July 1986

National Institute of Standards and Technology (NIST), U.S. Department of
Commerce [formerly the National Bureau of Standards (NBS)]

NIST NIST Time and Frequency Dissemination
Special Publication 432 Services, 1990

NIST Time and Frequency Users Manual, 1990.
Special Publication 559

NIST Time and Frequency Division, 1977
Technical Note 616

NIST Characterization of Clocks and Oscillators,
Technical Note 1337 1990

(Copies of NIST publications maybe obtained from the Superintendent of
Documents, U.S. Government Printing Office, Washington, DC 20402 -0001.)

U.S. Army Laboratory Command

SLCET-TR-88-1 Quartz Crystal Resonators and Oscillators for
Frequency Control and Timing Applications,
Revision 4.2, March 1991; ADA231604

2.2 Non-Government publications. The following documents form a part of this
MI L-HDBK to the extent specified h erein. Unless otherwise specified, the issues of
these documents, which are DoD adopted, are those listed in the current issue of the
DoDISS.

Institute of Electrical and Electronic Engineers (IEEE)

IEEE-STD-1OO IEEE Standard Dictionary of Electrical and
Electronics Terms, 1988
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IEEE-STD-1 139 IEEE Standard Definitions of Physical
Quantities for Fundamental Frequency and
Time Metrology, 1988

(Copies may be ordered from the Institute of Electrical and Electronics Engineers,
Inc., 445 Hoes Lane, P. O. Box 1331, Piscataway, NJ 08854-1331.)

International Telecommunications Union (ITU)

Consultative Committee for International Telegraph and Telephone (CCITT)

CCITT
Recommendation 0.171 Timing Jitter Measuring Equipment for Digital

Systems, Volume IV, Fascicle IV.4, 1988

International Radio Consultative Committee (CCIR)

CCIR Characterization of Frequency and
Report 580-2 Phase Noise, 1990

CCIR Standard-Frequency and Time-Signal
Recommendation 460-4 Emissions, 1990

CCIR International Synchronization of UTC Time
Recommendation 685 Scales, 1990

CCIR Glossary, 1990
Recommendation 686

[Copies of CCllT and CCIR publications maybe obtained from the International
Telecommunications Union (ITU), General Secretariat -,- Sales Section, Place des
Nations, CH1211 Geneva 20, Switzerland.]

Gerber, E. A. and A. Ballato Precision Frequency Control, Academic Press,
1985*

HaIris Corporation DCS Synchronization Subsystem Optimization
Comparison Study, November 1979 (Control
Number DCA 100-77-C-0055), Government
Communication Systems Division,
Melbourne, FL

Kartaschoff, P. Frequency and Time, Academic Press, London,
1978*

* Copies maybe ordered through commercial bookstores.

NOTE: Non-Government standards and other publications usually are available from
the organizations that prepare or distribute them. These standards and publications
also may be available in or through public libraries or other informational services.

2.3 Order of precedence. In the event of a conflict between the text of this MI L-
HDBK and Federal or military standards, the text of the standard(s) shall take
precedence.

5/6
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3. DEFINITIONS

3.1 Acronyms used in this handbook. The acronyms used in this handbook and not
included in FED-sTD-1037 are defined as follows:

a. AFIT

b. CNCE

c. DCEC

d. DoDD

e. DoDISS

f. .: FED-STD

9. GPS

h. h

i. HAVE QUICK

j. JPL

k. JSC

1. LPE

m. MCS

n. MCXO

o. . MIL-HDBK

P.

q.

r.

s.

t.

u.

v.

w

x.

MI L-STD

min

ms

MTCC

mW

NAVSOC

NIST

ns

Ocu

Air Force Institute of Technology

communications nodal control element

Defense Communications Engineering Center

Department of Defense Directive

Department of Defense Index of Specifications and
Standards

federal standard

Global Positioning System

hour(s)

joint tactical anti-jam communications equipment

Jet Propulsion Laboratory

Joint Steering Committee

low probability of exploitation

master control system

microcomputer-compensated crystal oscillator

military handbook

military standard

minute(s)

millisecond(s) (10-3 seconds)

Modular Tactical Communications Center

milliwatt(s)

Naval Satellite Operations Center

National Institute of Standards and Technology

nanosecond(s) (I O-9 seconds or IO-3 microseconds)

orderwire control unit

7
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y. .Ocxo

z. PLL

aa. PN

ab. PS

ac. PTS

ad. PTTI

ae. Rb

af. RbXO

ag. ~ SATCOM

ah. SINCGARS

ai. SLHC

aj. (SIN)

ak. SPAWAR

al. TACAMO

am. TCTS

an. TCXO

ao. TOD

ap. ._VLB1

..oven-controlled crystal oscillator

phase-locked loop

pseudonoise

positioning system

precise time station

precise time and time interval

rubidium

rubidium crystal oscillator

satellite communications

Single Channel Ground and Airborne Radio System

strategic long-haul communications

signal-to-noise ratio

Space and Naval Warfare Systems Command

Navy Airborne VLF/LF Relay Aircraft

tactical communications technical standards

temperature-compensated crystal oscillator

time of day

very long baseline interferometry

3.2 Accurac Generally equivalent to the systematic uncertainty of a value,
+relatwe tot e accepted standard for the value. In the case of time, the accepted

standard for the Depatiment of Defense is the U.S. Naval Observatory (USNO)
Master Clock.

3.3 A in The relationship between oscillator frequency and time when the
*oscillator requency is measured under constant environment, supply voltage, and

load. This long-term frequency change is caused by secular changes in the
oscillator’s frequency-determining elements.

3.4 Alternate clock. A member of a set of redundant clocks that is not normally
active in providing a time, phase, or frequent reference, but is held in reserve to

“{take over the function of the prtncipal clock I the principal clock should fail or some
other contingency should arise. The term is used interchangeably with the term
backup clock.

8
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3.5 Ambicsuity. The characteristics or property whereby more than one possible
interpretation, management, or.value satisfies the conditions stated. A clock that
displays 3hours 5 minutes could be indicating that, time foreithera.m., p.m., or for
any day. Further information is required to remove the ambiguity if it causes any
problems. In a system where the additional information is already available, it is not
necessary for it to be supplied by the clock (see time ambiguity).

3.6 Calibration. The process of identifying and measuring errors, and either
accounting for them or providing for their correction.

3.7 Closed-loop noise bandwidth. The integral, over all frequencies of the
absolute value of the closed-loop transfer function of a phase-locked loop. The
closed-loop noise bandwidth when multiplied by the noise spectral density gives the
output noise in a phase-locked loop.

3.8 External timinq reference. A timing reference obtained from a source external
to the communications system, such as one of the navigation systems, many of which
are referenced to Coordinated Universal Time (UTC).

3.9 False lock. A condition in which a phase-locked loop Iocksto a frequency other
than the correct one, or to an improper phase.

3.10 Fractional frequency fluctuation. Frequency of an oscillator expressed as a
fraction of the nominal or previous frequency.

3.11 Free-runninq capability. The capability of a normally synchronized oscillator
that can operate in the absence of a synchronizing signal.

3.12 Frequency difference. The algebraic difference between two frequencies that
can be of identical or different nominal values.

3.13 Hold-in frequency ranqe. The maximum frequency range duration between
the local oscillator and the reference frequency of a phase-locked loop for which the
local oscillator slaves to the reference frequency.

3.14 Independence of clock-error measurement and correction. A property by
which a eh ange-inthetime( phase)of-a-clockata particular node (whether for clock
correction or any other purpose) is not permitted to affect the measurement of the
error in the clock at another node.

3.15 Independent clocks. A communications network timing subsystem that uses
precise free-running clocks at the nodes for synchronization purposes. Variable
storage buffers installed to accommodate transmission delay variations between
nodes are made large enough to accommodate small time (phase) departures
among the nodal clocks that control transmission. Traffic is occasionally interrupted
to reset the buffers.

3.16 Information. The meaning assigned to data.

3.17 Limit c cle. A closed curve in the stable space of a closed-loop control system to
+7which t e traJector either approaches asymptotically (stable) or from which it

recedes (unstable) or all sufficiently closed initial states.

9
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3.18 Local clock. A clock located in proximity to a particular communications
station, nmde, or other facility w.ith.which.it is.associated. The same. clock might be a
remote clock relative to some other station, node, or facility.

3.19 Lonq-term stability. The relationship between oscillator frequency and time
when the oscillator frequency is measured under constant environment, supply
voltage, and load. This long-term frequency change is caused by changes in the
oscillator’s frequency-determining elements.

3.20 Loop filter. A filter located between the phase detector (or time discriminator)
and the voltage controlled oscillator (or phase shifter) of a phase-locked loop.

3.21 Major node. In a timing system for a communications network, a node that is
connected to three or more nodes, or one that is designated a major node because
of its unique location or function (see rninornode).

3.22 Minor node. A node that is not designated a major node. Minor nodes are
normally connected to no more than two other nodes (see major node).

3.23 Nodal clock. The principal clock or alternate clock, located at a particular node,
that provides the timing reference for all major functions at that node.

3.24 Nominal value. An assigned, specified, or !ntended value of any quantity with
uncertainty in its actual realization.

3.25 Nonlinear phase. Lack of direct proportionality of phase-shiftto frequency
over the frequency range required for transmission.

3.26 ~. An intentional difference between the realized value and the nominal
value.

3.27 Offset frequency. The amount by which an available frequency is intentionally
offset from its nominal frequency. In the case of U.S. television networks, the offset
is about 3000 parts in 1011.

3.28 Overall accuracv. The total uncertainty resulting from both systematic and
random mntributions-of allsystems;op erations,an dequipment involved in
achieving or maintaining accuracy (see accuracy, random clock errors).

3.29 Phase instability. Expressed by the phase change within a given time interval.

3.30 Phase microstep per. A device that generates (in response to a digital control
signai) subnanosecond (or picosecond) adjustments to the phase of a reference input
signal. This can be accomplished either through regular phase progression for
frequency corrections or by individual phase steps. Typically, the changes are on the
order of subnanosecondstsecond.

3.31 Principal clock. The clock that actively provides a time, phase, or frequency
reference for a node, a network, or both. Normally there is also a set of one or more
alternate clocks held in reserve to take over the principal clock’s function, should it
fail or should some other contingency arise.

10
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3.32 Pull-in frequency ranqe. The maximum frequency that a local oscillator can
deviate fcom the reference frequency and, upon .initial. receipt of the reference
frequency, still achieve phase-lock.

3.33 uartz clock. A clock containing a quartz oscillator that determines the clock’s
%--precmon or measuring time intervals (see quartz osci//ator).

3.34 uartz oscillator. An oscillator that uses the piezoelectric property of a quartz
~crystal, w Ich IScaused to vibrate at a nearly constant frequency dependin on its

%size, shape, and mode of excitation. After a crystal is placed in operation, t e
frequency changes slowly as a result of physical changes. Quartz oscillators are used
in most frequency control applications, including atomic standards.

3.35 Random clock errors. Clock performance is sometimes characterized in terms
of errors stemming from various noise types, one of which may predominate in a
given part of the spectrum, while another may predominate in another part.
However, since these cannot always be distinguished from the effects of
environmental sensitivities and other systemic causes, it is not necessarily valid to
presume that a specific noise type is dominant in a particular part of the spectrum,
especially at the lower frequency (longer period) end of the spectrum.

3.36 Rubidium clock. A clock containing a rubidium standard that determines the
clock’s precision for measuring time intervals (see quartz dock).

3.37 Rubidium standard. A secondary frequency standard in which a rubidium gas
cell is used to reduce the drift of a quartz oscillator through a frequency-locked loop.
Because it depends on a cell’s as mixture and pressure, it must be calibrated. It has

%a drift typically 100 times Iesst an the best quartz standard (see quartz oscillator).

3.38 Sampling. The process of obtaining a sequence of instantaneous values of a
wave at regular or intermittent intervals.

3.39 Secondary time standard. A time standard that periodically requires
calibration.

3.40 Siqo.al transit time. The time required for a signal to travel from one point to
another.fiignaltransit time delay mightreferto time required for a signal to travel
between specific locations within the same piece of equipment or between specific
locations in widely separated pieces of equipment. The particular Iocationsshould
be identified when the term is used (see time de/ay).

3.4 I S ectral urit The degree to which a signal is coherent, that is, a single
~frequency wit a mlnlmum of sideband noise power.

3.42 Stability. The stated amount of a clock’s change over a long period of time; a
digital reference clock’s stability specifies its drift away from the frequency it had
when locked to another source.

3.43 Standard frequency. A frequency with a known relationship to an accepted
frequency standard.

11
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3.44 Subservient clock. A clock that is synchronous to an associated master clock,
but that may have a controlled-phase or time offset from its associated master. The
controlled-phase offset may be a function of time, such as that required to permit a
communications receiver’s subservient clock to follow variations (which result from
changing parameters in the circuit path) in the phase of a received signal. The
controlled-phase offset allows the subservient clock to maintain a known phase (and
in some cases phase-rate) relationship with the nodal clock (see principal clock), and
to maintain proper rates during loss of signal from its master.

3.45 Subservient oscillator. The difference between a subservient oscillator and a
subservient clock is that the subservient oscillator does not have to identify
particular cycles or particular time interval markers; that is, it is only a source of
frequency or of a phase modulo 1 cycle. The subservient oscillator is therefore
somewhat less complex than a subservient clock. For many communications
applications, either would satisfy the requirement. Some applications require a clock
(see subservient clock).

3.46 Sweep acquisition. A technique whereby the frequency of the local oscillator is
slowly swept past the reference to ensure that the pull-in range is reached (see
pull-in frequency range).

3.47 Synchronous svstem. A system in which the sending and receiving instruments
are operating at substantially the same rate and are maintained by means of
correction, if necessary, in a fixed relationship.

3.48 Time ambi uit A situation in which more than one different time or time
~measurement can e obtained under the stated conditions.

3.49 Time dela . The time interval between the manifestation of a signal at one
+point an t e manifestation or detection of the same signal at another point (see

signal transit time).

3.50 Time-division analo~ switchinq. Analog switching with common time-divided
paths forsimultaneous calls.

3.5 I Tirn&division diqital switchinq. Digital switching with common time-divided
paths forsimultaneous calls,

3.52 Time interval. The duration between two instantsread on the sametime scale.

3.53 Time marker. A reference signal, often repeated periodically, enablin
2numerical values to be assigned to specific events on a time scale. Time mar ers are

used in some systems for establishing synchronization.

3.54 Time measurement tolerance. The maximum permissible error of a time
measurement.

3.55 Time-reference distribution correction. A time-reference distribution
technique that employs independence of clock-error measurement and correction.
It also permits the time-reference information for each node to be derived from a
near-optimum weight average of several paths between that node and the master
node, while avoiding all closed loops.

12
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3.56 Timin A broad term’that includes synchronizing asa special case. It implies
+(a)sche ullng; (b) making coincident in time or causing to occur in unison; (c)

settin the tempo or regulating the speed; (d) ascertaining the length of time or
3peno during which an action, process, or condition continues; (e) causing an action

or event to occur at a desired instant relative to some other action or event; (f)
producing a desired relative motion between objects; (g) causing an event to occur
after a particular time delay; or (h) determining the moment of an event.

3.57 Timinq ambiquity. See time ambiguity.

3.58 Timinq reference. A frequency reference for a clock to follow.

3.59 Timinq siqnal. A signal used to aid the synchronization of interconnected
equipment.

3.60 Trackin error. The deviation of a dependent variable with respect to a
refere~

3.61 Transit time. The time required for a signal to travel from one point to
another. Sometimes it is called propagation time de/ay. Propagation time delay can
refer to time required for a signal to travel between specific locations within the
same piece of equipment or between specific locations in widely separated pieces of
equipment. The particular locations should be identified when the term is used (see
time de/ay, signs/ transit time).

3.62 Uniform time-scale. Uses equal intervals for its successive scale intervals.

3.63 Variable storaae buffers. Digital data storage units in which a signal can be
temporarily stored to correct its timing. The signal is usually written into the buffer
by one clock that has incorrect timing, and read out of the buffer by a different clock
that has correct (or nearly correct) timing. They are also called e/astic buffers or,
simply, buffers.

3.64 Warm-up characteristics. The behavior of a device from the time power is
applied until thermally-induced transient effects have subsided. Some of the warm-
up characteristics for a clock or oscillator are (a) the time required for the frequency
rate, if it-is to come within some accuracy or some specified steady-state value; (b)
the time required for the drift rate to fall within some maximum specified value; and
(c) the time required for the frequency rate to recover to within a specified tolerance
of the rate that had existed just before the device was previously turned off (defined
as retrace).
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4. GENERAL REQUIREMENTS

4.1 General. As electronic communications has progressed, many of its stages of
advancement have required significant improvements in frequency sources. Radio
communications progressed from the inaccurate frequency requirements of spark
transmitters to the relatively accurate reinsertion of the carrier frequency in single
sideband-suppressed carrier voice communications. Through the various stages of
progress, receivers for several types of communications systems have employed
automatic frequent control, but further improvements in stabilit and accuracy of

J {oscillators have ma e such feedback control systems unnecessary or many of these
applications. For the information signals required by some forms of
communications, such as television and facsimile, maintaining a desired frequency
tolerance is not sufficient. The relative phase also must be controlled; that is, the
receiver must be synchronized to the received signal. Digital communications is one
type of communications requiring phase control. As the use of digital
communications increases, becomes more complex, and employs higher data rates,
requirements for phase control .becomemore demanding,l naddition, them umber
of systems that require an accurate knowledge of time (including the time of day) to
acquire synchronization is increasing.

The timing function so pervades the field of electronic communications that choices
applied to other functions often depend on the quality and availability of the timing
function. For this reason, whenever improved timing capabilities can be
accomplished with no significant penalty, they are to be included in the planning
and implementation of new digital communications systems or major modifications
to existing systems. The need for timing and synchronization becomes more
apparent every day as new, more sophisticated digital systems are developed and
fielded.

Technology has reached the point where past compromises can be minimized. The
effect that this could have on other functional disciplines could be very significant.
The benefits of such new designs (cost reduction, new functional capabilities, or
improved system survivability) must be extensively available in interfacing systems
and equipment. Indeed, such planned availability of the timing capability is
necessary to avoid discouraging the development of potential future benefits.
Network timing and synchronization are critical design issues, since the system
objectives established for future switched communication systems reflect a need for
systems that are predominantly digital and oriented toward (a) the satisfaction of
end-to-end security requirements, and (b) the unification of voice and nonvoice
communication networks. Time-division multiplexing (TDM), time-division
switching, and time-division multiple access all place stringent requirements on the
allowable timing variations within a single bit stream and between a network’s
different bit streams.

The timing subsystem’s function is to provide and regulate the timing signals of all
subsystems to meet the bit integrity and transmission synchronization requirements
of the specification. Bit integrity requires that all bits inserted into the system be
ultimately delivered to the intended destination in the proper order, and that
spurious bits not be added within the system. Obtaining and retaining
synchronization is essential in all digital transmission systems. Both bit integrity and
communications are lost when a transmission link loses synchronization.
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4.2 Frequency sources. The need for greater precision and accuracy in frequency
control devices continues to grow. New communications systems are being
developed that have the need for very precise and accurate frequency. The general
types of frequency and time standards consist of atomic, quartz, and crystal
standards. Atomic resonance standards use quantum mechanical effects in the
energy states of matter, particularly transitions between states separated by
energies corresponding to microwave frequencies. Transitions having properties
well suited to use in standards occur in cesium, rubidium, thallium, hydrogen,
mercury, and other elements. Stability ranges [u (t)] forcesium, rubidium, and

1!quartz oscillators, and the hydrogen maser ares own in Figure 1; nominal power
spectral density [.s@(H] of phase is shown in Figure 2.

This military handbook focuses on three atomic oscillator devices: the cesium beam
tube, the rubidium gas-cell resonator, and the hydrogen maser. The cesium and
rubidium devices use passive atomic resonators to steer conventional quartz crystal
oscillators via feed back” control circuits. The hydrogen maser, as an active device,
derives its signal from stimulated emission of microwave energy, which maybe
amplified. by. electronic. means to a.useful powerlevelandis normally used* steera
quartz oscillator. A newer version of the hydrogen maser uses a smaller cavity than
required to bring about oscillation, and hydrogen resonance is used passively to
control a quartz oscillator’s frequency. Passive hydrogen masers, much smaller and
Iighterthan the active ones, are now under development for both space and ground
military applications.

The following atomic clocks have been developed and are operational and practical:

a. the cesium beam clock,
b. the rubidium resonance cell clock, and
c. the hydrogen maser ciock.

Of the three, only the rubidium and cesium clocks are off-the-shelf items. Other
frequency standard devices that have been investigated are the ammonia maser, the
methane stabilized laser, the rubidium gas-cell maser, the thallium beam tube, and
the stored mercury ion staridard. The ammonia maser was attractive because of the
high spectral purity and excellent shor&term stability it offered. The rubidium maser
is a more recent development, which offered the prospect of exceptional spectral
purity. The thallium beam tube offered greater relative precision and reduced
magnetic field dependence. The stored mercury ion standard, developed for the
United States Naval Observatory (USNO) and currently being evaluated by them,
appears to have very ood retrace characteristics and may be usable as a primary

xstandard. However, t e cost, size, and complexity of these devices has limited their
current use to the laboratory. The methane stabilized laser offers low cost, easy
fabrication, and excellent short-term stability. A current disadvantage is that it
operates in the infrared region and hence is difficult to use. The quartz crystal is the
workhorse of the frequency control devices. Although it is a secondary standard and
must be calibrated (and perhaps periodically recalibrated) from other standards, it
has adequate stability for rnapy of the less demanding frequency-reference
duties. It is the basis for the short-term stability of most atomic standards< but by
itself it is inferior to the atomic standards for long-term timekeeping.

I
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4.3 Data buffers. In a switched synchronous digital communications network
employing time-division switching, each bit must be available at TDMs or time-
division switches at the correct time to fill its assigned time slot in the interleaved bit
stream. There are always variations in the internodal transit time for signals because
of variations in the transmission medium, variations in time delay throu h

xtransmission equipment, variations in clocks, and variations in the Iengt of the
signal path. Buffers are used to accommodate these variations. These buffers act as
reservoirs in which bits are temporarily stored to accommodate variations in the
signal’stransit time from one node to another node, and also to accommodate
variations in nodal clocks. To process different TDM signals at the switching nodes,
one must have the various inputs at exactly the same frequency. This requirement
can be met in one of two ways: either the various inputs must be completely
synchronous, or each input must be buffered prior to being combined or processed.
The latter situation requires a buffer storage capacity that depends on the frequency
difference between the input signal and the local clock used for sampling the buffer
output. It also depends on the period of time since the buffer was reset.

4.4 Network internal timina methods,-.Network. timingandsynchronizatien are
critical design issues, since some communications objectives reflect a need for
automated digital systems specifically designed to accommodate both voice and
nonvoice traffic and to provide communications security (COMSEC) on an end-to-
end basis. For satisfactory system operation, stringent requirements must be
satisfied with regard to the timing variations allowable both within and among the
digital bit streams handled by the systems. Several different synchronous and
asynchronous concepts could be employed to provide network timing. Independent
stable clocks and bit stuffing represent two possible asynchronous concepts. Master-
slave and frequency averaging represent two possible synchronous concepts. Basic
operational requirements that concern network timing relate to the need for
systems to accommodate TDM, digital switching, and encryption, and to maintain
bit-count integrity. Precise timing is also required for obtaining end-to-end
COMSEC, electronic counter-countermeasures with pseudonoise (PN)-coded signals,
and an acceptable data transmission capability. In some systems, an accurate
knowledge of time is required to acquire synchronization within an acceptable
period of time.

In a digital system, all switching operations within a node are timed at a local clock
rate so that processor operation is synchronous. Since the incoming bit streams from
other nodes may differ slightly in actual transmission rate, it is necessary to
regenerate and retime the received signals to avoid losing information. Data is read
into the retiming unit at the incoming rate and transferred out at the rate
determined by the local clock. If the incoming rates and the local rate are the same,
then the retimin unit is needed only for the proper phasing of sampling times.

?Since, the rates o different links are not identical, data can accumulate in the stores
associated with the retiming units. From a practical viewpoint, the link rates would
differ instantaneously, due to propagation variations, even if the links had the same
long-term average value; consequently, buffers would be required in any case to
compensate for large transient disturbances. In some applications, when buffers are
employed and overflow or depletion occurs, the stores must be automatically reset.

The ultimate time or frequency reference for most communications systems is the
USNO Master Clock. This means that clocks of each node should be traceable to that
reference; however, the means of accomplishing traceability may be external or
internal to the system, ora combination of external and internal dissemination. A
“primary” frequency standard, such as a cesium standard, would give a frequency
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reference that agrees with the USNO Master Clock within, perhaps, 1 part in 1011 or
a few parts in 1012 without resorting to the USNO clock. When time (as, for
example, time of day) must be known, some means of time dissemination traceable
to USNO is needed. (Some systems have an inherent capability to disseminate time
within the system, yet others require time from an external source before
communications can be initiated.) Where an internal dissemination capability exists
(normally in continuously or frequently connected links), it might be used to
advantage to coordinate the nodal clocks. Traceability to USNO, if needed, maybe
introduced into the system through external dissemination links that are periodically
exercised only if a sufficiently good timekeeping or frequency-maintaining
capability is held by the network. A good internal timekeeping and frequency-
maintaining capability minimizes the impact of loss or temporary denial of the
external or internal dissemination services.

Timing at system nodes should not be made to depend on either continuous or
prompt service from an external time-dissemination system. Practically, this may
mean that precisely timed communications systems should maintain good, well-
coordinatedi nternal. timekeep~ng capabilities: Mobile units that would ha%e
trouble maintaining a continuous time reference should be provided with a
capability fortransfering time at the beginning of each mission from a precise time
reference maintained at a post, base, depot, or port. A degraded mode of operation
should also be provided to some systems to serve when time accuracy is degraded.
This might include such provisions as !ower information rates and frequent
resynchronization.

It is sometime: advantageous, especially within continuously or frequently
connected networks, to provide an internal network time-coordination capability.
There are many methods for using communications systems to provide the timing
information throughout the system. Care must be taken to prevent the
accumulation of timing errors through long chains of nodal links from exceeding the
allowable tolerance. Care must also be taken to avoid having the entire system
“walk off’” from the proper t~me or frequency; some form of hierarchical approach
in which the higher level clocks are given sufficient inherent time or frequency
accuracy to support the system may be used to avoid this. An automatic capability
can be provided for any of a number of high-quality clocks distributed throughout
the network to take over as master for the entire network, or any severed portion of
the network. As an emergency measure, the hierarchy might be altered, perhaps
automatically, to preserve synchronism throughout the network. In any event, the
timing system must not be designed so as to create attractive, vulnerable targets,
and the clocks should be of adequate timekeeping capability to maintain time or
frequency accuracy during protracted loss-of-connectivity within the system.

Although an arbitrary time scale might sometimes appear attractive as a system
reference, there are two main reasons for makin system timing traceable to the

?USNO. The first is that the number of suitable ~e erences is maximized. A time
reference, whether obtained through the system or externally through another
communications or navigation system, is valid for operation of any node or nodal
complex if all use a common time scale. For example, several collocated nodes,
including nodes of different systems, can share timing assets (both hardware and
time references) to increase the survivability of all systems if all use the same time
scale, even if they obtain their time information through different services.
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The second reason for maintaining traceability to the USNO addresses two slightly
different situations: links between systems that must interoperate, and links
between infrequently connected components of a single system. With a common
time scale, these links may be established without protracted synchronization
searches and maintained without excessive buffering requirements. Some links,
particularly those using anti-jam or low probability of interception techniques such
as PN codes or burst transmissions, cannot be established within a desirable period of
time without prior knowledge of precise time on both ends. In general, they depend
on external time references that must be referenced to the same time scale;
therefore, the availability of multiple sources of the time scale can be a significant
advantage.

4.5 Fundamental timinq and synchronization app roaches

4.5.1 Master-slave. In the master-slave method, the clock at another node (or
nodes) is locked to a signal received from the master node. In the simplest master-
slave system, the clock at a slave node lags behind the clock at the master node due
to accumulated.time delaysin the signalpath:However; ’there”are methodfiy
which these time delays can be removed, and clocks at slave nodes can be kept in
step (within very close tolerance) with the clock at the master node. In the simplest
master-slave system without corrections for the signal transit time, large time delays
can accumulate. Although variations due to environmental conditions can be
significant in the simple system, the magnitude of the variations is always bounded
as long as the system functions properly. A master-slave system employs directed
control; that is, the clock at only one end of a communications link connecting two
nodes is permitted to take corrective action in response to an indication of timing
error between the clocks at the two nodes.

The basic elements of a master-slave configuration area data modem, a data buffer,
and a phase-locked loop. The modem is used to regenerate the incoming digital bit
stream. The buffer is used to absorb differences between the local clock rate at the
receiving node and the basic clock rate of the incoming digital bit stream. Clock
error corrections are based on filtered clock-error information derived from the
received signal(s). The local clock rate at each node is derived from a phase-locked
loop that is slaved to the stable frequency standard located at the master node. (The
transit time for the signal to propa ate from the master to the slave can be removed

c?”from the timing reference when a dklonal accuracy is desired.)

To achieve network synchronization, the master node transmits a reference timing
signal that is tracked b each of the slaved nodes. Signal tracking consists of

{measuring the time dl ference between the received version of the reference signal,
as transmitted by the master node, and a replica of the reference signal, reproduced
at the receiver. When the receiver signal and the replica are synchronous, the time
difference is zero and the master timing signal will have been reproduced at the
slaved node. There are many different master-slave approaches. Nearly all digital
communications systems employ some form of the basic master-slave approach. In
some simple master-slaves stems, clocks at nodes directly connected to the master

Kclock are phase-locked tot e dlgltal signal received from the master. Other nodes
not connected to the master are slaved to those supported by another master-slave
system capability. This technique is generally unsuitable for providing network
synchronization for major nodes of a military communications system because of
survivability problems (that is, the loss of a node in a tandem group prevents
synchronous operation of the system). Advanced master-slave systems exist that
overcome this survivability disadvantage.
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4.5.1.1 Advantages and disadvantaqes of the master-slave method. The primary
advantage of the master-slave method in large, static networks istfie long-term
accuracy that can be imparted to lower hierarchical levels when properly
implemented. Even with the simplest master-slave approaches, the long-term
average rates of the individual clocks are very nearly identical to that of the network
master. If the master is referenced to the USNO Master Clock, every node in the
network hasa long-term average rate very nearly identical to that of the USNO.
Therefore, when clocks are operating properly, it maybe unnecessary to interrupt
traffic to reset buffers anywhere in the network. In a worldwide network, without
proper system design, disruptions not due to a clock error at a particular node can
cause some disruptions in other parts of the network even if their clocks or buffers
are undisturbed. It is inconvenient to reset buffers in such a network, and it is
unnecessary in normal operation, but such a capability could be provided to restore
operation in the event of degraded operation.

There are several subtypes of master-slave systems. These are the simple master-
slave, hierarchical master-slave, preselected. alternative master-slave, and loosely
coupled master-slave. Each subtype has its own advantages and disadvantages,
However, they all have the same basic idea as the simple master-slave.

The simple master-slave technique is economical and convenient to implement with
a simple phase-locked loop, but if it is unsupported by a capability to reorganize
itself to employ alternative masters and other enhancements, it possesses some
survivability problems. Such survivability problems might be lessened by providing
automatic master-slave reorganization, such as selection of a new master whenever
required. By providing the abil!ty to measure and remove errors during normal
operation, and to predict and remove errors during a free-running period following
a period of calibration, It can provide greater accuracy and uninterrupted operation
for a longer period of t~me in the free, running mode.

A good method for improving a master-slave system’s survivability in multichannel
switched systems is to employ very /oose coupling between the error-measurement
and clock-correction processes (in normal operation it might require more than a day
to make a 10-microsecond correction), With adequate clocks, this maintains many of
the qualities of independent clocks while providing the long-term stability of phase-
Iocked systems. In fact, this system could be considered an independent clock system
with essentially continuous calibration against a stable (master) reference.

4.5.1.2 Applications of master-slave for timinq. The master-slave approach is one of
the most commonly applied methods of synchronizing communications. It is nearly
always used for single transm@sion link communications. It is also commonly used
for large networks in which, by selecting a suitable hierarchy, all nodes of the
network are slaved (most of them indirectly) to a single master with provisions for
selecting an alternate master when requ~red.

4.5.1.3 Referencing master-slave timinq to Coordinated Universal Time. If the
master of a master-slave network is referenced to Coordinated Universal Time (UTC),
all of the nodes of this master-slave network are referenced to UTC. To provide for
survivability, every major node of a master-slave network should be capable of
automatically being selected as master for the entire network, or as master for any
severed portion of the network. Although UTC is usually not essential for
satisfactory operation of a network, it enhances interfacing capabilities. A UTC
reference should be provided to the master and to those other nodes selected as
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most likely to ascend to master. This reference can be provided by a variety of
dissemination means, any of which could be used to provide a reference to the UTC
USNO. A sizeable number of satellite communications stations, for example, are
designated as precise time stations (PTS). A PTS participates with the USNO to
maintain time directly traceable to the USNO Master Clock thr,ough portable clock
trips, satellite time transfers, or other means. These stations can provide time to
many other parts of the Defense Communications System and to collocated or
interconnected tactical nodes.

With such a system providing an accurate reference to the master of a master-slave
system that is accurately disseminated internally to the communications network,
nodal clocks can be maintained accurately until they are required to maintain time
accuracy in a free-running mode. The free-running mode is necessary forsurviva-
bility in all systems, but it is particularly important for some time-dependent systems.
Survivability in a master-slave system can be maximized with an extended free-
running capability, with multiple means for updating to the Department of Defense
(DoD) reference, and with the ability to function autonomously without the DoD
reference. .

4.5.2 Independent stable clocks. With the independent clock approach, network
timing is established by employing a frequency standard at each node to provide a
stable local timing reference. This method is generally considered asynchronous
since the frequency standards vary slightly from node to node. It could, however, be
viewed as a synchronous system, since, fundamentally, each input at the node is
s nchronized to a sin Ie local stable reference at the node. The differences between
K- %t e basic blt rates of t e Incoming trunk groups and that of the local timing source

are accommodated through employment of buffers used to retime the incoming
trunk traffic. To minimize the differences among timing sources, atomic clocks are
generally used to implement the independent clock approach.

The basic elements of the independent clock network timing approach include a
modem, an m-bit buffer, and a primary (stable) frequency standard. The modem is
used to regenerate the incoming digital bit stream. The stable clock is used to
provide a local clock rate. The buffer is used to absorb phase differences caused by
differences between the frequency of the local clock at the receiving node and the
frequency associated with the incoming digital bit stream. Since buffer output is
controlled by the nodal clock, the incoming digital bit stream is retimed in
accordance with the local clock.

The buffer is an asynchronous first-in, first-out shift register. This enables the data to
be entered and withdrawn at different rates. Since the output rate of the buffer is
controlled by the nodal clock, the incoming digital bit stream is retimed in
accordance with the frequency of the local clock or, in essence, each input is
synchronized to the frequency of the local clock.

The apparent basic clock frequency of the incoming digital bit stream can differ from
that of the local nodal clock, due to inherent differences in the clocks at the two
nodes and the propagation delay variations of the internodal transmission links.
These factors, as well as the link transmission rate and the allowable buffer reset
period, dictate the buffer’s capacity requirements.

The independent stable clock method provides frequency stability that is not
affected by system operation or by any external signal source; it is therefore immune
to jamming signals and lost links (destroyed nodes). The approach is also not suscep-
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tible to transient disturbances in the network frequency. Buffers must be employed
on each internodal link to accommodate timing differences between the sending
and receiving nodes, and to accommodate frequency variations caused by the
transmission media. Because of long-term accumulated phase or time differences,
the buffers must be periodically reset. A major advantage of the approach is that
theeffectsof malfunctionsin links and nodes are not propagated throughout the
network. Cesium clocks have an inherent frequency accuracy, although they may
need occasional routine operational checks. Rubidium standards change frequency
with time and must be recalibrated using a known frequency standard.

4.5.3 Frequency averaqinq. Frequency averaging is a network synchronization
technique in which an oscillator at each node adjusts its frequency to the average
frequency of the digital bit streams received from the nodes to which that node is
connected. Using this scheme, all oscillators in the network are assigned equal
weight in determining the ultimate network frequency, since there is no reference
oscillator. The frequency averaging technique involves the determination of a
reference phase at each node by taking the average of all the incoming clock phases,
plus that of the node’s local clock. Frequency averaging is a synchronous tahnique,
and ideally all the nodal frequencies should have the same average value. Buffer
storage is required on each I!nk to compensate for dynamic variations in propa-
gation delay and to accommodate the differences between the local clock rate and
that of the distant node.

To implement frequency averaging, each internodal link terminated at the node is
equipped with its own phase-locked loop, which is able to track the incoming bit
stream to within a small fraction of a bit phase error. This clock is used for
regeneration of an incoming bit stream, frame synchronization, and readout of bits
to the retiming buffer store. Buffer storage is necessary to accommodate the
accumulation of input bits when the input rate is slightly above the local clock rate,
or to supply bits when the input rate is below the local clock rate.

The regenerated input bit stream is shifted through the buffer at the input clock rate
for that link. The rate of extracting the data is the local clock rate, and the position
for readout of the bit stream from the shift register is controlled by continuously
monitoring the phase changes between the individual input clock rate and the local
clock rate. When the transmission link is initially established, the point at which bits
are read out from the retiming btiffei is set at the center of the register. This allows
the buffer to compensate for positive or negative phase changes between the clocks,
equal to half the total buffer length with no loss of bits.

The advantage of the frequency averaging technique IS its small size. Although the
frequency averaging technique is considered to represent a plausible method for
network synchronization, the technique does possess certain major disadvantages.
Loss of a link, or jamming of a link, in the network introduces a transient disturbance
that is propagated throughout the system. Further, there are design limitations that
require parameters (such as gain, propagation delay, and bandwidth) to be
maintained within certain bounds. Excessive gain delay product and improper
choice of loop bandwidth can produce system instability. Parameter bounds are a
function of network size, and their establishment represents a difficult problem for
large networks.

4.5.4 Pulse stuff in Pulse stuffing is a synchronization technique that has been
~found to e effective In point-to-point communications but that has distinct

disadvantages in a network configuration.
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With pulse stuffing, all asynchronous inputs received at a node, at rates slightly
lower than the outgoing rate of the node, have dummy bits added to make their
rate equal to the local clock rate. The additional pulses are inserted at prearranged
locations so that eventually they can be removed. The location of a stuff pulse is
signaled by a separate channel. Since correct removal of all stuff pulses is essential,
an effective error control must be provided for the signaling channel.

To provide synchronization on a network basis, pulse deletion is also required to
accommodate the inputs received at rates slightly higher than the local clock rate.
The deleted bits, alon with information to identify the exact locations at which the

3bits should be inserte , must be transmitted to the distant node in an error.
protected manner by the separate signaling channel.

A distinct disadvantage of pulse stuffing is the amount of processing required. The
processing at the transmitter end consists of determining where each stuff pulse
should occur, and signaling the locations of the stuff pulses to the receiving end.
Processing at the receiving end consists of reading the location of the stuffed pulses.
The technique is inherently complex for a nodal network configuration, it is
expensive to implement, and its cost is sensitive to traffic growth.

4.5.5 Time-dependent networks. The use of a common time reference by all
networks permits one to aid another and ail to take advantage of the timing services
offered b other systems whose timing istraceableto the USNO. It also makes

xpossible t e use of a common clock facility by collocated nodes.

Passive time-dissemination does not require the user to radiate signals in order to
acquire accurate time information. The use of external time-dissemination services
traceable to the USNO may be necessary in certain links or networks that, for
operational or security reasons, are established or entered only at certain times.

A number of systems require precise time and must therefore continuously maintain
accurate clocks. Some of these systems have a built-in capability to maintain
traceability to the DoD Master Clock (USNO Master Clock), yet others use external
means or a combination of internal and external means for redundancy and
survivability. Some systems employ redundant local atomic clocks ( enerally cesium)

%to proviclean in-house capability thatwould survive prolonged ina tllty to check
time against the DoD Master Clock. They may also have alternative dissemination
means available for access to other traceable UTC references both to increase their
own survivability, and to provide alternate links between the references and the
DoD Master Clock. Some of these systems make their accurate time signals available
to other collocated systems or nodes.

The issue of survivability is most important in a time-dependent system and requires
that the timing and synchronization aspects of the system be identified and
addressed as an integral part of the system architecture. Of particular importance
are the free-running capability of each clock system and the availability of UTC
reference sources. Redundancy is commonly employed in clock systems to ensure
that the local time reference is not lost during free-running. Major systems
frequently contain clock ensembles with comparison means to identify a
substandard or malfunctioning clock. The clocks of the ensemble normally run
relatively independently of each other so that no clock or control system failure
seriously affects all of the clocks.

9
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In time-dependent systems, loss of the accurate nodal time reference is generally of
greater consequence than a temporary discontinuity in providing timing signals.
Also, in time-dependent systems, the clock’s free-running performance requirements
are generally more difficult to meet than the requirements for an accurate
frequency alone. For these reasons, clock-system design objectives for a time-
dependent system may be different from those of a system whose only timing
requirement is an accurate frequency or accurate timing. Compatible clock-system
designs should be used wherever the clock might at some time be required to serve
the dual-purpose of supplying an accurate frequency and acting as a time reference.

Intermittent or late entry into some networks cap be greatly facilitated by a prior
knowledge of network time, whether time is obtained by time-dissemination orb

/other means. Navigation systems that disseminate time are frequently employed or
time dissemination. They, along with other systems, make it possible (sometimes
automatically) to correct for propagation time delays.

4.5.6 Timinq for networks requirinq accurate time. The bit-stream timing and
synchronization of a system. using a .UTC-traceable time reference requires an
accurate frequency standard, but not necessarily accurate time, However, for some
networks, accurate time (used in the sense of epoch or occasion of a nonrecurring or
rarely recurring event) is required. These networks are designed to resist jamming;
reduce chances of interceptor spoofing; enhance signal reception in noise; reduce
or eliminate synchronization overhead; deny use of assets (such as satellites) to
others; provide synergy with position-location, navigation, or intelligence systems;
identify or authenticate; permit immediate or quick entry and reduce guard bands
in TDMA systems; or provide combinations of these features. Although some
systems that require precise time may normally operate continuously, a need for
precise time is often necessary to establish or reestablish a link or network or to
bring new systems on-line within the network. Therefore, nodal clocks are often
required to maintain accurate time whether the node \s participating in network
operations or not.

Althoi+gh accurate frequency can be established and maintained at any location by
using primary” atomic standards, such as cesium-beam devices, accurate time must
be o talned initially from a reference outside the node and maintained locally with
reference to an accurate local frequency (or rate) standard until subsequently
updated-Some means of time dissemination, either internal or external to the
communications network, is required to coordinate the clocks in a time-
synchronized link or network. The in!tial setting, which may also include a frequency
(or rate) calibration, is accomplished through a t!me-dissemination or local
distribution system. The reference for clock setting might be timing disseminated
through a network, a portable clock, a clock of a collocated node or a common clock
of collocated nodes, a navigation system, a special timing link, a time broadcast, or
certain communication: links (includin special synchronizing modes of the

2network) that can provide the require accuracy.

26

Downloaded from http://www.everyspec.com



MIL-HDBK-421

5. TIMING AND SYNCHRONIZATION FUNDAMENTALS, CONCEPTS, AND RELATED
THEORY

5.1 @ Digital telecommunications networks are expanding. They are replacing
many analog systems and are filling most new communications requirements. As
digital installations increase and as more of these systems are interconnected into
larger networks, the interest in signal jitter increases.

5.1.1 Sources of “itter. Jitter on a digital signal can be defined as a dynamic
displac~romtheideal) of thesignai'slogic-le.el transitions. Jitter is
characterized by the amplitude of these displacements, usually expressed in bit or
unit interval variations from the ideal, and by the frequency content of these
displacements.

A typical digital transmission system consists of the following components: (a) a
digital multiplexer that combines several input channels into a time-division
multiplexed (TDM) bit stream; (b).a transmission medium, such as.radio paths; (c) a
wire or optical cable; (d) a regenerative repeater; and (e) a terminating equipment,
such as a demultiplexer, a digital switch, or an input to another digital system. These
system components can generate, attenuate, or even amplify jitter in the digital
signal.

Transients, crosstalk, and thermal noise can cause noise-like variations, or jitter, on
the output signal transitions. The amplitude and frequency response of system
timing recovery circuits can also affect jitter. Although one would expect these
circuits to remove input jitter, they actually pass or even amplify jitter within their
bands by producing frequency components outside their bandwidths.

Pattern-dependent jitter can result from intersymbol interference caused by system
response misalignments or when timing recovery circuits are required to process
digital signals that contain periods of minimal or non random signal transitions.,
Digital line codes that ensure a more random-like pattern activity are often used, in
part, to minimize these effects.

Another prevalent source of jitter, termed waiting-time jitter, arises when using
certain types of multiplexing-demu ltiplexing processes that employ pulse stuffing.
Input channels that are not synchronized to the same timing source can be
multiplexed together. One common method uses positive justification, or pulse
stuffing, of the input channels to a common frequency. A typical multiplexed digital
signal consists of a number of channels that are TDMed together into a single data
stream. Groups of these bits, separated by overhead bits inserted periodically at the
multiplexer, contain (1) synchronization information, (2) an indication of whether a
pulse stuff occurred in individual channels, and (3) other functions such as error
detection and auxiliary signaling channels. Pulse stuffing is accomplished using
elastic stores in which the continuous channel input is written into a buffer, or data
store, at the channel rate and read out of the store at the multiplexer channel rate
into the TDM bit stream. Phase comparisons between the input and output timing
indicate if a stuff bit is required. Pulse stuffing and its subsequent removal at the
demultiplexer can occur only in certain time slots, which gives rise to this term
waiting-time jitter to describe the jitter caused by this process. In most systems, the
ratio of the actual stuff rate dictated b the channel timing and multiplexer timing,

c1and the stuff opportunity rate dictate by the overhead structure, are not rational.
Frequency components of waiting-time jitter can extend down to very low
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frequencies. This jitter is usually within the bandwidth of system components and
can accumulate as systems are interconnected.

Other sources of jitter, such as the intrinsic phase noise of oscillators used as timing
sources and in timing recovery phase-locked loops, also add to the overall signal
jitter. At very high bit rates, a low-phase-noise oscillator maybe required. Di ital

3(or analog) phase shifters also introduce an amount of jitter that must be ma e small
enough for the bit rate in use. A timing system designed for a certain maximum bit
rate may be unsuitable at higher rates.

5.1.2 Jitter tolerance. Most sources of jitter can be defined and usually controlled
by proper system design; however, system components must be able to tolerate
these jitter levels for proper system performance.

Most system components, such as repeaters and demultiplexers, have input timing
recovery circuits that permit them to perform their functions. The tolerance to jitter
of these circuits takes the form of Figure 3, which shows tolerance levels at which
errors occur in bits, or unit intervals, of.jitter versus the.frequency. of the jittw.
Frequency components of input jitter greater than the bandwidth of the timing
recovery system are not tracked, and acceptable input jitter variations are usually
restricted to one bit or less, as shown in the figure.

~

\ (1 + gainopen loop)
\~ for second order

\ phase-locked loop
\

typically
21010

jitter in
unit intervals.

: k

high C filter

or bits
“peak-to-peak 20 dBl

decade slope
typically

less
than 1

Fj/10 Fj

jitter frequency

FIGURE 3. Jitter tolerance forequipmentwith input timinq
recovery circuitry.

.
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The recovered timing begins to follow jitter frequencies that are within the timing
recovery bandwidth, and the tolerance to jitter increases for lower jitter frequencies
The jitter tolerance of components that have filters or phase-locked loop timing
recovery circuits attheir input are shown in Figure 3.

For equipment that incorporates an elastic store for jitter reduction or clock
smoothing, such as the demultiplexer channel output previously discussed, the jitter
tolerance takes a form similar to Figure 4. For this case the tolerance to input jitter is
the lower of the tolerance of the incrut sianal timina recoverv circuits, or the
talerance of the very narrow phase~locke~ loop of {he elasti~store. The tolerance of
the elastic store’s loop is increased from I bit peak-to-peak at high jitter frequencies
by the addition of dividers, which permit the loop-phase detector in the elastic store
ta tolerate greater input phase excursions without losing lock.

jitter in bits,
peak-to-peak

typically
4to 16

‘\
\ input timing recovery

\

I‘\ elastic store

\ \

lower composite

jitter frequency

FIGURE4. Jitter tolerance for equipment that incorporates an elastic store

The exact characterization of jitter and its effect on performance in digital
communications systems is often difficult, at best, particularly when different di ital

xlinks made of equipment from different manufacturers are interconnected. In t IS
situation it is desirable to correlate pertinent jitter measurements with specific
performance parameters. The following measurements are useful in characterizing
jitter and assessing its effects on performance.

5.1.3 Jitter measurements. Both the magnitude and frequency content of jitter are
usually important when determining jitter tolerance because of the frequency
dependent characteristics of digital equipment. International Telegraph and
Telephone Consultative Committee (CCITT) Recommendation 0.171 defines the level
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and frequency ranges for jitter-generating equipment that are applicable to most
systems. Jitter tolerance measurements using selected bit pattern sequences or
system-generated signals are also useful to assess pattern dependency effects.

5.1.4 Jitter maqnitude. A measurement of peak-to-peak and root-mean-square
(rms) jitter is useful at the input to equipment, such as demultiplexers and digital
switches, which have a jitter tolerance that is flat over a broad frequency range, as
shown in Figure 4.

5.1.5 Maximum ‘itter. A stored measurement of the maximum peak-to-peak jitter
~“that occurs urlng a particular measurement period serves to verify the extremes of

jitter excursions on digital signals. The limits of these measurements, to assure
application to most systems, are also specified in CCITT Recommendation 0.171.

5.1.6 Jitter threshold seconds. The number of seconds during which the peak-to-
peak jitter exceeds a user-selected threshold is recorded. This measurement is useful
in characterizing the jitter of a system with the threshold set relative to a particular
system tolerance level.

5.2 Phase-locked loo P. When the loop is in “lock,” the frequencies of the input
signal and the voltage-controlled oscillator (VCO) are identical (f~ = fo) and their
relative phase difference & -60 is determined by the phase detector characteristic
and by the deviation of f~ from the free-running frequency ff(defined with control
voltage Vd = O) of the VCO. If the input signal has f~ = ff, a control voltage to the
VCO is not needed; hence, the requirement phase detector output is O (see Figure 5).

input
signal

( v,, f,,05)

Vco output
(Vo, fo, eo)

FIGURE 5. Basic components of a phase-locked loop.
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The phase f30 of the VCO adjusts itself to yield the phase difference r3~ = & -60 that
will produce O output from the phase detector. Angle 61~may be either 90° or 180°,
depending on the type of phase detector circuit.

if the input frequency changes so that f~ # ff, the phase difference ~~must change
enough to produce a control voltage Vdthat shifts the VCO frequency to f. = f~.
The frequency range over which such control is possible is a function of the loop
components, as will be discussed later. An optional input frequency divider may be
inserted in the loop between points a and b in Figure 5. If the divider ratio is n, the
VCO frequency f. = rrf,, but the voltage feedback to the phase detector has
frequency f~. By this means, the VCO can generate a multiple of the input frequency
with a precise phase relationship between the two voltages.

5.2.1 Linear analysis of the phase-locked loop. The following mathematical descrip-
tion of the phase-locked loop applies only when the loop is in lock, but it will serve
to identify the characteristics of each loop component and show how they combine
to yield the loop transfer function. The symbols to be used are identified in Figure 6.

‘nput”mmam~ysignal
v~,fs, es

k+ ~:

Vo, fo, e. Vd
Vco

K.

output
signal

FIGURE 6. Phase-locked loop diaqram used to identify
symbols used in the analysis.

5.2.2 Phase detector. With the loop in lock, the difference-frequent output of the
c?phase detector is a direct voltage V, which is a function of the phase lfference

od = Os- Elo. If the input frequency f~ is equal to the VCO’S free-running frequency ff,
the control voltage Vd into the VCO must be O; hence, Ve must be O. In the
commonly used phase detectors, Ve is a sinusoidal, triangular< orsawtoothed
function of Odwith V, equal to O when E)dis equal to n/2 forslnusoidal and
triangular and n forsawtoothed functions. Therefore, to make a direct comparison
of the three types of detectors, it is convenient to plot Veversus a “shifted” angle 8e
so that Vewill beO forde = O, as shown in Figure 7. Inthisfigure, ~e = &f- n/2 in (a)
and (b), and EIe = & n in (c). With the looP in lock, the angle &.stays within the
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limits t n/2 for curves (a) and (b), and f n for curve (c). If the angular excursion is
greater than this, the loop skips cycles or goes out of lock. Consequently, the loop
should be designed to operate with the phase excursions that are small compared
with the limiting values.

v,

(a) (b) (c)

FIGURE 7. Three types of phase detector characteristics:
(a) sinusoidal, (b) triangular, and (c) sawtooth.

In terms of maximum output voltage A for each type of detector, the transfer
characteristics in the useful region can be expressed as

V, = A sin9. (sinuwidatl

E)e

—

(1)

V = ~ A(I (triangular)
.“, (2)

V, = ; A13, (SUUJkWt/L) (3)

For loop performance calculations, the gain of each component of the loop must be
known. The gain factor of the phase detector (with the loop in lock) is generally

specified by the ratio of direct current (de) output voltage to phase error, that is,
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Equation (l), which exhibits a nonlinear relationship between V. and 19=,does not
seem to fit the preceding definition of gain factor very well. However, phase-locked
loops are usually designed to operate with small values of E)eto minimize the
likelihood that a noise pulse will throw the loop out of lock. For the sinusoidal phase
detector, therefore, sin f& = O, is a reasonable approximation for performance
calculations with the loop in lock, and equation (4) applies as long aso~ s 0.2 rad.

5.2.3 LooP filter. The low-pass filter in the loop generally takes one of the forms
shown in Figure 8. With the passive filters of Figures 8a and b, an amplifier with gain
Ka is usually required. The active filter of Figure 8C includes the gain element. For
the simple filter of Figure 8, the time constant t, and transfer function F(s) = VO(S)Wfs)

are given by

L1=R, C (5)

1
F(s) . —

1 + 1,s

For the lag-lead filter of Figure 8, the relations are

L, = I<lc

Z2 = R2C

1 + L2S
F(s) =

1 +(1, + Z2)S

(6)

(7)

(8)

(9)

For the active filter, noting that the gain factor represents an inverting amplifier,

j = R,c (lo)

~z= R2C (11)

Ka(l + t2s)
F(s) ==

1 +lL1(l –Ka)+L21s

33
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(a) (b) (c)

FIGURE 8. Three types of low-pass loop filters.

5.2.4 Voltaqe-controlled oscillator. The VCO is assumed to have a free-running
frequency ftand a frequency shift Af that is proportional to the input control
voltage Vd, as shown in Figure 9. The output frequency can be expressed by

FIGURE 9. Frequency versus control voltaqe of a VCO.

or

W. = Wf + koVd rads

34
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in which the units of k. and V~are hertz per volt (HzlV) and radians per second per
volt (rad/s/V), respectively. To relate the radian-frequency shift to phase angle, note
that the total angle of the VCO output can be described by

!
1

0(/) = (1,)/+A ) [f(=oft +0 (f)<. “
(15)

,,

in which mA isthe deviation from of. Thus

I

1
0 (t) = A (ML1 (16)

,, 0

or

d~o(t)
—= AIJ =): Vd

dt <,
(17)

When the loop is in lock, V~is a dcvoltage; when the loop is not in lock, Vdis a
difference-frequency (f~ fo) voltage that tries to pull the VCO into synchronism with
the input signal.

When equation (16) is transferred into the s domain, it becomes

Vd
O.(s) = k,, —

s
(18)

with thes in the denominator indicating that the VCO acts as an integrator for phase
errors. This helps to maintain the loop in lock through momentary disturbances.

5.3 Phase-locked looP synchronization performance. Within a multichannel
switched system, the external system interface modules (fixed, static, and mobile
access facilities) and the subscriber access switches all derive timing (in one instance
or another) from an atomic-clock-controlled source, trunk, or access switch. Several
parameters common to those facilities must be identified so that adequate
s nchronization performance is realized in the timing loops. The major parameters
K“t at lmpacttiming and synchronization areas follows:

a. setting accuracy,
b. oscillator frequency stability,

frequency hold-in range,
2. frequency pull-in range,
e. acquisition time,
f. anti-jam (A/J) protection,
9 fly-wheeling capability, and
h. threshold carrier-to-noise (C/Af)t ratio
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To identify required values for the above parameters, it is necessary to determine the
transient and noise performance of synchronizing loops. A second-order (frequency-
correcting) loop will be assumed in order to establish typical parameter values.
Figure 10 shows a functional block diagram of a general second-order phase-locked
loop synchronization system. The closed-loop transfer function is

Q ltm,ugh (m nsfirfunction
:(s) =~(s) = (19)

0. I + looplra nsferfu nction
,’

l+m’fs
(1——

l+m’1’ s+(T IK)s20 {,

where

TO = time constant
K= total loop gain

substituting
U,, = l@-ytilds

t3 l+mT s
;(s) = Y(s) =

“

I +m’f s +(1/k~n)2s2t <,

The damping coefficient <is (from equation 21) equal to

r(m’/’ )2” mT
<= +=2

4/ul 21a,,
n

(20)

(21)

(22)

and putting t, in equation (21) yields

1 +(zQal ) s
Y (s) =

,,
(23)

1+ (24mnl s + s% 2
,,

Since the tracking error is given by the phase difference between the input and
output phase, that is,

c(s) = 0 .(s) – e“(s) (24)

or

&(s)
= 1 – Y(s)

~ (25)
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Then combining equations (23) and (25) gives

( I la,, )~s~
c (s) = (J,(s)

I + (240 IS+(Ih j2s2 1
,, ,,

(26)

A damping ratio of 0.5 resultsin a minimum noise error, and, when equal to l/fior
.707, it yields a minimum noise plus the transient error. However, when ~ = 1, this
minimizes the transient error and simplifies the analysis with only a small difference
in the overall loop performance.

By letting { = 1

( I /(.,, i~s~
8(s) = 0 .(s)

1 + (2/(0,, )s+(l/”,, )2s2 ‘

(27)

which reduces to

Equation (28) completely establishes the transient performance of the loop for any
input function Eli(s).

Identification of the closed-loop bandwidth parameter canestablishes all the
principal characteristics associated with a second-order synchronizing system

5.3.1 Frequency hold-in ranqe. There is no theoretical limit for the maximum hold-
in range since the steady state tracking error for a constant frequency difference is
zero in a second-order loop. A continuously changing ramp frequent change,

Khowever, would result in a tracking error. The hold-in range assurest at the phase
tracking is maintained for any frequency changes that could occur due to oscillator
instability and propagation anomalies.

For an input ramp frequency change, as shown in Figure 11, the input frequency is
given by

!2
G)i= ; t

38
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t

FIGURE 11. An input ramp frequencv.

From the Laplace transform theory

hence

!2
Eli(s) = J

TS3

Setting < = 1 and combining equations and (31)

Q IT
d~) . ~

(s + 0),,?s

From a table of Laplace transforms

Q
—’),Lt

12(t)= -Q.- I–(l+@nt)e
Tm 2

“

(30)

(31)

(32)

(33)

c(t) identifies the transient error output associated with a ramp frequent input

J-from which the maximum transient error can be seen to occur at t=0 an ISgiven by

Q
, max . 2

Tti 2
,,

39
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The hold-in range must be sufficient to ensure that the phase tracking error is less
than t n/2 radians (or t 1/2 for a pulse repetition frequency (PRF)-locked loop
system) for all frequency rate changes that could occur due to oscillator instability
and propagation anomalies. The maximum frequency rate that would be
accommodated occurs when the tracking error is n/2 radians. The maximum
allowable rate-of-change of frequency is therefore given by

Q

()“ 2= 1J12a rudls2
F ,,z<u 11

(35)

5.3.2 Frequency pull-in ranqe. To identify the frequency pull-in range, it is necessary
to establish the transient resDonse for a steD freauencv difference input, as indicated,,.
in Figure 12.

f

t

FIGURE 12. A step frequency.

For an input equal to

GJi = Q“ = COnstarlt

Q
oi(s) = J

s

and

Recalling that for a second-order loop which is critically damped

(36)

(37)

(38)

~z

t(s) = — e .(s)
(S+m )2 ‘,,

40

= (28)
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Combining equations (38) and (28)

0<,
~($). —

(s+ u,,?

and from a table of Laplace transforms

(39)

(40)

Equating the derivative of equation (4o) to O and solving for t identifies the time
corresponding to the peak transient error as

,=1 (41)

U,,

which when substituted into equation (4o) determines the peak transient error as

cl,) (42)
c =u.3(i8—,,,m 1.)r,

The frequency pull-in range must be sufficient to ensure that the phase tracking
error is less than t rr/2 radians (or t r/2 for a PRF-locked loop) for all step frequency
differences that could occur due to oscillator instabilities and propagation
anomalies. Since the maximum pull-in frequency is identified when s~ax = rr/2
radians, then

Q = 4.27 (0 rudls (43)
,,“,w.r

5.3.3 Acquisition time. In an uncoded synchronization loop, the acquisition time
comprises the sweep time (if employed) plus several closed-loop time constants. A
coded system requires an acquisition time given by the code length multiplied by the
number d code bits in the code sequence. This assumes that all n bits are
integrated. Initial integration can be over fewer than n bits to reduce the
acquisition time. Another method for reducing acquisition time is to examine
several sequences of the code in parallel. In all cases, the closed-loop time constant
l/fn is the principal constraint. A number of alternatives exist for speeding up
acquisition.

41
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5.3.4 Fly-wheelinq performance of synchronizing systems. The various methods for
implementing a synchronization system involve a multiplier or its equivalent (such as
a phase detector or time discriminator), a frequency- or phase-controlled oscillator
or clock, and a filter. The important system transient characteristics (such as locking
time, holding time, and frequency locking range) depend on system loop parameters
such as the effective loop filter transfer function, the loop gain, and the order of
control (first, second, and so on) that is employed for the closed-loop system. In
general, a perfect second-order velocity correcting system provides good perfor-
mance and results in a O error control voltage for a constant frequency difference.
Consider the general second-order loop synchronizing system, shown in Figure 13.

phase detector

, -$@; .~ * P’(.)=*

A
00 c=o, -()~

Vco

1

s +

_ FIGURE .13. .A qeneral second.-order.loop svnchronizinq system.

The error control voltage is related to the input forcing function 0; by

and we have from feedback analysis that employs Laplace transform methods

t(s) 1

0 .(s) 1 + fK/s)F(s)

42
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or substituting for F(s)

(To/K ) s%i (s)
C(s)=

1 + Tos+ (T. iK)S2

For a constant frequency difference input QO

Q
(O1(s)= Q

s

and

hence’

Q TOIK
@= “

1 + ‘rOS+(7’ /K)s2()

(46)

(37)

(38)

(47)

and by invoking the final limit theorem we see that

t (-)= sds) =0 (48).=,J

The error control voltage is removed for a constant frequency difference between
thesynchronizing system andthe input frequency. This condition automatically
holdsthe loop clock at that frequency difference during signal fades of any
duration, provided the free-running frequency of the clock remains constant during
the fade. This condition emphasizes the importance of short-term stability. If the
frequency difference between the oscillators remained constant during the fade, the
loop wodd never lose synchronism in a fadesituation-nom atter how many fades
occurred. A perfect second-order loop, however, is not easily implemented.
One approach is to employ an electro-mechanical system that uses a servo-motor
driven capacitor to change the frequency of a VCO. An alternate approach is to use a
passive filter with a large loop gain Kto achieve an approximation to a second-order
loop. Figure 14 illustrates a functional block diagram of this concept.
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Dhase detector

T“’TIT-1
I

FIGURE 14. Approximate second-order phase-locked loop.

where

and

and since

Forthe filter

1+ n>T2s
m)= —

1 + ‘t’2s

T2=(R1+R,>C

m= R, I(R, +RJ

S(s) U (s)
—= I..&
Eli(s) ,

(49)

(50)

(51)

(44)
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therefore

C(s) (1 +Jn’r,j)
—=1–
ei(s) 1 + (mT’2+ l/K)s+ (’f’,JIf)s2

c(s) d] /K + 7’//( s)

@[(s) 1 + (M’2+ 1/K)s+ (T,JM

For a step frequency input, Q.

and

therefore

Q (I IK+’I’,]Ks),,
C(s)=

Si 1 + (m’/’,+ l/Kk+ (7’JK)s2”I

(52)

(53)

(37)

(38)

(54)

which results in

Q
o

c (-)=.MS) —
F

(55)
.=,,

where K = total loop gain in Hz/radian. Note that a small tracking error c is
synonym~us with a Iarge.open loop gain K.

When the input signal disappears during fades, the result is equivalent to sho~ing
the input to the loop filter F(s). The oscillator control voltage then reduces to 0,
which returns the VCO frequency to its quiescent value.

The specific transients involved are readily identified.

Since

t (s),, K F(S)
—=

Oi(s) I + (K/i) I%)
(56)
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.41 +mT2s) t)i(s)
6’0(s)=

1 +(mT2+ l/FJ+(T,/K)s2

and for a step frequency input, QO

(57)

(38)

which yields

e,j-)=Qo = V
co

(58)

When the input signal is removed, the switch S is closed with the capacitor, C,
charged to f>o. Applying the Laplace transform theory, we have

(
(1

)1(s)= ,R1+R2 + $’ =L
s

and

co(s) =/(s)R.j

Combining equations and (60) produces

‘+’=QO(*,)‘,
I s+

C(RI +1?2)

and from-a table of Laplace transforms

which for R2 >> RI results in

t

c[f2, +R2)
co(t) = floe

(59)

(60)

(61)

(62)

(63)

Equation (63) indicates that during a fade the oscillator frequency would initially
retain the frequency difference between the input and the oscillator and then decay
exponentially with an open-loop time constant equal to C(RI + R2). The design of
the synchronizing loop now becomes a compromise among the use of a sufficiently
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large loop gain K, a relatively narrowband effective closed-loop bandwidth ~
and the retention of a large open-loop time constant C(RI + R2) for holding the
VCOfrequencyduring signal fades.

If e. is essentially held constant during fades that use proper design constraints, then
frequency changes are constrained to oscillator instability and propagation effects.

As an example for line-of-sight (LOS) and tropospheric scatter (TROPO) transmission
links, the mean duration of those fades that depress the power carrier-to-noise
ratios (c/A/) to 5 decibels (dB) or lower is generally less than 10 second(s) with the
exception of ultra high frequency (U HF)/LOS. In the case of UHF/LOS, the mean
duration is less than 10 sfor C/Al S -2 dB. In essence, 10s represents a reasonable
expected fade duration for identifying the memory requirements for
synchronization systems employed in fixed terrestrial transmission links. The
allowable relative frequency change QJfo is from equation (187)

Assuming a maximum allowable timing error requirement of 10 percent of the
pulsewidth of the maximum trunk bit rate, which is 4.608 megabits per second
(Mbps),

1

b’=o’<
4.608(1 06)

and from equation (64)

Q
“ 2.17[10-”)

—=

f,, ~

therefore for T = 10 seconds

(64)

(65)

(66)

(67)

Hence, the shoti-term stability of the oscillators in conjunction with the frequency
variations associated with propagation conditions must be Iessthan 2 parts in 109 to
retain the timing error to less than 10 percent of the pulsewidth.

5.3.5 Threshold performance of synchronizing loops. The threshold obtained in a
synchronizing loop depends on the type of loop implemented. The C/Nthreshold is
determined for the various alternative synchronization approaches to establish the
threshold performance of the available synchronization concepts. These include
spectral line filtering, PRF-locked loop synchronization (coherent video), and
optimum coherent gated-carrier loop synchronization. Any specific implementation
approach corresponds to one of these functional concepts.
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5.3.5.1 Spectral Iine-filterinq system. A functional block diagram of a spectral line-
filtering system is illustrated in Figure 15. This system synchronizes to a single
spectral Ij.ne of a digital input pulse-train.

“/ phase detector

‘Ft+==q+w ‘~s~Iamplifier

l+q+-xq

FIGURE 15. A spectral Iine-filterinq system

A Fourier series analysis of the input pulse-train results in the input spectrum
depicted in Figure 16.

Bn - +

/’
/

,
/

!
I

,--/
TT .

\l

f,

I

‘\
\

_L\\t \ ,,-,. 1

FIGURE 16. A Fourier series analvsisof a pulse train.
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Reference to this figure establishes that the voltage for spectral lines close to the
carrier is

v 1 (.
v=_=~rJ.

r ‘r B

and the received power P per spectral line is then

where M-= the number of spectral lines in bandwidth E?,

The output noise power A/. in the closed-loop filter bandwidth B. is given by

N,, = FKTH ,,

where

FKT = noise power density.

Therefore, the received output signal-to-noise (S/N)O power ratio is

+O=;- “—
“ MZIJK7’B

n

and the input carrier-to-noise ratio (C/N)l is

P

(~)=-
N 1 FKTB ,,

Combining equations (73) and (74) yields

(68)

(69)

(70)

(71)

(72)

(73)

(74)

(75)
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Threshold occurs when the phase-locked loop output rms noise-phase jitter exceeds
approximately 60° or n/3 radians. This corresponds to 90° or d2 radians being
exceeded too often for recovery of loop synchronization. The relationship between
the output (S/N)O ratio and the output phase jitter~NO is given by

rms noise voltage

rmssignal voltage

Combining equations (75) and (76) in conjunction with the fact that

I-r
Bn=~=; and Bi=Mfr

r

results in

which at threshold

becomes

*NO = n/3

()–c 9M

~ if=2n2N

-.

where

(76)

(77)

(78)

N = the number of pulses in the loop integration time.

5.3.5.2 PRF-locked loop synchronization svstem. A video synchronization system is
equivalent to coherently multiplying the input video pulses through the process of
gating and then integrating them over IV pulses to enhance the output (S/N). ratio.
This coherent process is preceded by a nonlinear envelope detector such as a square
law detector. The nonlinear operation degrades the (S/Af)o ratio, which negates to
some degree the improvement associated with the integration process occurring in
the loop. In general, the overall performance is superior to filtering out a single
spectral line of the input signal. A functional block diagram of a PRF-locked loop is
shown in Figure 17.

50

Downloaded from http://www.everyspec.com



MIL-HDBK-421

FIGURE 17. A PRF-locked loop,

The loop input signal-to-noise (s/N). ratio is readily related to the receiver output
carrier-to-noise (C/PJ); ratio if a squa~e law video detector is assumed to be used. In
this case

(:1
(;)i= ‘

211+2 (;)[1

(79)

(80)

The noise components at the input to the loop are spread over 2Bidue to the mixing
of noise terms. Therefore, additional filtering associated with the closed loop
reduces tie noise by.approximately

2 B.

B M
,,

.,
where

Bi = input receiver bandwidth
Bn = closed-loop noise bandwidth
M= number of spectral lines contained in the input

bandwidth Bi
B,lJf = total effective closed-loop noise bandwidth.
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B
M= >

f,

where

N = the number of pulses integrated by the loop.

Combining equations, (81), and (82) results in

2B
‘=2N
llMr,

(81)

(82)

(83)

This equation is an approximate relationship since the noise is no longer exactly
following the square law detector. It is, however, considered sufficiently accurate
for the purpose of establishing the degree of noise reduction by the loop. The
output (S/N)O ratio is then given by

C.2
(~)i

(;)O=N
[1 +2(c/Nlil

(84)

To establish the threshold, it is necessary to relate the output noise-time jitter to the
output si nal and noise. This is accomplished by identifying the time discriminator

c?curve an the effect of noise on the Ioopoutputfora PRFsynchronizing loop. A
time discriminator that provides the necessary bipolar control for synchronizing is
illustrated in the Figure 18.
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3matched
frequency

r ---- ---- —-—_ ____ _______ __

I time discriminator
I
I

video
detector ;-
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.pp,~~ ;

&I!l I

I
1

I
I
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I

I
I

I
I

I
delay I

inverter
I

I

I
I
1

L–_– __

b
--------—__________-i

gate
generator

FIGURE 18. A time discriminator

The resulting discriminator curve is shown in Figure 19, along with the timing error
8 T~ introduced by noise.

I

_k_z
4

L

‘1

FIGURE 19. Atime discriminator curve
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Referring to Figure 19

~= input pulsewidth
Cr= output rms noise amplitude, =

where

de&ce~&n~om the summation of two uncorrelated noise sources in the error

No= output noise power

O?-fl = output rms noise-time jitter

~ = output signal peak voltage

The output rms noise-time jitter may be related to the output rms noise amplitude,
the pulsewidth, and the output signal from the geometry of the detector (time
discrimination) output characteristic.

Since

(85)

(86)

where

~o = the output rmssignal voltage

then

(87)

Combining equations (84) and (87) yields

(88)

(89)

where

~2

p.—

4Nti’1’,t2
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Solving equations (88) and (89) for (C/N); identifies the relationship between the
output jitter and the input (C/Nj; ratio.

()c
.C2

I r]

(4 N6TR2) (90)

—1+ l+—
G ~= 4N~rR2 ~z

The PRF-locked loop reaches threshold when the output rmstime jitter ?5JR is equal
toone-third thepulsewidth ort/3, yielding

(91)()c Ill~ 1+ 1+$
X ,t=4N

5.3.5.3 Optimum coherent qated-carrier loop synchronization system. A functional
block diagram for this concept is shown in Figure 20.

b phase detector

“’’’”” HHE@m

Lb

gate I/co +--
generator

FIG URE 20. Anoptimum coherent qated-carrier loop synchronization system.

“This system cross-correlation detects the input carrier pulse-train with an identical
carrier pulse-train to optimally synchronize to the framing channel. All of the signal
energy is used for locking-in this coherent detection system. Its implementation
requires that the PRF be synchronous with the input carrier to keep the gate
centered over the pulsed carrier input. Initial synchronization may be achieved with
a separate PRF-locked loop to center the gate over the carrier cycles. Upon
synchronizing the gated carrier loop, the PRF-locked loop then disengages.
output rms (S/N)o ratio for an optimum coherent detector is given by

The

I

()g’ h’

No=;

(92)
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where

E=
q.

Since

where

P, =
c=
N=

and

then

or

received signal energy in joules
FKT = noise power density in watts/Hz.

E=l’ dr

received power
pulsewidth
the number of pulses integrated by the closed loop

II=!
x

(:)=*
(,

[~) =N(~ji

“

The output rms (S/N)O is also related to the output noise-phase jitter by

r

N
4~N = “~

“ “

Combining equations (96) and (97) yields

(;).’*
‘v<)

which at threshold becomes

()–

c 9

1 ;,= 2]IYN

(93)

(94)

(95)

(96)

(97)

(98)

(99)
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5.3.5.4 Summar The above e uations have been derived that identify the
+?threshol signal-to-noise ratio C/fV);t for three basic synchronization concepts. The

results are tabulated below.

For a spectral line synchronization system

(:). =%

(loo)

,f

For a PRF-locked loop synchronization system

()

c

I rl.&l+ l+;
(101)

i ~i

For a gated-carrier loop synchronization system

. .
“c’() 9 (102)

Ni,’—— 21?N

An examination of these equations reveals that an optimum coherent system is
better than one.that filters out a single spectral line by the factor M, where M
represents the number of spectral lines contained in the input bandwidth or,
equivalently, the number of channelsin a multichannel system. An optimum
coherent gated-carrier loop has a threshold much lower than one for a system that
filters out a single spectral line. The performance of a PRF-locked loop system is
essentially between what is obtained for the other two approaches.

5.3.6 Optimum synchronization loop desiqn. The following analysis establishes that
an optimum design exists fora synchronized carrier loop that minimizes the
transient-plus-noise errors to provide a minimum threshold (C/N);t. As the closed-
Ioop noise bandwidth is reduced, the output noise is reduced, which improves the
threshold until the transient error approaches the maximum allowable total phase
error. At some value prior to this, the threshold signal-to-noise ratio (S/N);t obtains
its lowest possible value.

Equation (28) can be used to determine the transient performance of a critically
~~:ped second-order synchronization phase-locked loop for any input function

s
(103)

: (s) = — 0 (s)
(s+ 0,,)” ‘

where

s= the Laplace transform
~n = the loop design parameter that establishes the

transient and noise performance
0;(s) = the input phase asafunction ofs
s(s) = the output loop-tracking error as a function ofs,
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The input rms noise jitter (~Ni) is related to the input signal and rms noise amplitude
levels by the following equation

N. (104)

‘N’ = * ‘ad’”” .

where

N; = the rms noise voltage in the input bandwidth Bc
S; = the rms signal voltage at the input.

The phase-locked loop output noise jitter or phase noise is related to the input noise
jitter or phase noise by

r(d

+N = *N, :
“ tc

(105)

where

~,.~ = the total effective closed-loop noise bandwidth
Bc = the carrier bandwidth at the input to the phase-locked loop in

radians/s.

By definition

which, for a second-order critically damped loop, is readily determined as

Combining equations (104), (105), and (106) results in

(;), =/S(*)

.
where

(106)

(107)

(108)

(G)i= input signal– 10– noise ratio in bandwidth \~c

The loop would lose synchronization when ON = A(n/2) radians in the absence of
transient errors, which establishes the thresho~d (S/N);t for the loop. When the
transient tracking error is accounted for, the loop Iosessynchronization for
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where

cI/2 Z A 2 n/3, depending on the statistics of the noise perturbations

.s~ = maximum transient tracking error,

Substituting equation (109) for (108) yields

(~~i = ~=[l(,w~-. j
m

(110)

If stable clocks are employed, then the frequency accuracy expressed as a maximum
frequency difference can be considered as a constant step-frequency difference
during the loop’s acquisition time. In establishing a quantitative value, care should
be taken in relating the calibration and long-term frequency stability to frequency
accuracy.

For a step-frequency difference f~O

(,), = f),, = (onskl r,f (111)

hence

therefore from equation (103)

Q
c(s) = -Q-

(s+ 6)”)*

(113)

and from a table of Laplace transforms

~[)= f2”l ~-(””[
(114)

Equating the derivation of equation (1 14) to O and solving fort identifies the time
corresponding to the peak transient error as

(115)
1=1

u,,

which when substituted into equation (1 14) determines the peak transient error tn,
as
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Combining equations (11 O) and (116)then resultsin obtaining the threshold (_S//V);t
as a function of the Ioopdeslgn parametermn

()/s 1.251](J

J

,, 1

fi it= jAn12-0.368Q0/u,,
.“

(117)

Let

~=l-c= (118)

Bc
then

()

:’ 8 m,1312 (119)

Nit= (k[I/2)u,, –O.368Q .

Equational 19) demonstrates that the threshold (S/N);t approaches infinity as(~ Id ~,,
approaches O.368Q,, and also as~),,eo. Therefore, at least one minimum (optimum {
value must exist between these extremes, which is readily determined by equating
its derivative to O.

:1
1(A I112)w,1– 0.3680<,1 ; ti,,’r~– ( \ 11/2)mr,:U2

=0
[ (.J IJ2)L~,, –0.368f)L,i2

(120)

from which

2.2 (121)
[0 (0))0 = ~ 0

,, ,,

Equation (121) is the desired result, which indicates that the closed-loop bandwidth
parameter mnshould be essentially equal to the frequency difference to obtain an
optimum design that minimizes the transient-plus-noise error and results in a
minimum threshold (S/A/);r. The corresponding threshold (S/N)lt is readily determined
by substituting equation (1 21) into equation (1 19).

(122)

If the phase noise or jitter is Gaussian, then phase lock is lost at 60” or ,2/3 radians, for
which,i = 2/3. In this case equations (121) and (122) become

<>,[<),,1)= 1.05 u (123)
,, (,
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and

(124)

Equation (122) is the desired result, and using it as a design equation yields an
extremely low threshold (S/fV)lt as indicated by equation (122) or (124). The
derivation does not take into account frequency variations, due to propagation
conditions involving Doppler frequencies, such as is experienced in a transceiver on a
moving vehicle. It applies to fixed installations such asthe trunk links of a
multichannel switched system (exclusive of satellite links).

As an illustration of what threshold values might be obtained, consider a stable
quartz oscillator whose long-term stability is 1 x 10-9 per day, which was calibrated
precisely against an atomic cesium primary standard. After 100 days, the frequency
accuracy is 1 x 10-7. Assuming a carrier frequency of 10 megahertz (MHz) then
results in Q.= 1 Hz. For a radio frequency (rf) bandwidth of I’MHz, the thr&.hold
r’S/yJit is 2.92 (10-3) = -25.4 dB. Care must be taken in using the derived optimum
design equation, since the threshold (WV)lt increases very rapidly as mn is made
smaller than the design value. A practical design must account for the maximum
anticipated change expected and should then allow a reasonable margin of safety to
the expected value for QO.

5.4 Phase-locked loop p erformance in a multipath environment. The tracking
capa~nsists of a desired
signal plus a delayed and frequency-translated replica of this signal. The purpose of
the investigation is to establish how the International Telephone and Telegraph
Federal Laboratories (ITTFL) Model 4004 monopulse tracking receiver is capable of
performing when self-interference (due to multipath reception) is experienced.
Since any loop-transient tracking error is reflected as an error in the antenna
positioning outputs, a transient analysis of the loop identifies what errors in antenna
tracking can be anticipated.

Figure 21 is a block diagram of the tracking receiver. In the phase-locked loop
tracking mode, the sum channel consists of two stages of frequency mixing prior to
phase detectin This operation does not reflect any performance change over a

ibasic phase-lot ed loop as long as the stability of the various frequency sources
involved is good (that is, the phase variations of the oscillators must be slow
compared to the closed-loop time constant). The phase-locked portion of the
receiver is redrawn in Figure 22 to clarify that the above comments are valid.
Referring to Figure 22, it is apparent that variations in either the phase or frequency
of the second local oscillator or the reference oscillator are equivalent to separate
interfering inputs into the loop, The effect on the resultant output error due to (31
and (32 may be maintained negligible so long as the frequency rate-of-change of the
second local oscillator and the reference oscillator is kept small. This is
equivalent to providing good sho~-term frequency stability for the oscillators in
question. {f this condition is satisfied, then the loop may be simplified to what is
shown in Figure 23.
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c= 0[ -H<,

I

~- ‘“s)

lL_~

0“

Vco

~

s =

FIGURE 23. Linearized equivalent functional block diaqram of a phase-
Iocked loop.

In accomplishing the details of the analysis, a second-order critically damped loop
(< = 1) is assumed. There is only a small difference in operational performance of
phase-locked loops for the various damping ratios identified and used in the
literature. For different reasons, values of \ between 0.5 and 1 have been used.
\ = 0.5 yields a minimum noise bandwidth, and {= 0.1 provides good transient
performance. Values of{ between 0.5 and 1 compromise the effects of the two
important fundamental considerations.

For the conditions imposed, the output error c is readily established as

,72

c(s) = — tli(s) (125)

(s+0 )?,1

To determine the transient output as a function of time now requires identifying the
input 01 in the presence of limiting. When a delayed frequency translated replica of
a carrier is added to the carrier, the resultant signal becomes

et = E, (1 + m costirt)” + m2sin2corC X sin oct + y (t) (126)

where

(127)
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m. the ratio of the amplitude of the delayed signal
to the desired signal (m< 1).

~r . the frequency difference between the two signals due to the
Doppler effect.

Now the amplitude variations are eliminated, due to the limiter, which leaves a
constant amplitude frequency-modulated (FM) signal. The instantaneous
modulating frequency is readily obtained as

dqXt) m2+mwsu L
r

~i. —. X(,J (128)
dt l+nz2+2mc0swt ‘r

Equation (128) identifies the frequency excursions that the tracking loop must
follow with low transient errors in order for the multioath environment to be
tolerated. In its present form, the input instantaneous; frequency is not readily
handled with Laplace transformations. This is overcome with.the following=
assumptions and simplification. For values of m close to unity, ~i appears as shown
in Figure 24, with the peak negative value given by

m.
c!. =-xld

m-l r

t

+-----+
r

+
f

o I
+

te

Ur (m/m-1) +-----–. —--— ---- ____ ____ ____ _

FIGURE 24. Input forcinq function.

65

Downloaded from http://www.everyspec.com



MIL-HDBK-421

A good simple approximation to this curve is a triangular wave. The base of the
triangle is determined readily since the average value of ml over 1 cycle is O. The
largest multipath signal anticipated for the purposes of this study is for m = 0.9. This
yields a total excursion of 9.5 fr, which results in the base of the triangular wave
being 2/19 fr. A plot of this function is shown in Figure 25, in which the axis has been
shifted merely to simplify the expression for the input. Using this input now makes
deriving the transient output of the loops easy.

FIGURE 25. Approximate input forcinq function (m = 0.9)

From Figure 25, the input forcing function becomes

(,+(t)= –19(1.51)tiju((–o)

+2(19) 1.51 Jtu(t-J--I
r 19f

,

–19(1.51) ~;fu(l– ~)
19f,

–19(1.51) @H/-;)

+ ––––––––––––– (129)
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Taking the Laplace transformation of this function and using the relation

results in

~1
ei(s)=–19(l,51)ti –

r
S3

~1 1
+ 2(19) 1.51 w ; e–”(—)r

s 1 9/-,

– 19(1.51] m
~1

r~
.-’(+)

r

— 19 (1.51) 0; ~ .-’(; )
S3

r

+ –––––––––––––

Combining equations (125) and (130) and obtaining the inverse Laplace
transformation results in

df)=19(l.51)(5)~ II —Wnt–1+{1+O,,t}eU(t–o)
cd

,,

—on{{— 4)
19f

+ 2–2{1+0 (t–~)}e r

I
W*),, 19f

r ,

—. (f— Al,, 19[
+ –l+{l+u,l(l–:)}e r

U(t–+)
19fr

,

[

-6) (1 - 1).
+ –I+{l+m”(f–+}e f,

f,
U(t–; )

r

+ ––––––– ––––-––––____–– –_)
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Equation (131) may be written more compactly, as shown below

U. -,.,, (C - ;1

e(t) =19(l.51)(J)2 ~ [ –1 +{1 +o,, (f–~)}e
r

U(f– :)
m

. “=0 f, f,

1+19”,
—. (t-—

1 + 19n “ 19f 1 + 19n
+ [2–2{1 +0” (f– —)} e

r

19f,
u(t– —)

19fr

2 +19”
—,. (f——l

2+19n ‘1 .19 f
+ –l+{l+@n(t– — )}.

19fr

Equatio”n”(132) ii”the desired result, and itcom
that results from the forcing function postu[at
equation by making the tollowing substitutions

K,=:
(Jr

K=ft
r

which yields

2+191L
u(t– —)

19 f, 1

(132)

Ietely specifies the transient% utput
d. Let us now normalize this

(133)

.

dt)=19(l.51)(#2~ [ –l+{I+2nK1
-2nK,(K-n)

(K– n)} e U(K–n)

1 “=0

l+19n -w,{--- +, 1 +19n
+ 2–2{l+’2n K1(K— — 1} t! U(K–(T)

19

2+19”,
2+19n .2,, K,w - 2+19n

+ –l+{l+211K1(K– —)),
19

19
U(K– T)

I

134)

135)

Equation (135) was computed over nine cycles of the input to ensure that the
transient outDut is identical for adiacent cvcies. A Dlot of the results is shown in
Figure 26 for~alues of K1 equal to’O.5, 1, 2’,4, and iO. It is obvious from the results
obtained that the effect of the interfering multi path signal is quite harmful for a
narrowband tracking loop. The loop bandwidth fn must approach the maximum
frequency excursion 9.5 frbefore the peak transient error is reduced to a reasonable
order of magnitude. For fn = 10 fr, the peak transient error is 0.238 radians or 13.5°.
As the bandwidth becomes narrower, the peak transient output increases rapidly
and also lasts for much larger fractions of the total period. Even when the loop
bandwidth is as much as four times the difference frequency fr, the transieni.error
might be classified as intolerable, since it peaks at 0.72 radians or41.2”. When the
loop bandwidth is equal to or less than the input frequency fr, the transient error
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exceeds the allowable value of 90°for retaining Iinear lock-on, resulting in Iossof
synchronization. The precise critical value of fn, where this occurs, lies somewhere
between fr<fn<2fr. Practically it might be considered as occurrin ~atfn = fr
because the,actual input forcing function is not quite as severe ast e Input
postulated. There is a slightly more gradual transition preceding and following the
maximum rates of frequency change for the actual input to the loop.

Let us now estimate how these transient errors affect the antenna tracking error for
the amplitude monopulse system being investigated. To determine this, consider
the difference channel shown in Figure 22. This is redrawn in Figure 27 with the
various oscillators and signals identified. Under normal operating conditions, the
output of the product detector should be (approximately) linearly related to the
input difference amplitude EI. This occurs when the loop of the sum channel is
tracking with a small residual transient error C. It has been demonstrated, however,
that c may become very large for a narrowband tracking loop.

The effect of this loop error on the antenna tracking operation is to modify the
antenna positioning error control voltage, according to the following rela~n:

z+= K131 C,)SC (136)

where

KE1 = the desired value for c+

% = the antenna-positioning control error.

It is apparent from equation (136) that large loop transients can adversely affect the
performance of an antenna servo-tracking system. The instantaneous error
variations in the antenna space angle cannot be established only from equation
(136) and a knowledge of the variations of C. To accomplish a complete analysis of
the space angular error requires that we postulate a specific servo system (that is,
type 1,type 11,servo loop error-detector characteristics, bandwidth, and dampin

\ratio, if applicable) in addition to identifying its input forcing function (that is, t e
target dynamics and overall system geometry). One can identify, however, that
servo loop error-detector characteristics are seriously altered in a manner equivalent
todynamically changing the antenna loop gain.

Since the analysis is of a general nature, it is of interest to identify how the output
frequency of the VCO is following the input excursions. This is readily determined
using Laplace transformation notation as follows, since

c(s) = e (s) – 80 (s) (137)

then

O.(s) (d (s)

~=, _w=Q-
ei(s) +),

(138)
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FIGURE 27. Functional block diaqram of a difference channel.
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Combining equations (125) and (138) yields

2,,) .s+,$),, (139)
m<,(s) . -J-----

(s+0,,)’ ‘<‘“ ‘s)

Combining equations (139) and (130) and obtaining the’inverse Laplace transform
results in

I
—m t

o (0=19 (1.511 C,J~ —t(l–e
o “ ) U(t–o)r

(f –J-l
1 —“(, 19[

+2(t– — )(1–.
19 fr

r )u(t– J-)
19fr

–. {l–z)
2 ,, 19f

–(l– —)(l–e
19 f,

r ) w-&

r

+–––––––––––––––––––– 1
Making the substitutions

[
K,=;

r,

and

K=ft r

and

co=2nf

(140)

(141)

(142)

(143)
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and writing the expression in a more compact form, as for the previous derivation,
yields

. –2,, K, (K-r?)
fo(O=19(9.5)f, ~ [–(K–n)(I–e ) U(K–n)

.=(I

1+ 19r2
1+1911 –M, {K– —

+2 (K– —) (l–e
19

19 ‘)~(K_~)

2+ lgn

2+19n –2. K1lK– —--) 2+19n \
– (K–— )(1–. ‘g )u(K– —

19 19 ‘1

(144)

Equation (144) identifies how the instantaneous frequency of the phase-locked loop
is following the input frequency of a limited multipath signal. This equation is
plotted in Figure28 for variousvalues of K-f. Note how closely theVCO follfisthe
input when the loop bandwidth is widened to equal the maximum frequency
excursion of the composite input. Although it is not part of this study, it would be
very interesting and valuable to determine the average frequency over one cycle for
the various values of K1 to see how much it deviates from fJ2. When it is equal to
f~2, narrowband filtering following the detected loop output recovers the wanted
signal. This result is an obvious one for wideband operation (that is, KI = 10) and is
exactly what one would expect. It is equivalent to using a wideband discriminator
following a limiter, to reduce the crosstalk effect of a multipath signal with a
narrowband output filter in an FM receiver.

5.5 Timinq accuracy fora Dseudonoise sequence

5.5.1 8asic app roach. Figure 29 is a functional block diagram of an ~ptimum system
used to obtain a time measurement of an input pseudonoise (PN) sequence. The
error detector consists of two correlation detectors. The reference inputs to this
detector are one code bit apart in time, and inverted relative to each other. This
operation results in the error detector characteristic illustrated in Figure 30. The
defining parameters are tabulated below and will be referred to in analyzing the
ultimate accuracy capability.
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FIGURE 30. Error detector characteristics for a PN code sequence (basic
synchronizing system).

Referring to Figure 30

L= code bit width
0= output rms noise amplitude o =fi

where

~results from the summation of two uncorrelated noise sources in the error
detector

No = output noise power

6TR = output rms noise-time jitter

~ = output signal peak voltage

The rmsoutput noise-time jitter maybe related to the output rms noise amplitude u,
the code bit pulsewidth t, and the peak signal voltage~o from the geometry of the
error detector output characteristics

Since

(145)
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then

tiTR.J-r2s <,

7 4,

(146)

Now each half of the error detector comprises an optimum correlation detector that
yields an output (S//V). corresponding to that of a matched filter,

that is,

where

(147)

=

E = signal energy

N= noise power density

Combining equations (146) and (147) results in:

MR.+.

.[

(148)

2;

It will now be established that coding with the PN code structure achieves a timing
accuracy fitimes better than for a bandwidth-limited, uncoded, pulsed sine wave.

Skolnick (see Appendix B, 20.2) has derived an expression for the rmstiming error for
a pulsed sine wave, which is given by

rc’
tiTH= —

(149)
4Llh7N

where

i = pulsewidth
B = bandwidth

Now, for a signal that is bandwidth-limited to the reciprocal of the code bit width
and whose pulse length is n t, resulting in the same signal energy as for the coded
case, we have
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(150)

A comparison between equations (150) and (148) demonstrates that the code
structure improves the rmstiming accuracy by ~orthe mean-square timing
accuracy by n.

It is instructive to emphasize here that the particular error detector characteristics
illustrated result from the fact that the code structure is of a PN type. This choice
completely eliminates any ambi uity in timing, while at the same time yields the

?accuracy given by equation (148 Other code structures may provide a slig~y
better timing accuracy but in general are at the expense of introducing ambiguities.
The maximum possible accuracy would be for a sequence of + I’sand -l’s (or,
equivalently, a carrier orsubcarriersquare wave). In this case the peak-to-peak
voltage ratio out of the error detector is4&and results in a timing accuracy given
by

This is twice as good as for the PN sequence but has n/2 ambiguities of equal signal
strength.

5.5.2 The Jet Propulsion Laboratory’s error detector for Iockinq to a PN sequence.
An alternate method of synchronizing to a PN sequence consists of modulating the
PN code with a subcarrier whose frequency is half the PN code bit rate. This is the
approach used by the Jet Propulsion Laboratory (JPL) for the Mariner System and
other similar space projects involving ranging, telemetry, and command functions.
This solution does not permit code sequences with a two-level autocorrelatiem to be
used unless the out-of-phase correlation level isO. A maximal-length sequence code
or a quadratic residue sequence (these codes possess an out-of-phase correlation
equal to -l/N) results in ambiguous timing unless the code structure is modified. In
addition, the accuracy achieved in this system is 3 dB poorer than that of the basic
approach.

To verify the above claims, consider the following 7-bit maximal-length sequence
codes (PN code):

1110010

This code may be written as

11111100001100
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to make obtaining correlation functions at half the code chip-width intervals easy.
Modulating this PN code with a subcarrier whose frequency is half the code bit
frequency results in (PN 63 fs), where @’indicates modulo 2 addition. This operation
yields

A

#-<100111100000> 0110000111111

that is,

where

~ = the rwgatiue ofA

~ occurs since the code bit length is odd, which results in a 180° phase reversal of the
subcarrier at the beginning of each 7-bit code length. This phenomena introduces
quasi-stable locking positions every other code period. The error detector for
synchronizing is now realized by generating (PN @ f$~), which is used to cross-

‘:correlate wlt (PN @ f~). A method of implementing the generation and cross-
correlation of the identified functions is illustrated in Figure 31.

Let us now perform the cross-correlation indicated. To do this requires that we
determine PN @ f~~, which is accomplished below:

PN 1111110000110011 111100001100

fs@loolloollorJllool Ioolloollool

PN@f,~ \ 1001101OO1O1OJOI 100101101010,

v Y
B E

or

PN@f~~ =B,%

where

~= lheneg. tiueofl?.
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I>N @ f,=

Y57!!!!!Y

,-. .--. --- —.. .---, - . . . . ..-_ - . . .. ——---_— —-—>

PN(3f 5@& : composite error detector-- - ; -=

‘-=*7

FIGURE 31. Double loop-trackinq system forsynchronizinq toa PNcodesequence.

A, ~ cross-correlated with B,~ results in the correlation function (error curve)
illustratedin Figure 32a. Note that inaddition to forming quasi -stable conditions,
ambiguous stable andquasi-stable locking points also accrue. Thiswas anticipated
and is the result of the fact that the autocorrelation function of the code in question
is(-1/Af)for~ # 0. lfaneven digit code whose out-of -phase autocorrelation function
were zero had been used in the system, then neither quasi-stable points nor
ambi uousstable points would occur. Of course for a reasonably large number of

%“code Its, the ambiguous locking positions are rather low in signal level compared to
the desired locking position.

JPL solves both of the difficulties identified by the simple expedient of following the
PN code by its negative, which results in the composite structure PN* (see Figure
32 b).

PN*. PN, %

Modulating this code with a subcarrier f~ whose frequency is half the code bit
frequency provides PN* @ f~.

80

Downloaded from http://www.everyspec.com



M
IL

-H
D

B
K

.421

I

n81

Downloaded from http://www.everyspec.com



MIL-HDBK-421

Performing this operation yields

~~
110011110000001100 1II1OOOOOO

Note that the modified PN code modulo 2 added to f~ now results in a repeating
structure every 7 code bits.

Equivalently, PN* @ f~ ~“ becomes,

P o

<001101001010>(00 1IOIOOIO1OP

which, also repeats every 7 code bits.. s

The cross-correlation of a and ~ now achieves the very desirable property of a single
repeating Scurve with no quasi-stable points or ambiguous Iockin positions. This

3result is illustrated in Figure 32b. It appears that one answer solve two problems.

Let us digress’at this point to demonstrate that an even-length, two-level
autocorrelation code whose out-of-phase correlation is equal to O results in a single
stable repeating Scurvewith noambiguities. Thesimplestcode withtherequired
properties is the following 4-bit sequence.

PN=II1O

which may be written as

or

PN@f
s

also

PN=IIIIIIOO

=Iloollll

PNef$@=lool lolo

Andthecross-correlation of(PN@ f~)with (PNtT3f~@) results inthe desired error
curve shown in Figure 33.
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stable stable

FIGURE 33. Error function for double Ioop-trackina system with PN = I&1 O.

Using the identified error curve makes determining the maximum timing accuracy
that may be realized in the double loop-tracking system easy. The error function is”
essentially the same as in the basic approach, with one difference. The peak output
amplitude is approximately AY2 or half as much, An odd-bit code length of the class
examined resulted in

N+ I

2

or
N– I

2

or when the modified P/V* was used. The even-length sequence illustrated above
resulted in exactly rv/2 for the peak amplitude. In all cases, the peak amplitude may
be considered as N/2 for a reasonably large N. Hence, the diagram of Figure 30 with
& replaced by

K

2

may be used to determine the output rmstime jitter 6TR.

(152)

In this system the output noise-time jitter o is given by ~osince the error detectol
does not sum two output noise sources.

Hence

J57’,i. -J--rs<,R-,,
(153)
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since
s,, 2b:

Fi-’Fr,

(154)

(155)

Comparing equation (155) with (148) demonstrates that the double-loop timing
system accuracy is fior 3 dB worse than for the basic system. The fundamental
reason for the degradation in the alternate system is that the peak output amplitude
is obtained when the input and reference are a half code-chip-width apart in time.

5.6 A concept for disseminating p recise timinq throughout a communications
network

5.6.1 Basic concept. The following system concept employs a Doppler-canceling
loop for a master satellite ground terminal in conjunction with a multiplexed
synchronous loop at each slave satellite ground terminal. The Doppler-canceling
loop translates a Doppler-free stable clock to the satellite. Each slave terminal then
receives and synchronizes to this reference clock, which now has a Doppler
frequency shift that results only from the range variation between the slave ground
terminal and the satellite. The retransmission and reception of this signal on a
separate multiplexed channel then yields the reference clock shifted by a multiple of
the Doppler frequency. The two signals may then be appropriately combined in a
mixer to cancel the Doppler frequency variation from the primary standard clock
reference at each slave terminal.

The basic ideas involved in accomplishing the desired result are illustrated in
Figure 34. A Doppler-canceling loop is employed between the master ground
terminal and the satellite, which translates a Doppler-free reference to the satellite
by establishing a local oscillator that is synchronized to (f. - f~m)

where

f. = the primary standard reference clock at the
master terminal

fdm = the one-way Doppler frequency that exists
between the master terminal and the satellite.

fd$ = the one-way Doppler frequency that exists between
the slave terminal and the satellite
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FIGURE 34. System for transferring timinq via satellite.
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A functional block diagram of the Doppler-canceling loop is shown in Figure 35. The
VCO frequency f is transmitted to the satellite and back down to the ground
terminal.

FIGURE 35. Doppler-cancelinq loop

This frequency is translated by fd~ at the satellite, due to its motion. Back at the
ground terminal the Doppler frequency is 2 fd~. This is mixed with the VCO
frequency, and the sum is fed to the phase detector of the phase-locked loop. The
phase of the sum frequency (2f +2 fdm) is compared with a frequency 2 fo, which is
derived from a primary standard clock such as a cesium atomic clock. The phase
detector output is then passed through the system loop filter to the VCO. The VCO
frequency varies in proportion to the error control volts e until the input to the

?phase detector is exactly equal to the clock frequency 2 ~.

Hence, at lock

2f+ 2fd,,, = 2f
<,

(156]

or

f=/’u_f
d“, (157)

This condition results in a frequency at the satellite of

f. = f“ – f<,,,, + fd”, = I
“(158)

,,
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An alternate method of providing a Doppler-free reference at the satellite is to
physically put a primary clock standard in the satellite. In this case, however, the
malfunction of the prima rystatidard Ioses the highly stable reference. In the
proposed concept, any quantity of backup primary standards may be used to achieve
any degree of reliability desired.

Each slave ground terminal may now synchronize to the primary standard at the
satellite and may extract the Doppler frequency experienced on the satellite-to-
slave-terminal link. This is accomplished by retransmitting the received timing signal
(f. + f~~) on a separate channel as shown in Figure 36. The returned signal is now
(f. + 3fd~). These two signals are then demultiplexed and synchronized in
separate phase-locked loops used to accomplish coherent detection. The output
frequency of the channel that is synchronized directly to the master terminal (f. +
fds) is then multiplied by 3 and mixed with the frequency of the output from the
slave terminal (f. + 3f&) to obtain the complete extraction of the Doppler
frequency. This signal is exactly twice the primary standard, or2f0, and dividing the
frequency by 2 provides the primary clock timing signal f. at the slave termi~al.

5.6.2 Alternate solution. An alternate method for separating the Doppler
frequency and reference clock at the slave terminal is illustrated in Figure 37. A
received transmission loop signal (f + Zfd) is compared simultaneously in phase with
the signal from the master ground terminal (f. + fd~) and used to control the loop
VCO. This is implemented by employing a separate orthogonal channel for the loop
signal frequency f. This is then demultiplexed from the master terminal signal, and
both signals are separately and coherently detected using phase-locked loops. The
outputs of the individual loops are then compared in a loop phase detector and
passed through a system loop filter to the transmission loop VCO. The frequency fof
this VCO is changed until the transmission loop is synchronized. This occurs when
the loop VCO frequency fis equal to (fo).

When the transmission loop is locked, the phase detector output is O, and

[+ ‘2Sd= f,, + r,{,,
or

f+ fd= f<,- /“+ /”,)

where

fcl~ = the one-way Doppler frequency that exists between the
slave terminal and the satellite.

Also, at the satellite,

f+ fd=f”

Therefore, from equations (160) and (161)

fd = fd”

(159)

(160)

(161)

and

f= f<, -f ,{/)
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To obtain the frequency f. now simply requires mixing the loop VCO frequency
(f. - f,jo) with the signal received from the master terminal (f. + fdo) and filtering
outthe sum frequency. The frequency at the output of the mixer is then divided by 2
to provide a Doppler-free stable clock whose frequency is fo.

5.6.3 Conclusion. The above concepts that have been identified enable precise
timing to be translated to any network node location on the globe, using a satellite
transmission link. The translated timing signal has all Doppler frequency variations
that result from satellite motion completely removed, which provides a synchronous
network for both terrestrial and space trunking.

The basic ideas are applicable for a synchronous satellite, a nonsynchronous satellite,
or an airborne relay and are relatively inexpensive to implement.

The alternate Doppler extraction method for the slave terminal has an advantage
over the basic concept. In the alternate approach, a Doppler-free timing signal is
provided automatically from the slave terminal at the satellite, which enables TDMA
to be employed directly. ~

~.

5.7 A synchronous timinq system

5.7.1 Back round. A concept for disseminating precise timing was presented in 5.6.
+The met od described provides the transfer of a precise primary clock standard to

any network node via satellite. The proposed system provides a Doppler-free stable
clock at each node. This automatically results in a synchronous network that has
negligible time variations for all trunking, resulting from viable propagation delays
(this comprises essentially all terrestrial trunking). Additional circuitry is required,
however, to extract the Doppler frequency variation from the messa e traffic

Rchannels transmitted over the satellite link. This extraction renders t e Input
synchronous with the terrestrial trunking and may be accomplished by
implementing the functional block diagram in Figure 38. As before, an up-down
loop is synchronized by comparing the phase of the received transmission loop signal
(f+ 2fd) with the source signal of a master terminal (f. + fdo). This is accomplished in
the loop phase detector (No. 1) after demultiplexing the two received signals. The
output of this loop phase detector is then passed through the system loop filter
[KF(s)] and is used to control the frequency f of the VCO. This frequency is varied by
the control voltage until synchronization is accomplished. When the loop is locked,
the VCO frequency at the ground slave terminal is

f= (, - id,,

which provides a frequency f. at the satellite to facilities, accomplishing TDMA
through the satellite and, in addition, enabling the Doppler frequency to be
eliminated from both the timing channel and the message channels at the ground
terminal.

To extract the Doppler frequency from the timing signal simply requires mixing the
loop VCO frequency (fO,– f~o) with the timing signal received from the master
terminal (f. + fdo) in mixer No. 2 and filtering out the sum frequency. This yields a
frequency 2 fo, which is then divided by 2 to provide a local reference clock timing
signal f. that is free of the timing variation associated with the Doppler effect (see
Figure 38.)
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The timing variation of the received message channels is now eliminated as follows:
First, the clock signal is extracted from the Doppler-varying-timing signal by mixing
the VCO frequency (f. - fdO) with the timing signal received from the master terminal
(fO f fdo) in mixer No. 3 and filtering out the difference frequency. This yields a
frequency 2 fdo, which is then divided by 2 to yield the Doppler frequency. This
Doppler frequency may then be used to vary the time positions of the message bits
in the message traffic channels by adjusting the delay of the variable delay line to
provide an output that is free of the timing variation associated with the Doppler
effect. The proposal concept is illustrated with a functional block diagram to
establish the philosophy involved in accomplishing the desired results. Several
alternatives could readily be identified, which yields the same result, and a final
preferred equipment design would be influenced by differences in the hardware
configuration employed. The fundamental notion involved in the approach is to
obtain synchronous frequencies of (xlfa + yfdo) and (xzfo – yfdo) on multiplexed
timing channels, where fdO is the Doppler frequency associated only with the
transmission link between the satellite and the slave ground terminal. This results in
the same Doppler frequency for all the input message channels, independe~t of the
other ground terminal from whichit originated .Tagging a positive and negative
Doppler frequency of identical magnitude onto the clock reference enables the use
of simple hardware to extract the Doppler frequency component and the clock-
reference frequency component.

Although the concept was described for a single satellite relay link, any quantity can
be accommodated at each node by using separate orthogonally multiplexed
channels for each space (satellite or airborne) relay. Since timing requirements
involve very low data rates (limited only by clock stabilities) the frequency spectrum
need is nominal, even if a very large anti-jam (AJ) protection that uses spread-
spectrum techniques is provided.

5.8 A time-dissemination and Dop pier-cancelinq system for satellite access

5.8.1 Introduction. A concept is presented that provides for the dissemination of a
precise primary standard clock via satellite for a frequency-division multiple access
(FDMA) satellite system. One unique aspect of the approach is that the Doppler
frequent incompletely eliminated at all the nodes (slaved satellite ground

1terminals This translates a primary ultrastable clock reference to all the ground
terminals accessing the satellite, which then provides a synchronous network for all
terrestrial and space trunk transmissions.

5.8.2 Concept description. The concept uses a loop-around transmission between a
master node ground terminal and each slaved ground terminal, with the phase or
timing controlled at the master station. The Doppler-canceling loop translates a
Doppler-free primary standard clock to each slave ground terminal. Each slave
terminal then uses the received Doppler-free timing clock as its standard in a
Doppler-canceling, loop-around timing system to control the frequency of its
transmitted signal. The Doppler frequency variation at each ground terminal is
thereby eliminated for all the ground terminals accessing the satellite.

I

I
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The basic ideas of theproposed concept areillustrated in Figure 39. A loop-around
Doppler-canceling loop is employed between a master ground terminal and a slave
ground terminal, which translates a Doppler-free reference to the slave terminal by
having a local VCO synchronize to (f. fdm)

where

f. = the primary standard reference clock
at the master terminal

fdm = the two-way Doppler frequency that exists
between the master and slave ground terminals

The VCO frequency f is transmitted to the satellite and back down to the slave
terminal. This received frequency is translated by fd~ at the slave terminal, due to
the motion of the satellite terminal, and is then transmitted from the slave terminal
back to the master ground terminal via the satellite. This signal is then shiftqd in
frequency by 2fdm.VVhefl it is received at the master station and mixedwith fhe VCO
frequency f. The sum frequency out of the mixer (2f + 2f~m) is then fed to the
phasedetector and compared in phase with twice the reference clock frequency fo,

which is derived from a primary standard clock such as a cesium atomic clock. The
phase detector output is then passed through the system loop filter [KF(s)] to the
VCO. The VCO frequency fvaries in proportion to the error control voltage until the
input to the pha~e detector is exactly equal to twice the clock frequency, or2fo.

Hence, at lock

L?f+ Zfd”z =2(
. (163)

or

f= f<,– f,,”, (164)

This results in the frequency f~ received at the slave ground terminal being equal to
the Doppler-free stable clock fo.

f,= f,, - fdn, + /d,,,= /(1 (165)

Each slave terminal can now use its received clock timin frequency f. as its
1reference frequency in a similar loop-around, phase-lot ed loop to control its

transmission of message traffic to other ground terminals. The result is a
synchronous network in which a Doppler-free stable clock is provided to all the
ground terminals accessing the satellite, without the need of providing expensive
primary or secondary atomic clock standards at each ground terminal.

5.9 Quadrature phase-modulated synchronizing system

5.9. I Introduction. The following proposed system enables a quadrature phase-
modulated bit stream to be synchronized directly. The required hardware is
relatively simple, and the concept offers the advantage of using all of the bits for the
message. No separate circuitry or power is required in the transmitter for
synchronization bits.
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from master terminal

received slave 11

‘ermi”a’ >timing signal m ‘2 2“

I

m]xer
transmitted

message traffic

timing signal 7

a“ds’a”e’ ‘l~ZE;~y3r

FIGURE 39. Time-dissemination and Dopp Ier-cancelinq satellite access system.
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5.9.2 Approach. A functional block diagram of the approach is shown in Figure 40.
After mixin down to intermediate frequency (IF), the input is split into two parallel

?paths. The Irst path leads to a phase detector, where its phase is compared to that
of a VCO. The output of the phase detector is integrated to yield a detected bipolar
video pulse train for all the bit pulses whose phase is about equal or opposite to one
particular value of the four quadrature phases. The negative pulses are ignored in
the threshold detector. This triggers a gate generator (a pulse shaper) to provide
a train of gate control pulses that occur for only one of the four input modulating
phases. This pulse train then gates out all the input pulsed-carrier pulses that have
the same phase. This is then fed to the standard second-order, phase-locked loop for
synchronization. As this loop locks, the quadrature phase of the VCO lines up exactly
in phase with the input phase that it was closest to when the signal was first
received. The VCO may then be phase-shifted to provide a coherent reference for
each of the four modulating phases of the input bit stream.

This suggested concept has application in any quadrature phase-modulated system
and is inexpensive to implement. It can even be used for a biphase-modulat~d
binary system. In this case it might be necessary to sweep the phase of the WCO.
However, this is a requirement only if the input and VCO frequencies are very stable.

5.9.3 Example of an adaptive synchronous coherent detector for a quadrature
phase-modulated svstem.

5.9.3.1 Introduction. The following system identifies an optimum method for
detecting quadrature phase modulation. This is accomplished by first obtaining a
coherent reference, which is then used to actively match-filter-detect (coherently)
the information bits as in an optimum four-level biorthogonal pulse-code
modulation (PCM) system.

5.9.3.2 Approach. Figure 41 illustrates a functional block diagram of the
implementation means for adaptively obtaining the coherent reference. This is
fundamentally the same as the concept described in memorandum for record FsG-94
(see Appendix B, 20.1) except that in the current approach< all of the information
bits are used for synchronization.

The bits corresponding to the four phases are separated by adaptively gating them
out in four channels. The four different phases are translated to the same phase in
this process so that the may be combined (added) linearly and applied to a standard

[narrowband phase-lot ed loop to obtain a synchronous carrier reference. The
detection process is depicted in Figure 42. The reference is split into the four phases
of 0°, 180°, + 90°, and -90° using phase splitters and a quadrature phase-shifter.
These four outputs are then multipliedby the receiver output and applied to a
greatest-of-detectorto identify the optimal phase of each incoming bit. The output
of this detector comprises two bits of [1,0]; [0,1]; [1,1]; or [0,0] in accordance with
the detected phase. If the bit stream comprises two channels, then the first and
second bit may be gated out to separate the channels for further processing.

95

An alternate method of implementing the coherent detector is illustrated in
Figure 43. In this system, two phase detectors maybe eliminated by applying the
inverted detected signals to the greatest-of-detector for the U’ and + 90” reference
phases.
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5.10 Timinq errors. Figure 44shows twoindependent frequency 'sources forsome
stipulated time duration. Each isastep (orconstant) frequency difference.

.

+ T1 *I~ T2

FIGURE 44. Two Independent frequency sources.

Over M cycles

hence

4’/’ = 7’2 – ‘/’,

therefore

Af
A’i’=M—

fo(f”+Afl

If f. >> Af, then from equation (168)

(166)

(167)

(168)

(169)
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If stability S is defined as the ratio of the maximum frequency change Afto the initial
frequency foduring some given time duration To = T2, then

and

(1 70)

(171)
/0

Equations (169) and (171) identify the timing error resulting when a step frequency
difference exists between two independent sources for a time Deriod T. This
represents the worst case and, in ge”neral, is not a reasonable a~sumption. The
approach employed above will now be expanded to obtain a general expression that
may be applled to any form of oscillator frequency difference. This can be
accomplished by considering the frequency’s time dependence to form frequency
ramp segments, as shown in Figure 45.

‘“lazctalks,
‘t&.

IN
I
I

FIGURE 45. Time dependence of the frequency

The timing error for each segment may then be determined by quantizing each
ramp frequency change into small frequency steps, as illustrated in Figure 46.
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FIGURE 46. Ramp frequency chanqe.

The timing error associated with each subsegment is identified readily by making use
of the previous derivation for a step frequency change and considering each
frequency ramp segment to constitute a group of constant step frequency changes,
as shown in Figure 46. Applying equation (169) to each subsegment then results in

.

37’
AT2 = ;

()

Af

~

.

(172)

(173)

(1 74)

.

.

W-l)T,
ATN = ~ p)

,,

(175)
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and the total timing error AT~l occurring in the interval Tsl issimply the sum of the
error produced in each subsegment.

AT~l = AT, + AT2 +... + ATN (176)

T,

()
AT$l= y : [1+3+ 5+.., +(2 N-1) I

o

(1 77)

The bracketed term on the right side of equation (177) is a simple arithmetic
progression whose sum may be expressed in closed form as

S= ~[2a+(N–l)A ( 178)

where

N= the number of terms
a the first term
d: common difference

Then we have

S=N’2

hence

(179)

AT~l is positive or negative (that is, the timing error is advanced or retarded)
depending on the sign of the instantaneous frequency difference relative to the
reference frequency fO.

A similar &alysis applied to the second segment T~2yields a timing error AT~2of

( 180)

or, in general,

(181)

(182)

Equation (182) is a completely general equation that establishes the timing error for
each ramp frequency segment in terms of ramp characteristics. The resultant total
timing error is obtained readily by summing the individual timing error associated
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with each incremental frequency ramp segment. Therefore, the total timing error
over m frequency segments is

( 183)

Equation (183) can be applied readily to any anticipated or known oscillator
frequency change to determine the total timing error introduced.

5.11 Closed-form timincr error equation. When the frequency change or difference
can be expressed as an integrable function, it is possible to derive a closed-form
equation that quantitatively establishes the timing error associated with the
frequency variation.

Equation (169) indicates that the timing error fora stipulated time Increment AT is
related to the frequency difference between two clocks, as foHows

AL+ = ~f AT
f“

(1 84)

hence

p f

ACT = L AT
f<,

(185)

This corresponds to the existence of a constant frequency difference during AT. The
total error is obtained by taking the sum of all incremental errors that occur during
AT. Taking the Iimitofthissum as ATapproaches O, and n approaches-,

1=1 /“

which from the fundamental theorem of integral calculus becomes

I
T (J-fo)

C,r = —
“ f.. ‘(

(186)

(187)

(f - f. = f,j) is the frequency variat~on with time that occurs during the interval of
time T.

The preceding equation can be used to identify the timing error crassociated with
any continuously varying and integrable frequency difference fd.

Consider a step-frequency difference. The timing error is derived by differentiating
the closed -form,equation over an interval of time Tfor a step-frequency difference.
Figure 47 illustrates a step-frequency difference. The resulting equation is shown in
equation (190).
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FIGURE 47. Step-frequency difference.

fd = Q
“

From equation (187) we have

I

T f) ,,
C,r= — <11

8, f“

which integrates to

Q
tT = AT

f“

(188)

(189)

(1 90)

For a ramp freqency difference, the timing error is derived by differentiating the
closed-form equation over an interval of time Tfor a ramp frequency difference.
Figure 48 illustrates a ramp frequency difference. The resulting equation is shown in
equation-(193).

t

FIGURE 48. Ramp frequency difference
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[,, =;f

From equation (187) we have

which integratesto

1’= ;(:),, ‘

(191)

(192)

(193)

For a sinusoidal frequency difference, the timing errorisderived by differentiating a
closed-form equation over an interval of time T. Figure 49 illustrates a sinusoidal
frequency difference. The resulting equation is shown in equation (196).

.

FIGURE 49. Sinusoidal frequencv difference

/<,= C>,,sin (~) (194)
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From equation (187) we have

Q“
C,r= —

f,,

which integrates to

5.12 Buffer size requirements. The required buffer storage Q is equal to twice the
quantity of bits contained in a time duration equal to the timing error, as shown in
equation (197). The factor of 2 is required since buffers are reset to their midpoint to
allow for both positive and negative time differences, that is,

Equation (197) in conjunction with an appropriate equation for CTidentifies the
buffer storage capacity required to accommodate the frequency variations resulting
from clock instabilities and transmission media propagation characteristics.

5.12.1 Buffer requirements resultinq from cesium clock instabilit~ The long-term”
variation for a cesium atomic clock can be maintained to within t 3 x 10-12. The
total combined frequency difference between two independent cesium clocks is
6 x 10-12. By using equation (190) and equation (197), we see the required buffer
size Q for a buffer reset interval Tof 24 hours is given by

Q=l XI O-6 f’rbi/s (198)

The capacity requirements for the trunk group buffers at nodes equipped with
cesium clocks are therefore as given in Table 1.

NOTE: If the agreement between clocks is accomplished by calibrating one against
the other, calibration errors must be included; in the case of uncalibrated
independent clocks, the accuracy specifications govern.
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Capacity requirements for trunk-qroup
buffers at nodes equip ped with cesium clocks.

Trunk-Group Required Buffer
Transmission Rate Capacity

(in kbps) (in bits)

I 16 I 1 I
I 32 I 1 I
1 64 I 1 I

I 128 I 1 I

I 512
I

1 I
1,544 2

2,048 3

20,000 20

5.12.2 Rubidium clock. Although a rubidium clock hasexcellent stability overa
relatively short time period, such as 24 hours, its frequency variation over an .
extended period is cumulative. There are several sources of error in the use of a
rubidium clock. First, there are noise-like variations. Typical values are given in the
manufacturer’s literature (usually as a plot of stability versus time) and are on the
order of 1 part in 1012 in a 24-hour period. Second, there is a systematic, long-term
drift. A maximum value is also given in the manufacturer’s literature and is on the
order of 1 to4 partsin 1011 per month. Third, there isa calibration error that
depends on the accuracy of the reference used and the calibration system used; this
isgenerallysmall if the reference is local, but may be large if done via most radio
links. If the rubidium standard were calibrated by observation over a period of 1 day
with respect to a cesium clock (whose frequency is known to be accurate to 1 part in
101 1), the noise-like variations (1 x 10-12) and the drift during the l-day period

(1.3x 10-: or less) are small compared to the reference uncertainty (the rubidium
clock is accurate to approximately 1 x 10”11 just after calibration). The stability over
24hoursfora rubidium clock is 1 part in 10-11; therefore, during the first 24hours
after recalibration, the buffer storage required is essentially the same as for the
cesium clock, which is typically 1 part in 1011 per month. Subsequent 24-hour
periods, however, experience larger frequency differences due to the systematic
(non-statistical) drift inherent in the rubidium clock. This leads to the need for larger
buffers during subsequent 24-hour intervals. If a linear frequency drift is assumed, a
frequency drift of 1 x 10-11 per month correspondstoa change of 3.3x 10-13 per24
hours. The maximum buffer requirement occurs during the 24-hour period just prior
to recalibration. The frequency difference for that interval is

fd= ‘v(2x3.3xlo-”j) + (2 X1 O-”) r,,

where

(199)

N = the number of days between recalibration
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The factor of 2 is to account for the total possible frequent difference between the
c1clocks. A recalibration interval of 6 months (182 days) yiel s a buffer-size

requirement of

Q=2.08xlw5/-rbils

The capacity requirements for the trunk-group buffers at nodes equipped with
rubidium clocks are therefore as shown in Table II.

TABLE II. Capacity requirements fortrunk-qroup buffers
at nodes equip ped with rubidium clocks.

,

I 1,544 I 33 1
1 2.048 I 43 1

I 20.000 I 416 i

(200)

5.12.3 Buffer requirements due to propagation time variations for Iine-of-siqht
links. Frequency variations due to changes in path length (Doppler) for LOS links are
~gible. Buffers should be sized primarily to take care of clock differences.

5.12.3.1 Tropospheric links. Frequency variations associated with tropospheric
systems have never been established, but it is known that rapid phase changes are
experienced. It is assumed here that under the worst condition the phase can
instantaneously change by a time interval corresponding to the maximum range
difference that can occur over a tropospheric link. This is approximately 0.4
microseconds (ps) for the parameters associated with a typical tactical tropospheric
transmission link. Trunk-group bit rates are to be employed in land-based systems
comprised of multiplexed 32-kbps channels, with a maximum capacity of 72
channels. For the maximum size roup, this corresponds to a transmitted bit rate of

?2.304 Mbps. This reduces to a bu fer requirement of only f 1 bit, as follows

Q = 04xlo-~x2.:3xl o’; = 0.92 (201)
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5.12.3.2 Satellite links in synchronous orbit. The buffer stora e requirement for a
c?satellite link is rather large when thesystem timing isnot ma esynchronousby

eliminating the time variation associated with the Doppler effect. With stationary
terminals, the Doppler effect results from the relative motion of the satellite only.
For a satellite in synchronous orbit, the radial velocity change is sinusoidal with a
period of 24 hours. The largest value of peak range rate occurs when the ground
terminal latitude is 72° and the orbital inclination of the satellite is 2.5”. The
maximum range rate~in this situation is 20 meters per second (reps). The peak
Doppler frequency that results from this radial velocity is given by

2;f (202)
fd . -= Q,)

c

Combining equation (62) and equation (202) identifies the timing error c~as

4: ‘T (203)
L.,, =

11(

and establishes a buffer storage requirement Q of

~;y,

Q= — /,
1lC

(204)

where

T = a half period = 12 hours
V = 20 mps
c = velocity of light=3 x 108 mps

Using the known parameter values and accounting for the buffer requirement
during the negative Doppler excursion results in

Q = 7.32 X10-3 [r bi/s (205)

.
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The buffer requirements for stationary ground terminals are as shown in Table Ill.

TABLE Ill. Buffer requirements for stationary q round terminals.

Trunk-Group Transmission Required Buffer
Rate Capacity

(in kbps) (in bits)

16 118

32 235

64 469

128 937

512 3,748

1,544 11,303

2,048 14,992

20,000 146,400

The required storage is identified in terms of trunk-group bit rates. A much Iar er
1overall storage requirement occurs if the available satellite bandwidth is share by

many trunk groups that use TDMA. In this case, the storage requirement is dictated
by the composite bit rate transmitted through the satellite, and the total buffer
storage requirement can be much greater than in Table Ill.

5.13 A uniformly spaced frequency band qenerator.

A novel method of generating a uniformly spaced frequency spectrum with the
added feature of each term being fully synchronized to a master clock is described
below. Here are some of the important advantages of the proposed system:

1. Oneflaster reference clock retains the entire spectrum in synchronism,

2. Any number of spectral lines can be generated with the use of only two
oscillators: one is a reference, the other is synchronized to it.

3. The only source of drift for the system is from the reference clock; if it does
drift, the entire spectrum shifts with it, making the system very desirable for
systems using coherent correlation techniques.

4. Although the system might appear complex in terms of quantity, the building
blocks are simple and reliable.

5. No filters are required for the system, with the exception of one used in the
gated phase-locked loop of the second oscillator.
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A block diagram of the proposed system is shown in Figure 50.

Fi ure 50 is a functional block diagram of the proposed system, which will
%su sequently be explained in detail. The essential elements are the gate generator,

the gated phase-locked loop, and the median frequency generators. The gate
generator simply counts the basic reference frequency, using standard counter
circuitry to provide a gate signal at a PRF frequency of frforthe synchronous gate of
the phase-locked loop

(206)

By making the phase-locked loop a gated loop, it can be synchronized easily to any
spectral line of the carrier, plus or minus n times the PRF of the gate, that is,

f Vco
= f. * n.fr (207)

This expedient provides a simple means of obtaining two synchronous frequencies
that are close in frequency. For the application in mind,

fo>>nf r (208)

and f. + nfrcorrespondsto the highest frequency spectral line to be generated. It is
now desired to fill in the sDectrum from f~to fn + nf~with evenlv soaced frequencies
and using only these two generated volt~ges. -This i’saccomplished by first d’ividing
the frequency range in half with the use of a median frequency generator (the detail
of this generator will be described later). When two frequencies, fl and fz, are
available, a third frequency equal to

f, + f2

2

can be generated readily. Forthe two frequencies in question, a third frequency can
be obtain~d equal to

f. + fu + nfr

2
=f”+; f, (209)

If this frequency is now combined in a median frequency generator with each of the
original two spectral lines, the following two additional frequencies are generated:

fo+:f, (210)

and

311
f,, + y /“,. (211)
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.

counter and
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I I , f,(PRFc@e)

I I ———t——— ~‘‘f,

r+-l-f. + 6r!J8fr

4

1’ $
generator

f1+f2
4) 2 .

L.2!v!dt---l-fl + fz

2

f. + 3nJ4fr

f.+ 5rcJ8f,

f.+ nJ2 f,

f. + 3nJ8fi.

f“ + n14 f,

~,+ n18 f,

FIGURE 50. Frequency synthesizer
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The composite spectrum now contains five frequencies from foto fO + nfrdivided
evenly into quarters. Now, ifeachadjacent pairofspectral lines iscombined ina
median frequency generator, nine frequencies result, which divide the original
spectra lwidth into eighths. lfthisprocess continues, theoriginal two frequencies at
the two edges of the desired spectrum can be evenly divided into 2“ frequencies.
This suggests that the original spacing nfr be equal to 2“. This results in the deviation
between any two final spectral lines being equal to unity if 2“ – 1 median frequency

?
enerators are used. For example if nfr = 4,096 Hz (n = 12), and 4,095 median
requency generators are used in the manner prescribed, then 4,096 frequencies 1

Hz apart from each other are enerated. If 2,048 – 1 = 2,047 median frequency
1generators are used (n = 1 l), t en the final increments are 2 Hzapartor2m -1

generators result in a frequency separation of 2n-m units or cps. The smallest even-
digit separation is for n = m.

2
r,—n, = ~[, = , (212)

The three basic elements of the system will now be reviewed.

5.13.1 Gate enerator. The gate generator producing gate pulses at a frequency f~
isobtai~counting down from thereferencefrequency fo. A counter
followed by a standard wave shaping technique is employed to produce a train of
pulses whose frequency is

f“ /

N=’

and whose duration wants to be as narrow as possible within practical limits. The
pulse duration t isnot at all critical, and an appropriate value isa function of the
details of anv sDecific aoDlication. Preferable it comDrises an even number of carrier., . .
cycles of fo, but even th’is IS not essential. In {he event that the basic frequency f. is
too high in value to employ standard counters directly, then an intermediate block
can be inserted into the system between the reference clock and the counter. One
obvious way of dividing a very high frequency is shown in Figure 51.

.

r -------------------------------- ~

Eo-&zEH filter
~- ‘r

,

[

multiplier ;,
, (n-1) ,

Block AL—--. __---- __ . . . . --- —. -- .. _- . . . . . J

FIGURE 51. Method ofdividinq a very hiqh frequency

Actually almost any scheme desired can be used to place the basic frequency in the
frequency range, in which counters could be employed.
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5.13.2 Gated phase-locked loop. The phase-locked loop is a second-order (velocity
correction) loop whose basic performance is completely determined by its closed-
Ioop time constant ?/on. A unique characteristic of such a gated loop for the
application in mind is to frequency-lock the VCO to the carrier frequency plUS n times
the PRF. The author has demonstrated ”experimentally that such a condition is
readily achievable. Not only can such a loop lock at spectral frequencies that are
integral multiples of fr, but also this condition is stable and all the essential
characteristics (such as the locking time, effective closed-loop bandwidth, stability,
and transient error) remain the same provided f. >> nffi It was demonstrated in a
laboratory that stable synchronization can be realized for nfr = 7.5° percent of fo.

5.13.3 Median frequency qenerator. A method of generating a third frequency that
lies midway between two existing frequencies without involving the use of a
standard modulator or filter is described by L. R. Kahn on page 119 of the January
1960 issue of the Proceedings of the /nstitute for Radio Engineers. The system makes
use of the fact that when two equal amplitude sine waves of different frequencies fl
and f2 are linearly added, the resultant signal consists of O crossings defined by

f’, + r.,

2

with a 180” phase reversal occurrina at a period eaual to the difference between the
two frequencies (see Figure 52). -

f, - f~

2 I

..\yw.MpJJ”fiJ)j. .
f, + f~ 180° phase

2 reversal

FIGURE 52. Addition of two equal (amplitude sine waves of different frequency).

Now, if some means can be provided to switch the phase by 180” at each phase
reversal point, then the frequency is continuous at a value of

/, + f.,

2
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That Figure 52 is a valid interpretation of what is occurring can be verified easily
Consider the linear summation of two frequencies of equal amplitude (unity
amplitude is used to simplify the math)

e=sinti lt+sin(o, +w) f
,-

e=sinm Lt+sintillcosw t+cosm, tsinm /r r

sin m t
~= 2+2 COSW1 sin cw)t+tun–l r ),.

1 + Cosmt
r

At first glance it might appear that the phase portion of this composite signal
corresponds to a frequency precisely defined by

since

S111 10 / lot w t
. rr

qf(i) = tan-i — . tilrl –’ lon~.—
I+ COSCJ1 2

r

However, this equation is valid only for positive values of (1 + costirt)

Also, it is easy to show that when ,Jrt = n (n), a discontinuity exists for n equal to any
odd integer.

At this point the phase portion II,(t)is

which is indeterminant.

[t can also be shown easily that for an angle slightly less than n (vis. n–c where
S+O) the function IP(t) is equal to

and for an angle slightly greater than II (vis. n+c where e-+o ) the function v(t) is
equal to

11
—

7
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The phase portion of the composite wave, therefore, appears as shown in Figure 53.

+ r!J2

(P(t) t

o 3r1 411 5n 6r, In

-n!z

Wt L
Disccmtinuitv ateach

value of Ill!

odd

FIGURE 53. The phase portion of the composite wave

Now if the phase is reversed back at each discontinuity, then the phase changes are
equivalent to being continuous and the frequency is given by

w u, + I,J2
~=m, +L=—

2 2

A method of reversing the phase back at each phase reversal is shown in Figure 54.

i-
180” gate

“E~;:F

+

f, + f~
--- 2

n gate

1

w

—&.-.&
.—

A
gate

tl 12 ~3

FIGURE 54. Phase reversal system.
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The linearly added frequency terms are passed through a Iimiterto eliminate the
amplitude variations and then into a paraphase amplifier to provide two signals 180°
out of phase. If these two outputs are now gated-on in synchronism with the phase
reversal points occurring at the notches of the composite wave (point a), the result is
to continuously vary the phase as though it were a continuous ramp. The required
gating signal is achieved by detecting the envelope of the composite signal and
operating on this detected envelope to produce a square wave whose switching
times occur as shown in Figure 54.

5.13.4 Amplitude requirements for the median frequency qenerator

The operation of the proposed method of obtaining a median frequency requires
that the amplitude of thetwosine waves be equal. If there is an amplitude
difference, the phase reversal is not as sharply defined and the frequency is altered.
The manner in which the frequency is affected may be identified by deriving an
expression for the instantaneous frequency when two sine waves of different
amplitude are added.

An expression forthe summation is given by:

et = (1 + m cosu ti~ + m2sirt 2(.JVI X sinlwll + qJ(l)l
r

(213)

r,, sin l., !,
qJ(t)= la n -’x ] + llLfJ)SILIlr

where

m = the ratio of the amplitude of the two signals (m<l)
~r = the frequency difference between the two signals

Now with the amplitude variation eliminated with a limiter, the instantaneous
frequency is given by the derivative of the phase term

dy(t) n]2 + mco.sco1
. r

~i=—..--=l+
(h

m
l+m*+2mc0slJl r,-

We see from equation (215) that form= 1,

and since

then

0) = m — 6+r 2

u, + [,,,,
w =

~

(2 14)

(215)
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In general, for values of m close to unity, til appears as shown in Figure 55 with a
peak negative value given by

m
—X(.J
m—1 r

The base of the triangle is readily estimated since the average value of ~i over one
cycle is O.

Hence, from the geometry

–.,L=; X(;-+m

l–m
r

from which

2L=(l–m)~
f,

(2 16)

(217)

Therefore, for m = 0.99, the width of the frequency spike is

.01 (;)
r

or only 1 percent of the period of fr. Further analysis is necessary to determine if
these narrow spikes prevent acceptable performance or if they can be eliminated
from the output in a simple way. If accurate phase switchovertimin is maintained,

?then the periodic spikes might simply be gated out. The existence o the spikes in
the frequency domain suggests that a discriminator might be used to obtain the
synchronized gates for accomplishing phase reversal. This, however, constitutes a
somewhat complex method of implementation.

5.14 A simple circuit for implementirw a median frequencv csenerator
.

5.14.1 Introduction. The following concept comprises a simple method for
obtaining pulses that coincide with the phase reversals that occur when two signals
of different frequencies are added linearly. This enables a frequency that is the
median of the two input frequencies to be generated by simply reversing the phase
of the summed input at the phase reversal points. A different means of
implementing a median frequency generator is described in detail in Appendix A.
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5.14.2 Approach. A functional block diagram of the alternate method proposed
here is presented in Figure 56. The waveforms occurring at the various points in the
system are shown in Figure 57 to clarify system operation. As before, the system
philosophy depends on the fact that when two equal amplitude sine waves of
different frequencies fl and f2 are added linearly, the resultant signal consists of
zero crossings whose period is

2

(f, + f’)

with a 180° phase reversal occurring at a period corresponding to the difference
between the two frequencies or

The linearly added signals are passed through a hard Iimiterto eliminate the
amplitude variations. The limited signal appears as shown in Figure 57a. This signal
is then fed directly to one normally closed gate and to a second normally closed gate
after being inverted. The gate control signals are obtained in the passive timing
system by the simple process of delaying the hard-limited signal by a half-cycle of
the period, as shown in Figure 57b, and adding it back to itself. This results in the
complete cancellation of the signal everywhere except at the phase-reversed points,
as illustrated in Figure 57c. The pulse train at the output of the adder is then used
to switch a bistable multivibrator to obtain the required synchronous ates for

~gating on each appropriate phase condition of the limiter’s output. T e time
sequence of the gates and the output waveform of the median frequency generator
are illustrated in Figures 57d and 57e. The frequency of the output f. is equal to the
median value of the two input frequencies or

f, + t?
f<, . —

2

The proposed alternate system may be improved by adding the circuitry illustrated in
Figure 5~ This provides all positive pulses of width Tat the phase crossover points to
ensure positive triggering of the bistable multivibrator. The effect the change has
on system operation is clarified in the waveform diagrams illustrated in Figure 59.
For purposes of discussion, the phase reversal point is shown occuringat7/4nor315°.

In this case, the linear addition of the delayed signal with itself appears as shown in
Figure 59c. We see that reversals of the carrier phase that do not occur at an integral
multiple of n result in unbalanced, split-video pulses. This condition is eliminated
easily with the suggested additional circuitry. The positive and negative portions are
separated by clipping. Inverting the native pulses and adding them to the positive
pulses then yields one-sided pulses whose width is equal to half of the carrier period.

~=—
f, + f,,

In addition, the complete pulse train is of the same polarity and is now applied
directly to the bistable multivibrator for generating the gates.
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FIGURE 57. Median frequencvq enerator waveforms.
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FIGURE 59. Waveforms for the modified system.

125/126

Downloaded from http://www.everyspec.com



MIL-HDBK-421

This page intentionally left blank.

Downloaded from http://www.everyspec.com



MIL-HDBK-421

6. TIMING SOURCES

Network timing and synchronization are based on external timing traceable to a
Coordinated Universal Time (UTC) source by time-dissemination systems; by long-
haul communications systems with a time-transfer capability; and by independent,
highly stable nodal clocks for tactical systems. The node’s principal clock (or its
alternate) supplies a clock signal to all equipment of a synchronous node through a
distribution system(s) that is (are) basically hierarchical in nature.

6.1 Common frequency standards. Of the three common frequency standards
[cesium beam, rubidium (Rb) vapor, and quartz crystal] the cesium beam is a primary
standard. The Rb vapor and quartz crystal are secondary standards. The distinction
between a primary standard and a secondary standard is that the former does not
require anyother reference for calibration and has no inherent frequency drift,
whereas the latter requires calibration both during manufacturing and at intervals
during use, depending on its accuracy and frequency drift ratio. In general, both
primary and secondary standards are very accurate and have excellent frequency
stability properties.

6.2 Quartz crystal oscillators. Quartz crystal oscillators are used in nearly every
frequency control application, including atomic standards. The quartz crystal has
superior mechanical and chemical stability and uses very little energy to maintain
oscillation. These properties are most useful in a frequency standard. The
piezoelectric properties of uartz make it convenient to use in crystal oscillator

7circuits. The piezoelectric e feet ISone in which some materials become electrically
polarized when they are mechanically strained. A crystal is not a homogeneous
medium but has a certain preferred direction; thus, the piezoelectric effect has a
directional dependence with respect to the crystal’s orientation.

Physicall , piezoelectric resonators consist of carefully oriented and dimensioned
/pieces o quartz material to which adherent electrodes have been applied.

Electrodes are thin, metallic coatings deposited directly on the crystal by an
evaporation process. Mechanical support is provided on the crystal at places chosen
to avoid inhibiting the desired vibration. If possible, the mounting is such that
unwanted vibration modes are suppressed. An alternating voltage applied across
the crysfal causes it to vibrate with a preference for the mechanical resonance
frequency of the crystal.

When the resulting two-terminal resonator is connected into a circuit, it behaves as
though it were an electrical network. It is so located in the oscillator circuit that its
equivalent electrical network becomes a major part of the resonant circuit that
controls the oscillator frequency. To stabilize the frequency and minimize the
effects of temperature, crystal oscillators are placed in ovens or are temperature
compensated.

Improvements in quartz crystal oscillator technology have been in the following
areas:

1. New, precision resonator cuts (for example, the SC-cut, which is a method
of cutting a crystal that results in providing faster oscillator warm-up), improved
frequency versus temperature stability, lower drive sensitivity, and increased
radiation hardness over the traditional AT-cut. The AT-cut is easier and cheaper to
make but does not perform as well.
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2. Improved crystal fabrication techniques, including ultraclean processing,
to reduce frequency aging and thermal hysteresis.

3. Smaller size and lower-power, oven-controlled crystal oscillators (OCXO)
that employ microelectronic packaging and high-efficiency thermal insulation.

4. More accurate, digitally compensated crystal oscillators that use
resonator self-temperature-sensing thermometry and microcomputer processing.
An inherent characteristic of crystal oscillators isthattheir resonant frequency
changes with time. The aging rate (the average rate of change of frequency) may be
used, within limits, to predict operation of a well-behaved oscillator after a period of
observation against a superior standard, but aging does usuall change with time,

{and other effects (such as room temperature) also change the requency. The
relatively large and variable aging rates of crystal oscillators (compared with atomic
standards) make crystal oscillators inferior to atomic clocks as timekeepers. As a
frequency reference, a quartz. oscillator can also accumulate large errors over a long
period of time after calibration. For example, a unit with an aging rate of 5 parts in
1010 per day could accumulate a frequency error of several partsin 108 in a year;
thus, periodic checks and corrections are needed to maintain a quartz-crystal
frequency standard.

The quartz oscillator’s excellent shon-term stability and spectral purity used in
atomic standards contribute to high-quality output signals. The advantages of
current commercial quartz oscillators are small size, light weight, and low power
consumption. Crystal oscillators are suitable for many systems in which size, weight,
and power consumption are most important, and in which a ing and retrace

%disadvantages can be tolerated. Crystal oscillators may also c ange frequency
slightly with than es in acceleration (including orientation in the earth’s

‘?gravitational field ; however, some have been made with a sensitivity of
?PProxjmately.1 Part in 1010 per g. One area in which this g-sensitivity is important is
In mobile applications where the oscillator suffers vibration; although the frequency
variation is small, if the frequency is multiplied into the microwave region and
employed as a conversion oscillator, the resultin frequency modulation may be

idisadvantageous for coherent detection or very Igh bit-rate applications.

Most OCXOs age rapidly in frequency when first turned on and may not reach the
ultimate aging rate until, perhaps, a month later; however, recent developments
have produced very small, low-power OCXOsthat warm-up in a few minutes and
have low aging rates. Temperature-compensated crystal oscillators (TCXO) are
designed to reduce the change in frequency with temperature and avoid the power
drain of a temperature-controlled oven for applications in which very limited power
is available.

Development of microcomputer-compensated crystal oscillators (MCXO) have
provided new capabilities in precision, Iow-powertimekeeping. The MCXO employs
techniques such as pulse deletion and phase-locked loop summing to effect
temperature compensation by means external to the crystal oscillator circuit. It
circumvents the need to pull the crystal frequency, and thereby allows the use of
stiffer SC-cut crystal units that have superior aging and thermal hysteresis
characteristics. Also, the trim effect (that is, the degradation in temperature
compensation due to pulling the crystal frequency) is eliminated. The MCXO
virtually eliminates thermometry-caused errors by permitting resonator self-
temperature reusing. Automatic recalibration features can be”designed into the
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MCXO algorithm. An offset is stored in memory following simple injection of an
external, higher-accuracy reference signal. Also, a low-power clock can be designed
into the MCXO to maintain accurate time-of-day at extremely low power (a few
milliwatts) while in a power-conserving standby mode.

6.3 Rubidium frequency standard. Rb atomic resonance is at 6,834,682,608 hertz.
The oscillator is based on the gas-cell method, using optical state selection and
optical detection. The Rb vapor standard uses a passive resonator to stabilize a
quartz oscillator.

Operation of the Rb standard is based on a hyperfine transition in Rb-87 gas. The Rb
vapor and an inert buffer gas are contained in a cell illuminated bya beam of
filtered light, as shown in Figure 60.

A photodetector monitors changes, near resonance, in the amount of light absorbed
as a function of applied microwave frequencies. The microwave signal is derived by
multiplication of the quartz oscillator frequency. A servo-loop connects the detector
output and oscillator so that the oscillator is locked to the center of the resonance
line.

By an optical pumping technique, an excess population is built-up in one of the
Rb-87 ground-state hyperfine levels within the cell. Population of the F-2 level is
increased at the expense of the F-1 level. Illuminated Rb-87 atoms are optically
excited into upper energy states from which they decay quickly into both the F-2 and
F-1 levels. Components linking the F-2 level to the upper energy states are removed
by filtering the excitation Ii ht. Since the light excites atoms out of the F-1 level

?lonly, while they decay into oth, an excess population builds-up in the F-2 level.
Because fewer atoms are in the state where they can absorb light, the optical
absorption coefficient is rqduced. Application of microwave energy, corresponding
tothatwhich separates the two ground-state hyperfine levels, induces transitions
from the F-2 to F-1 level so that more light is absorbed.

The stability performance.of Rb oscillators is nevertheless quite spectacular. The Rb
standard offers excellent shoti-term stability. At l-second sampling times, they
display a stability of better than 10-11 and perform near the 10-13 level for sampling
times up~o I day. For longer averaging times, the frequency stability is afflicted by
the frequency aging, which is typically 1 part in 1011 per month. This is much less
than the aging of crystal oscillators. The Rb standard is not self-calibrating, and
during construction it must be calibrated against a reference standard such as the
cesium-beam frequency standard. The advantages are small size and light weight
(for an atomic oscillator), medium power requirements, and extremely fast warm-
UP. These advantages, coupled with good performance in hostile environments,
make the Rb oscillator attractive for many mobile and tactical systems in which its
long-term aging of 1 to 4 parts in 1011 per month can be tolerated. Its aging,
however, may exclude it as a candidate for some long-term timekeeping jobs.

In the future, this oscillator will probably shrink in size because of further reduction
in physics package volume and electronic miniaturization. Performance is not
expected to improve significantly, except in aging and short-term stability, where
a factor of 5 or 10 improvement may be possible. Performance under vibration, in
magnetic fields, and in changing temperature environments may also improve. The
larger anticipated demand in the next 20 years, in addition to performance increases
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achieved without use of precision manufacturing techniques, should lower the cost
per unit.

Precise time can be made available to systems that lack the power required by the Rb
frequency standard byemploying the Rb crystal oscillator (RbXO). The RbXO, a Rb
reference standard combined with a crystal oscillator, can be either an OCXO or
MCXO. The crystal oscillator is periodically or intermittently synchronized by the
high-stability Rb standard. The Rb standard remains off most of the time. When it is
turned on, it stays on for just the few minutes required for it to stabilize and adjust
the frequency of the crystal oscillator. The accuracy and long-term stability of the Rb
reference is thereby transferred to the crystal oscillator at a total power
consumption which is not much more than that of the low-power crystal oscillator
alone.

6.4 Cesium-beam frequency standard. For a cesium oscillator, atomic resonance is
at 9,192,631,770 Hz. Cesium-beam frequency standards are in use wherever high
precision and accuracy in time and frequency standards are needed. Cesium-beam
units are the current basis for most national standards.

The cesium-beam standard, an atomic resonance device, provides access to one of
nature’s invariant frequencies in accordance with the principles of quantum
mechanics. The cesium-beam standard is a true primary frequency standard and
requires no other reference for calibration to an accuracy of 1 part in 1011 or so.
Most cesium standards have provisions for minor frequency adjustments and can be
made to agree with other references to greater precision.

For the cesium-beam standard, quantum effects arise in the nuclear magnetic
hyperfine ground state of the atoms. A particularly appropriate transition occurs
between the F=4, m~=O and F= 3, mf=O hyperfine levels in the cesium 133 atom.
This transition arises from electron-spin, nuclear-spin interaction and is used for
frequency control. The transition is relatively insensitive to external influences such ,
as electric and magnetic fields, but good magnetic shielding is nevertheless required.

A typical cesium-beam device, shown in Figure 61, takes advantage of this invariant
transition. It is so arranged that cesium atoms in all sublevels of states F= 3 and F=4
leave an oven and are formed into a beam. The beam is deflected in a nonuniform
magneti~field (A magnet) by a force component that depends on Fo, mf, the field,
and the field gradient.

The atoms in the F= 3 sublevels and the F= 4, mf= -4 sublevel are deflected into the
microwave cavity, and those in the remaining F= 4 sublevels are deflected out of the
main beam (getters are used to capture the cesium atoms in the unwanted paths).
The atoms in the F= 3 sublevels and F= 4, rnf= -4 sublevel then pass through a low
and uniform magnetic field space (C-field) and are subjected to excitation by micro-
wave energy.
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For the control of frequency, the ceslum atom is required to perform a resonance
absorption of energy from the microwave-exciting signal, corresponding to a
transition from the 3.o state to the 4.0 state. Upon passing through a second
magnetic field (B magnet) identical to the first one, those atoms that have
undergone the required transition are deflected toward the hot-wire ionizer.
Cesium atoms, ionized by the hot wire, then pass through a mass spectrometer and
are accelerated toward a multistage electron multiplier. (Common contaminants
that may cause noise bursts are removed by the mass spectrometer.) Amplified
current then passes through signal processing electronics, which regulate the
frequency of a voltage-controlled crystal oscillator. Oscillator output frequency is
multiplied and fed back to the cesium beam through the waveguide, thereby closing
the loop.

The fractional. frequency stability of laboratory and commercial devices can reach
parts in 1014 at sampling times of Iessthan 1 hour to several days. Theshort-term
frequency stability is limited by fluctuations in the atomic beam intensity, “shot
noise, ” which is basic and unavoidable. These fluctuations affect the frequency
stability less, as more intense atomic beams are used. This approach, which is
becoming available in both commercial and laboratory devices, improves the
stabiiity. In contrast to commercial devices, the laboratory oscillators are designed to
allow a more complete and easier evaluation of all effects on the frequency. Cesium
oscillators are used extensively where high reproducibility and long-term stability
are needed for sampling times of more than 1 day. For most applications, cesium
oscillators need not be calibrated. They are the workhorses in most of the accurate
frequency and time-distribution services seen today. The advantages are long-term
stability, little need for calibration; and medium tolerance to hostile environments.
The large size and weight, and the higher power and cost, make the cesium
oscillator more useful in stationary and benign environmental applications, such as
in providing a reference a ainst which other, Iessstable oscillators are periodically

3checked. Where space an power are not at a premium, such as with ships, large
aircraft, ground stations, and laboratories, the cesium oscillator is a good choice.

Smaller, lighter, lower-power cesium spacecraft clocks have been developed by the
Global Positioning System (GPS) clock program. They weigh 28 pounds, consume 27
watts, and have a l-day stability of 1 part in 1013.

6.5 Hyd~oqen maser atomic clock. As a frequency standard, the hydrogen maser
provides a frequency that is well defined without reference to any external
(reference) standard. An atomic hydrogen beam is directed through a state-
selectin hexapole magnet, which selects atoms in states of higher energy and

Eallowst em to proceed into a quartz bulb (see Figure 62). Thequar-tz bulb confines
the atoms to the uniform magnetic field region in a tuned microwave cavity set to
the transition frequency of the hydrogen atom between the F= 1, rnf= O, and F= O
energy levels. The quartz bulb has Teflon-coated wak.to reduce perturbation of the
energy states. However, a small perturbation of the atoms still occurs during collision
with the wall and produces a frequency shift. This wallshift can be accurately
determined by careful frequency measurements.
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inside the coated quartz storage bulb the hydrogen atoms make random transits
and are reflected each time they strike the walls. The atoms undergo many collisions
with the walls while in the bulb, and their effective interaction time with the
microwave field is lengthened to approximately 1 second. During this interaction
process, the atoms tend to relax and give up their energy to the microwave field
within the tuned cavity. This field also tends to stimulate more atoms to radiate,
thus building in intensity until stead -state maser operation is achieved. The Q
values of hydrogen masers are the ~ighest of all traditional frequency standards
and are typically 2 x 109, which accounts for the excellent stability of hydrogen
masers.

H is also the most stable of all known frequency sources for averaging times of a few
seconds to approximately 1 or more. R has proved to be a practical frequency source
for a few specialized applications in which these stabilities are critical, and its large
size is not a consideration.

Hydrogen masers of conventional (self-oscillating) design are used in ground
stations, despite their large size and weight, because of their hi h stability. Newer

1-designs have employed smaller cavities to reduce size, and they ave Incorporated
automatic cavity tuning to compensate for the long-term drift caused by cavity
frequency drift. Other new designs have been developed that employ still smaller
cavities whose Qs are not large enough to sustain maser oscillation. These are used
either as passive resonators in servos to control crystal oscillators, or with external
feedback to enhance the Q of the small cavity and thereby reach the threshold of
maser oscillation. These devices approach the size and weight of conventional,
commercial cesium-beam standards.

The fundamental limitations in accuracy of the hydrogen maser are the wall
collisions and the second-order Doppler effect. The second-order Doppler effect is
of the order of 1.4x 10-11 per degree Kelvin; thus, a control to 1 x 10-14 in the long
term requires a temperature stability of slightly better than one-tenth of a degree.
Wall collisions cause a phase shift in each collision of a radiating atom with the
surface of the storage bulb. The accumulated phase shift during the lifetime of a
radiating atom in the storage bulb results in a frequency shift. For typical bulb sizes,
the related frequency shift is of the order 2 x 10-~ 1. The current accuracy of the
hydrogen maser is limited by the wall collision effect 1 x 10-12 and is thus
considerably worse than that of cesium; however, more thorough use of a few
evaluation techniques, such as the variable or flexible storage bulb and use of the
temperature dependence of the wallshift, is likely to yield better results. A special
incentive toward this goal lies in the documented fact that the wallshift appears to
be highly stable in the well-controlled environment inside the vacuum of a hydrogen
maser. Masers have run over many years with, at most, 1 x 10-13 drift per year. This
estimate is actually the measurement limit of the systems employed.

6.6 Comcrarison of common timincr sources. Table IV provides a comparison of
performance, size, and estimated cost (1991 dollars) for the common quartz and
atomic oscillators. Figure 63 provides a comparison of accuracy and power. It is
intended to facilitate a tradeoff analysis and selection of a source for a given

application. The hydrogen maser is intentionally excluded from this group because
of Its high cost, Ilmlted avallablllty, and highly specialized characteristics, which
severely limit its tactical applications. Accuracy is stated in terms of an overall
accuracy of output frequency that specifies a maximum frequency deviation from an
assigned nominal value, due to all combinations of operating and nonoperating
parameters within a 122-year period. Except for the temperature range, which is
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specified, standard tactical military environmental conditions are assumed. Short-
term stability is expressed as the square root of the Allan variance, where ‘ry (T) is the
averaging time. For this parameter, steady state (that is, quiescent) conditions are
assumed. Warm-up time is expressed as the time, measured from initial power
aPPllc,ation, required for the oscillatorto stabilize its mode of operation within
speclfled limits of final frequency. Final frequency is defined to occur at a given
period of time, in minutes or hours, depending on the type of oscillator. Power
specifies the maximum average power consumption under the most stringent
condition, that is, the lowest operating temperature.

.
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7. EXAMPLES OF TIME-DEPENDENT, TIMING, AND TIME-DISSEMINATION SYSTEMS

7.1 Tactical network timinq system. A strong tactical communications system
depends on how easily and rapidly that system can be set-up and torn-down. This
task becomes even more complex in networks that require highly accurate and
precise timing. For example, the network timing subsystem for the tactical switched
communications network in Figure 64 is built around a hi hly accurate cesium-beam

3standard located in theANflSQ-111 Communications No al Control Element (CNCE).

Normally each CNCE operates its own timing system from an internal cesium
standard that drives a voltage-controlled oscillator (VCO). In these independent
clock timing systems, the sending and receiving CNCE cesium clocks are set closely
enough that the receiving station’s buffer is infrequently filled and emptied. The
necessity of interrupting traffic to reset buffers is expected to be once a day (or less)
under normal conditions. Additionally, the CNCE has a backup VCO that free-runs if
the cesium standard is lost. This enables timing to be derived from either of two
incoming transmission groups, and it is used to slave the oscillator (either manually
or automatically) to the selected incoming groups.

Below the CNCE-equipped node, at subordinate or access nodes, tactical switches
obtain timing from a VCO. in most cases the VCO hasa backup unit. These switch-
associated VCOS normally derive their timing reference from and are slaved to an
incoming conditioned diphase data transmission roup that is traceable back to a

1CNCE cesium standard. However, all switch VCC)S ave the ability to free-run with
reduced stability (a) if the CNCE cesium clock fails, (b) if connection to a CNCE is lost,
or (c) if a CNCE is not available.

Tactical radio equipment normally operates in a slaved mode. All such radios derive
timing from conditioned diphase data transitions in the traffic data stream. Two
potential exceptions to this rule exist: The first exception is the AN/TRC-l 70
tropospheric scatter (TROPO)/line-of-sight (LOS) digital radio terminal system, which
contains a rubidium source to operate as the master timing source, and, in turn, to
drive an internal VCO. Without a CNCE or major switch in the system as a timing
source, the AN/TRC-170 system has the ability to free-run from the rubidium source,
ordirectlz from the VCO, in a stand-alone mode. Subscribers, or small digital
switches, can be slaved to the AN~RC-1 70’s rubidium timin source. Alternatively,

{the ANflRC-170 can slave its VCO to incoming data from elt er over-the-air (radio-
side) or subscriber (cable-side) timing sources.

The other exception concerns analog Army radios modified by the addition of digital
modems, multiplexer, and orderwire control units (OCU). The OCUS have timing
options that permit them to derive timing from a variety of sources. Preferably,
these sources are traceable to a CNCE from which they can be manipulated and
distributed to satisfy the total timing requirements within the associated assemblage
shelter. These OCUS can operate in a free-running mode if the external source is lost.
However, this capability is primarily intended to provide timing for the secure digital
voice orderwire during circuit set-up or restoral and has no means for distributing
the timing signal to other equipment.

139

In many tactical systems, the clock is kept on when other parts of the system are shut
off. As a result, the clock is the manor item that determines battery life (and its

iassociated logistics problems). Bu fers retime data from other CNCE-equipped
nodes, adjust any minor differences between the two CNCES’ cesium-beam
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standards, and feed the received data to the local CNCE processor at the local timing
rate. The CNCE can also operate its timing system in several other modes that can be
selected manually or automatically. If the local cesium beam fails., then the VCO can
be set to operate in a free-running mode. The cesium-beam standard can be set to
operate within 2 x 10-120f the desired frequency. The VCO, which normally is slaved
to the cesium-beam standard, reverts (in the case of free-running) to a stability of
f 10-9 for a 24-hour period. Although stability is reduced and buffer resets might be
more frequent, the system continues to function, but in a degraded mode. Here it
must be noted that all subordinate nodes or switches have VCOS and buffers, and
they normally operate slaved to the CNCE. When CNCE timing sources are lost, then
subordinate elements can also have their VCOS reset to a free-running mode with a
loss in stability comparable to that for the CNCE when it switches from cesium to
VCO free-run timin The system continues to function, although in a degraded

?mode with a more requent need to interrupt traffic for buffer resets.

7.2 Sinqle Channel Ground and Airborne Radio System. The Single Channel
Ground and Airborne Radio S stem (SINCGARS) has replaced the AN/VRC-12 famil

Kof very high frequency (VHF) ~requency modulation (FM) radios. It now serves as.t e
principal LOS combat net radio (CNR) for all Army and Marine Corps tactical forces.
SINCGARS is designed to provide an anti-jam (AJ) capability because of its frequency-
hopping mode within the frequency range of 30 to 87.975 megahertz (MHz). Timing
for SINCGARS is significant different from the timing of Milstar and its various

[terminals. SINCGARS is pro ably the largest single use of timing and synchronization
subsystems.

7.3 Satellite communications. In Defense Satellite Communications System (DSCS)
satellite communications (SATCOM) spread-spectrum systems, local cesium clocks are
traceable directly to the Department of Defense (DoD) Master Clock [U.S. Naval
Observatory (USNO) Master Clock] and serve as precise time stations (PTS). SATCOM
clocks are regularly checked through the inherent worldwide time-dissemination
capability of the spread-spectrum Iinksto the USNO, and are occasionally compared
with portable USNO cesium clocks and traveling Global Positioning System (GPS)
receivers. Dissemination (either portable-clock or satellite-link) is accurate to the
order of 100 nanoseconds (ns), and the desired goal is to maintain the clocks within
t 5 microseconds (ps) of the USNO Master Clock. Adjustments that can change the
epoch or rate (frequency) of the SATCOM time are done manually, accordin to a

?standarqoperating. procedure (SOP), and are.performed only by direction o the
USNO. PTS network operation is specified in USNO Precise Time and Time Interval
(PTTI) SOP-81, to be revised in 1992. A PTS provides a point for local and transient
clock checks for both time and frequency, and performs a monitor and reference
function for local transmission. In some cases, the accurate time and frequency are
made available to other collocated systems, such as channel-packin the Automatic

“1’Digital Network (AUTODIN), crypto-systems, and LOS microwave Iln s. The PTS may
also monitor LORAN-C and other time-dissemination facilities. The monitoring
function is a part of the system by which the USNO disseminates precise time, since
the results are reported to the USNO. At the same time, the monitoring adds to the
redundancy of the PTS, because deviations in the local clock can be more effectively
evaluated with larger amounts of independently ac uired corroborative data. Since

%SATCOM clocks are regularly rated and updated by t e USNO over an extended
period of time, their performance histories are well known, and they have the
capability to free-run for long periods without accumulating large time or frequency
errors. Therefore, the PTS system has a high degree of survivability, and degradation
is very gradual and small in the event of a disconnect with the USNO.
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7.4 HAVE QUICK. HAVE QUICK, a Jam-resistant ultra high frequency (UHF)
communications system, uses precise timing data to control frequency hopping. The
HAVE QUICK communications system for tactical aircraft communications employs
some rubidium clocks to maintain time accuracy. The system can interface with the
GPSfortime-setting and updating to the required accuracy, which enhances
interoperability among and within groups.

7.5 Joint Tactical Information Distribution System. The Joint Tactical Information
Distribution System (JTIDS) provides secure digital communications, using a
formatted data standard with precise time requirements to support low-capacity,
secure, non-nodal, jam-resistant information distribution. The link is capable of
operating in severe, adverse electromagnetic environments anticipated in future
military operations. Tactical Digital Information Link-J (TADIL-J) incorporates state-
of-the-art advances in signal processing and integrated circuit technology to
overcome the most severe limitations of previous-generation TADILs, with expected
data rates one to two orders of magnitude higher than previous systems. At the
same time it incorporates sophisticated spread-spectrum communications and
forward-error-correction coding techniques that support very high AJ margins. It
also provides a low probability of interception/low probability of exploitation
(LP1/LPE) capability.

7.6 VERDIN. The Navy VERDIN very low frequency/low frequency (VLF/LF)
comm=ons system (and likely some similar Air Force systems) has a precise time
requirement. Submarines and shore stations employ cesium-beam clocks that are
required to free-run for extended periods.

7.7 TACAMO. TACAMO aircraft provide a survivable VLF/LF link with Navy units.
The system requires precise time, and it provides an alternate means for time-setting
and updating.

7.8 Others stems. Ot’her command, control, communications, and intelligence
~systems o t e t ree services require precise time. Included are a number of systems

(such as crypto and sensor) whose details or requirements are classified.

7.9 Time-dissemination systems. Some of the time-dissemination systems in
current we are described in 7.9.1 through 7.9.6. These systems are traceable to the
USNO and can be used fortime-setting and updating within their accuracy and
availability limits.

7.9.1 Global Positioning System. The GPS is a passive, worldwide navigation and
time-dissemination system that gives position to approximately 30 meters and is
time-accurate to 100 ns. (A passive system is one in which the user is not required to
emit a signal.) The system, when fully operational, will consist of 21 operational
satellites. To ensure system availability, up to three additional satellites will be
orbited as active spares, to provide continuous, worldwide service. There are 15 GPS
satellites now i’n orbit, which the USNO monitors and regularly updates.

Cesium and rubidium clocks carried aboard satellites provide for extended
survivability in the event of loss-of-contact with the monitor and control stations.
The satellites are capable of operating autonomously for extended periods in the
unlikely event of a loss of all links with the master control station (MCS) and the
monitor stations that act as backups for the MCS.
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The MCS clock ensemble is maintained accurately on-time with the USNO Master
Clock by simultaneous observation of GPS satellites at the USNO and the MCS. The
MCS can keep time autonomously for extended periods.

7.9.2 Navy navigation satellite system (TRANSIT). TRANSIT, a passive, worldwide
navigation system, consists of five satellites that are visible at any point
intermittently. Nominal time accuracy is in the order of 10 ~s, but continuous
simultaneous monitoring can give a better time-dissemination accuracy between
cooperating field-ground stations operating in a nonpassive mode. The timing is
traceable to the USNO. TRANSIT is under the control of the Naval Satellite
Operations Center (NAVSOC), whose MCS clocks at Point Mugu, California, are
synchronized to the USNO Master Clock by portable clock trips and LORAN-C. The
NAVSOC Detachment in Hawaii also maintains accurate time that is compared with
the nearby SATCOM station.

7.9.3 LORAN-C. The LF LORAN-C navigation system is a passives stem that gives
limited ground-wave coverage over much of the Earth’s surface, !utthere are large
gaps. Accuracy of time dissemination in the ground-wave areas is normally better
than 1 ps. In the larger areas covered by only sky-wave propagation, the accuracy is
considerably reduced and is subject to occasional propagation disturbances,
including diurnal effects, but is usable for some applications. Since the inherent time
ambiguity of LORAN-C is in the order of 5 to 10 milliseconds (ins), time must be
known locally to an accuracy of a few ms before precise time can be obtained.

The various chains of the system are monitored by the USNO and by PTSsto give
traceability to the USNO. [Public law PL1OO-223 requires all LORAN-C transmitters to
be synchronized within 100 ns of Coordinated Universal Time (UTC).] LORAN-C
transmitters employ cesium-beam clocks that can free-run for extended periods
without an update. Individual chain transmitters maintain close coordination with
the MCSthrough a monitoring system, but the chain may deviate a few hundred ns
from UTC; the USNO publishes corrections daily for each chain, In many areas, inter-
ference from LF stations must be rejected with notch-filters. Susceptibility to
jamming is a disadvantage.

LORAN-C timin is used in some cases, either for monitoring the long-term
?performance o local clocks or determining the drift rates of moderate-stability

oscillators. Under favorable conditions and using groundwave signals, frequency
comparisons can be made to approximately 1 part in 1012 over a l-day observation.
Distortions of sky-wave signals degrade frequency measurement capability by a
factor of 100 or more. The U.S. Coast Guard manages and operates LORAN-C.

7.9.4 OMEGA navicration svstem. The VLF OMEGA navigation system has nominal
worldwide coverage through a system of eight transmitters. Navigation is
accomplished passively by making simultaneous phase comparisons of several
transmitters. For timing, the system is useful mainly as a stable frequency source,
since time-ambiguity intervals are very small. Although the system employs cesium-
beam clocks, diurnal and anomalous variations of the essentially sky-wave
propagation make interpretation of frequency comparisons difficult (as with sky-
wave LORAN-C), and phase comparisons are normally made over a period of 1 day or
more. The OMEGA system is operated by the Coast Guard. Individual transmitters
are occasionally taken off the air for maintenance.
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7.9.5 Hiqh frequency time broadcasts. High frequency (HF) time broadcasts are
useful mostly fortime-dissemi nation to an accuracy of approximately 10 ms.
Propagation is typically sky-wave, and, unlike navigation-system dissemination and
two-way satellite disseminatiori, there is no inherent provision for determining
propagation time. The propagation delay calculated from the best estimate of the
radio path involves some uncertainty, especially when the path is long. The
unambiguous time is useful, within coverage areas of the HF stations, for moderate-
accuracy time-setting and updating, or as a means of resolving the ambi uities of

iLORAN-C. Coverage is variable and depends on the frequency in use an the existing
propagation conditions, as well as the state of interference from other broadcast
services or intentional jamming. Broadcasts of the National Institute of Standards
and Technology (NIST) HFstations WWV, WWVH, and the National Research Council
of Canada (CHU) aretraceable to the USNO through the PTSSmaintained by NIST in
Colorado and Hawaii.

7.9.6 Portable clocks. Portable clocks are used by the USNO as one method of rating
and updating PTS clocks and other facilities requiring precise time. The cesium clocks
are set to UTC at the USNO Master Clock and are transported (while running
continuously) to the facilities that require calibration. (Batteries are used when
power mains are not available.) The clocks are rechecked after the trips in a timing
“closure,” to verify proper, portable clock operation and to pro-rate small deviations
through the trip. Accuracy of portable-clock trips is in the order of 100 ns.

Clock trips have also been used to verify other time-dissemination techniques, such
as GPS and the SATCOM spread-spectrum method, which have commensurate
precision. As the number of valid techniques increases, the number of portable-
clock trips is reduced. Portable-clock trips, however, may remain as a backup
dissemination method.

7.10 Other dissemination means. Numerous dissemination methods have been
developed f or both specific and general application. Only a few are mentioned here.

7.10.1 TV line-10. In the television (TV) line-10 method, two or more facilities (a)
extract the same synchronization pulse from a cooperative or uncooperative TV
broadcast station in common view of the facilities, and (b) compare the broadcast
station’stiming with their local clocks. The technique requires users to resolve
separate~the frame ambiguity of about 33 ms. The method also requires data
exchange between users. Propagation time-differences must be resolved by
distance measurements and portable clocks. Range is limited by the coverage of
available TVtransmitters in common view. The method is subject to broadcast
schedules and other factors that are not under a user’s control.

7.10.2 VeN Ionq baseline interferometrv. Very long baseline interferometry (VLBI) is
a dissemination method capable of very high precision. The technique involves
simultaneous monitoring of extraterrestrial radiation sources at two or more user
sites. The data (time-marked) is then exchanged through a communications
medium, such as a shipping of recordings, for subsequent comparison.
Operationally, the technique is not generally employed for communications, but it
might be used in very precise comparisons of major timing facilities.

Some recent studies of pulsars that have extremely constant rates hold out hope for
long-term, passive, precise frequency-acquisition, but the technique has not yet
been reduced to an operational status.
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7.11 Other dissemination systems. Several other dissemination systems have been
developed recently. In the Hawaii PTTI Test Bed, for example, a specially designed
spread-spectrum modem and time-transfer unit have been used to make timing
comparisons to sub-microsecond accuracy on a microwave LOS communications link.
The master-station pilot tone of another microwave LOS network was stabilized by
that station’s accurate frequency reference, to provide an accurate standard
frequency to the other stations of the network. The spread-spectrum modem and
time-transfer unit were also used in two-way SATCOM links, to provide accurate
time to stations not equipped with spread-spectrum communications modems of the
types used in SATCOM time-dissemination systems.

Time dissemination, via fiber optics or LOS laser links, has the potential for extremely
high precision because of the large available bandwidth, and it has been used
experimentally with good results.

These techniques require some means, such as two-way transmission or independent
measurements, to determine the propagation time delay. The propagation delay
may be measured and considered constant for some fixed links that do not involve
variable distances or paths. With satellite links or Iinksthat involve mobile
platforms, the propagation delay generally must be determined for each time
transfer. Automatic methods are usually available to resolve the propagation delay
when two-way circuits are involved. The passive navigation systems, such as GPS or
LORAN-C, can be used in a (one-way) broadcast mode to provide precise time and
accurate frequency dissemination to both mobile and fixed users. The advantage of
a passive system is that the user is not required to emit a signal or use any of its
communications capacity to exchange data or correct for propagation delay.
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B. NOTES

8.1 Subiectterm (keyword) listing

Acquisition time
Aging
C&ratio n

Crystal oscillators
Data buffers
Doppler frequency
Double loop-tracking system
External timing reference
Frequency difference
Frequency hold-in range
Frequency puli-in range
Generator, frequency
Jitter
Phase-locked loop
Pulse stuffing
Quartz oscillators
Spectral purity
Stability
Standard frequency
Timing error
Timing signal
Timing sources

.
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APPENDIX A

LORAN-C, OMEGA, and VLF TRANSMllTING STATIONS AND TIME SIGNALS EMITTED
IN UTC SYSTEMS

10. GENERAL

This appendix lists transmitting stations for LORAN-C, OMEGA, and U.S. Navy very
low frequency (VLF) systems. This information is subject to change. Potential users
of these services are advised to obtain up-to-date time service bulletins from the U.S.
Naval Observatory (USNO). This appendix is intended for guidance only.

20. APPLICABLE DOCUMENTS.

This section is not applicable to this appendix.

30. DEFINITIONS.

For purposes of this appendix, the definitions and acronyms in MIL-HDBK-421 and
FED-STD 1037 shall apply.

40. GENERAL REQUIREMENTS

40.1 LORAN-C, OMEGA, and U.S. Navy VLFtransmittina stations

40.1.1 LORAN-C-transmitting stations (100 kHz~

Central Pacific (4990)
Johnston Island
Upolu Point, Hawaii
Kure, Midway Island

East Coast Canada (5930)
Caribou, Maine
Nantucket, Massachusetts.
Cape Race, Newfoundland, Canada
Fox Harbour, Labrador, Canada

West Coast Canada (599o)
Williams Lake, British Columbia, Canada
Shoal Cove, Alaska
George, Washington
Port Hardy, British Columbia, Canada

Labrador Sea (7930)
Fox Harbour, Labrador, Canada
Cape Race, Newfoundland, Canada
Angissoq, Greenland
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Gulf of Alaska (7960)
Tok, Alaska
Narrow Cape, Kodiak island, Alaska
Shoal Cove, Alaska

Norwegian Sea (7970)
Ejde Faeroe Islands, Denmark
Bo, Norway
Sylt, Germany
Sandur, Iceland
Jan Mayen, Norway

Southeast USA (7980)
Malone, Florida
Grangeville, Florida
Raymondville, Texas
Jupiter, Florida
Carolina 8each, North Carolina

Mediterranean Sea (7990)
Sellia Marina, Italy
Lampedusa, Italy
Kargabarun, Turkey
Estartit, Spain

North Central U.S. (8290)
Havre, Montana
Baudette, Minnesota
Gillette, Wyoming
Williams Lake, British Columbia, Canada

Great Lakes (8970) ~~
Dana, Indiana
Malone, Florida
Seneca, New York
Baudette, Minnesota.

South Central U.S. (9610)
Boise City, Oklahoma
Gillette, Wyoming
Searchlight, Nevada
Las Cruces, New Mexico
Raymondville, Texas
Grangeville, Florida

West Coast USA (9940)
Fallon, Nevada
George, Washington
Middletown, California
Searchlight, Nevada
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Northeast USA (9960)
Seneca, New York
Caribou, Maine
Nantucket, Massachusetts
Carolina Beach, North Carolina
Dana, Indiana

Northwest Pacific (9970)
lwo Jima, Japan
Marcus Island, Japan
Hokkaido, Japan
Gesashi, Okinawa Island, Japan
Barrigada, Guam

Icelandic (9980) “’
Sandur, Iceland
Angissoq, Greenland
Ejde, Faeroe Idands, Denmark

North Pacific (9990)
St. Paul, Pribilof Islands, Alaska
Attu, Alaska
Port Clarence, Alaska
Kodiak, Kodiak Island, Alaska

40.1.2 OMEGA transmitting stations. (Each station transmits four navigation
frequencies --10.2, 11.05, 11.33, an d 13.6 kHz. A fifth frequency, unique to each
station, is also transmitted.

Kaneohe, Hawaii
Monrovia, Liberia
Bratland, Norway
La Reunion Island, Indian Ocean
Golfo Nuevo, Argentina
Melbourne, Australia

- La Maure, North Dakota
Tsushima Island, Japan

Unique frequency 11.8 kHz
Unique frequency 12.0 kHz
Unique frequency 12.1 kHz
Unique frequency 12.3 kHz
Unique frequency 12.9 kHz
Unique frequency 13.0 kHz
Unique frequency 13.1 kHz
Unique frequency 12.8 kHz

40.1.3 U.S. Navy VLF communications stations

17.4 kHz, NDT, Yosami, Japan
21.4 kHz, NSS, Annapolis, Maryland
22.3 kHz, NWC, Exmouth, Australia
23.4 kHz, NPM, Lualualel, Hawaii
24.0 kHz, NAA, Cutler, Maine
24.8 kHz, NLK, Jim Creek, Washington
28.5 kHz, NAU, Aguada, Puerto Rico
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APPENDIX B

SUPPLEMENTAL READING

10. SCOPE

This appendix lists references that address the subject of timing and
synchronization. These references may be helpful to users of this handbook.

20. APPLICABLE DOCUMENTS

20.1 Government documents

Department of Defense and Department of Transportation, 1988 Federa/
Radionavigation P/an, DoD-4650.41DOT-TSC-RSPA-88-4, Department of
Transportation Research and Special Programs Administration, 1988.

Gutleber, F.S., An Optimum Synchronization Loop Design, Joint Tactical
Command, Control and Communications Agency, FSG-168, 11 July 1984.

Gutleber, F.S., Architecture for Tactical Switched Communications Systems,
Annex F3, Network Timing, TTO-ENG-031 -75-ANF, TRI-TAC Office, Fort Monmouth,
NJ, June 19B2.

Gutleber, F.S., A Synchronous Timing System, FSG-121, JTCO, April 1973.

Gutleber, F.S., A Concept for Disseminating Precise Timing Throughout a
%Communications Network, FSG-1 20, JTCO, 28 Fe ruary 1973.

Gutleber, F.S., Effects of Radio Fades on System Synchronization, FSG-1 14,
TRI-TAC Office, Fort Monmouth, NJ, October 1971.

Gutleber, F.S., A Time Dissemination and Doppler Canceling System for
Sate//ite Access, TRI-TAC Office, Fort Monmouth, NJ, July 1971.

Gufleber, F.S., Inherent Fly-Wheeling Capabilities of Synchronizing Systems,
FSG-1 12, TRI-TAC Office, Fort Monmouth, NJ, July 1971.

Gutleber, F.S., General Derivation Relating Frequency Stability Requirements to
Fade Duration for Synchronization Systems, FSG-1 11, TRI-TAC Office, Fort
Monmouth, July 1971.

Gutleber, F.S., An Adaptive Synchronous Coherent Detector fora Quadriphase
Modulation System, FSG-105, U.S. Army ECOM, Fort Monmouth, NJ, 25 August 1970.

Gutleber, F.S., Thresho/d Extension Revisited, Research and Development
Technical Report, ECOM-3215, Tactical Communications Systems Office, U.S. Army
ECOM, Fort Monmouth, NJ, January 1970.

Gutleber, F.S., A Simple Circuit for Implementing a Median Frequency
Generator, FSG-98, U.S. Army ECOM, Fort Monmouth, NJ, 10 October 1969.
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Gutleber, F.S., Transient Ana/ysis of a Frequency fo//owing Phase Lock Loop,
FSG-1OO, U.S. Army ECOM, Fort Monmouth, NJ, October 1969.

Gutleber, F.S., Thresh o/d Extens{on Revisited for Tactica/ Net Radio Systems,
FSG-99, U.S. Army ECOM, Fort Monmouth, NJ, October 1969.

Gutleber, F.S., A Quadrature Phase Modu/ated Synchronization System, FSG-94,
U.S. Army ECOM, Fort Monmouth, NJ, October 1969.

Hellwig, H. Frequency Standards and Clocks: A Tutoria/ Introduction, NIST
Technical Note 616, 1977, Time and Frequency Division, NIST, Boulder, Colorado,
80303.

Stein, S.R., and Vig, J.R., Frequency Standards for Communications, U.S. Army
Laboratory Command Research and Development Technical Report SLCET-TR-91-2,
January 1991 (copies available from NTIS, ADA231990).

20,2 Non-Government documents

Beser, J., and Parkinson, B.W., “The Application of NAVSTAR Differential GPS in
the Civilian Community. ” Navigation, Vol. 29, No. 2, Summer 1982.

Bottom, V. E., Introduction to Quartz Crystal Unit Design, Van Nostrand
Reinhold Co., 1982.

CCllT Recommendation G.811, Performance of C/ocks Suitable for
Plesiochronous Operation of International Digital Links, CCITT Yellow Book,
Fascicle 111.3,Geneva. 1981.

CCITT Recommendation G.822, Contro//ed S/ip Rate Objectives on an
International Digital Connection, CCITT Yellow Book, Fascicle 111.3,Geneva, 1981.

Daly, P., and I.D. Kitching, Characterization of NAVSTAR GPS and GLONASS On-
~;;(d Clocks, IEEE Plans ’90 Position Location and Navigation Symposium, pp. 1-8,

Fr#hks, L.E., “Carrier and bit synchronization in data communication--a tutorial
review, ” /EEE Trans. on Communications, COM-28, No. 8, part 1, pp. 1107-21, August
1980.

Frank, Robert L., “History of Loran C,” Navigation, Vol. 29, No. 1, Spring 1982.

Gutleber, F.S., Timing Accuracy for PNSequences, FSG-41, llT, April 1966

Gutleber, F.S., Phase Lock Loop Performance in a Multipath Environment,
FSG-33, ITT, May 1965.

Gutleber, F.S., A Precision Digital Frequency Ramp Generator, FSG-1 O, ITT,
May 1960.

0

Gutleber, F.S., A Uniformly Spaced Frequency Band Generator, FSG-9, ITT,
May 1960.
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Klepczynski, William J., Time Transfer Techniques: Historica/ Overview, Current
Pratt/cesarrd Future Capabilities, Proceedings of the Seventh Annual Precise Time
and Time Interval (PTTI) Applications and Planning Meeting, pp. 385-402,
December 1985.

Lindsey, W. C., Synchronization Systems in Communication and Contro/.
Englewood Cliffs, NJ: Prentice-Hall, 1972.

Parzen, 8., Design of Crystal and Other Harmonic Oscillators, John Wiley and
Sons, 1983.

Proceedings of the Annual Symposium on Frequency Contro/. Information on
obtaining the early volumes of these Proceedings is available from NTIS, 5285 Port
Royal Road, Sills Building, Springfield, VA 22161; for obtaining the latest volumes,
contact IEEE, 445 Hoes Lane, Piscataway, NJ 08854.

Proceedings of the Annual Precise Time and Time Interval (PTTI) Applications
and P/arming Meeting. Information on obtaining copies of these Proceedings is
available from the U.S. Naval Observatory, Time Services Department, 34th and
Massachusetts Avenues, NW. Washington, D.C. 20392-5100.

Proceedings of the European Frequency and Time Forum. Copies available
from the Swiss Foundation for Research in Microtechnology (FSRM), Rue de
l’Orangerie 8, CH-2000 Neuchatel, Switzerland.

Skolnick, Merrill l., Introduction to Radar Systems, McGraw-Hill, second edition,
1980.

Synchronization /nterface Standards for Digits/ Networks, ANSIT1.101 -1987.
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