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FOREWORD

1. This is a new handbook. It is approved for use by the Federal Aviation Administration,
Department of Transportation. It is also available for use by all other DOT agencies and their
personnel.

2. This handbook covers the development of reliability, maintainability and availability (RMA)
requirements for the National Airspace System (NAS).

3. This document will guide Service Units and acquisition managers in preparing procurement
packages for major system acquisitions. RMA-related sections of these packages include
Information for Proposal Preparation, System-Level Specifications, Statements of Work, and
Data Item Descriptions. The handbook not only establishes RMA contractual requirements
but also recommends comprehensive steps to ensure that fielded systems successfully comply
with them. It provides guidance to help managers reduce NAS-Level requirements to levels
of detail and characteristics that can readily be monitored and verified. Additionally, it
recommends procedures to help managers evaluate proposals, monitor design development,
and conduct effective tests and verifications.

4. Comments, suggestions, or questions on this document should be addressed to the Federal
Aviation Administration, 800 Independence Ave., S.W., Washington, DC, 20591, System
Engineering Office, NAS Requirements and Interface Management Division.
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1 SCOPE

Most of the systems comprising the National Airspace System (NAS) fall into one of three general
categories:

¢ Automated information systems that continuously integrate and update data from remote services
to provide timely decision-support services to Air Traffic Control (ATC) specialists

e Remote and distributed subsystems that provide services such as navigation, surveillance, and
communications to support NAS ATC systems

¢ Infrastructure systems that provide services such as power, heating, ventilating, and air
conditioning (HVAC) systems, and telecommunications to support NAS facilities

This document primarily allocates NAS-Level requirements to the information systems that provide
consolidated ATC services. These systems involve software-intensive air traffic control automation and
communications capabilities. They have stringent availability requirements and, as a consequence of the
large amounts of custom software that must be developed for them, entail significant cost and schedule
risks. These programs provide the most critical operational services and have the most visibility. For these
reasons, it is appropriate that they be given the most attention in this handbook.

Remote and distributed subsystems achieve the necessary overall availability through their reliance upon
diversity tailored to meet specific regional considerations. The availability of the individual elements
comprising these subsystems is furthermore determined by life-cycle considerations, not by top-down
allocations from NAS-level requirements.

Because infrastructure systems such as power systems, heating ventilation and air conditioning (HVAC)
systems typically violate the independence assumption underlying RMA calculations, they can directly
cause failures in the systems they support. Therefore, top-down allocations of availability requirements
are not appropriate for these systems. Instead, the aviation community needs to prepare and standardize a
new, well defined set of configurations to use with infrastructure systems.

This handbook is for guidance only and cannot be cited as a requirement.
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2 APPLICABLE DOCUMENTS

2.1 Government Documents’

2.1.1 Specifications, standards, and handbooks
FEDERAL AVIATION ADMINISTRATION

NAS-SS-1000, FAA System Requirements, 21 March 1985.
NAS-SR-1000, FAA System Requirements, 21 March 1985.
FAA System Engineering Handbook, 19 November 2003.

DEPARTMENT OF DEFENSE
MIL-HDBK-217F, Reliability Prediction of Electronic Equipment, 2 December 1991.
MIL-STD-471A, Maintainability Verification/Demonstration/Evaluation, 27 March 1973.
MIL-HDBK-472, Maintainability Prediction, 24 May 1966.
MIL-STD-498, Software Development and Documentation, 5 December 1994,
MIL-STD-721C, Definition of Terms for Reliability and Maintainability, 12 June 1981.
MIL-STD-756B, Reliability Modeling and Prediction, 18 November 1981.

MIL-STD-781D, Reliability Testing for Engineering Development, Qualification, and
Production, 18 October 1986.

MIL-STD-882D, Standard Practice for System Safety, 10 February 2000.

MIL-STD-1629A, Military Standard Procedures for Performing a Failure Mode, Effects and
Criticality Analysis, 24 November 1980.

MIL-STD-961E, Department of Defense Standard Practice, Defense and Program-Unique
Specifications Format and Content.

MIL-STD-967, Department of Defense Standard Practice, Defense Handbooks Format and
Content, 1 August 2003.

2.1.2 FAA Orders
FAA Order 6040.15C, National Airspace Reporting System (NAPRS), December 23, 1991.
FAA Order 6040.36A, Communications Diversity, 11/14/95.

FAA Order 6000.30, Certification

! Note: Some documents listed in this section may not reflect the most recent version.
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FAA Order 6950.2D, Electrical Power Policy Implementation at National Airspace System
Facilities, 10/16/03.

2.1.3 Other Government documents, drawings, and publications

2.2 Non-Government Publications

En Route Automation Redundancy Study Task, Final Report, March 2000.

Einhorn, S. J., “Reliability Prediction for Repairable Redundant Systems,” Proceedings of the
IEEE; February, 1963.
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3 DEFINITIONS

This section provides definitions of RMA terms used in this document and in the RMA section of the
NAS-SR-1000. Three basic categories of definitions are presented in this section:

¢ Definitions of commonly used RMA terms and effectiveness measures

¢ Definitions of RMA effectiveness measures tailored to address unique characteristics of FAA
fault-tolerant automation systems

e Definitions of unique terms used both in this document and in the RMA section of NAS-SR-
1000

Definitions for commonly used RMA effectiveness terms are based on those provided in MIL-STD-721.
In some cases, where multiple definitions exist, the standard definitions have been modified or expanded
to provide additional clarity or resolve inconsistencies.

For unique terms created during the preparation of the document and the RMA section of the NAS-SR-
1000, a brief definition is included along with a pointer to the section of the handbook where the detailed
rationale is provided.

This document assumes the reader is familiar with the NAS Architecture (Version 5.0 or greater) and its
associated terminology. Readers unfamiliar with the NAS Architecture are referred to the FAA ATO-P
System Engineering website: www.faa.gov/asd/.

AVAILABILITY: The probability that a system or constituent piece may be operational during any
randomly selected instant of time or, alternatively, the fraction of the total available operating time that
the systems or constituent piece is operational. Measured as a probability, availability may be defined in
several ways, which allows a variety of issues to be addressed appropriately, including:

Inherent Availability (A;) — The maximum availability theoretically within the capabilities of the
system or constituent piece. Computations of this construct consider only hardware elements and they
assume perfect failure coverage, an ideal support environment, and no software or power failures.
Scheduled downtime is not included in the Inherent Availability measure. A; is an inherent design
characteristic of a system that is independent of how the system is actually operated and maintained
in a real world environment.

Equipment and Service Availability (A.s) — Includes all sources of down time associated with
unscheduled outages, including logistics and administrative delays, but excludes scheduled downtime.
A, 1s an operational performance measure for deployed systems and is monitored by the National
Airspace Reporting System (NAPRS) for all reportable facilities and services.

Operational Availability (A,;) — The availability including all sources of downtime, both scheduled
and unscheduled. A, is an operational measure for deployed systems that is monitored by NAPRS.

CERTIFICATION: A quality control method used by Airways Facilities (AF) to ensure NAS systems
and services are performing as expected. AF shall determine certification requirements. AF is authorized
to render an independent discretionary judgment about the provision of advertised services. Also because
of the need to separate profit motivations from operational decisions and the desire to minimize liability,
certification and oversight of the NAS are inherently governmental functions. [FAA Order 6000.30,
Definitions Para 11.d]

COVERAGE: Probability of successful recovery from a failure given that a failure occurred.

11
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CRITICALITY: A relative measure of the consequence of a failure mode and its frequency of
occurrence.

FACILITY: Generally, any installation of equipment designated to aid in the navigation,
communication, or control of air traffic. Specifically, the term denotes the total electronic equipment,
power generation, or distribution systems and any structure used to house, support, and /or protect the use
equipment and systems. A facility may include a number of systems, subsystems, or equipment.

FAILURE: The event or inoperable state in which any item or part of an item does not, or would not
perform as previously specified.

e Dependent Failure: A failure caused by the failure of an associated item(s).

e Independent Failure: A failure that is not caused by the failure of any other item.

FAILURE MODE AND EFFECTS ANALYSIS (FMEA): A procedure for analyzing each potential
failure mode in a system to determine its overall results or effects on the system and to classify each
potential failure mode according to its severity.

Failure Rate: The total number of failures within an item population, divided by the total number of
operating hours.

FAULT AVOIDANCE: The objective of fault avoidance is to produce fault free software. This activity
encompasses a variety of techniques that share the objective of reducing the number of latent defects in
software programs. These techniques include precise (or formal) specification practices, programming
disciplines such as information hiding and encapsulation, extensive reviews and formal analyses during
the development process, and rigorous testing.

FAULT TOLERANCE: Fault tolerance is an attribute of a system that is capable of automatically
detecting, isolating, and recovering from unexpected hardware or software failures.

INDEPENDENT SERVICE THREAD PAIRS: Because independent Service Thread pairs entail two
Service Threads composed of separate system components that provide alternate data paths, they provide
levels of reliability and availability that cannot be achieved with a single Service Thread. Such threads
may share a single power source. To do so, however, that power source must be designed, or the power
system topology must be configured, to minimize failures that could cause both threads to fail. The
independent thread pairs may share displays, provided adequate redundant displays are provided to permit
the specialist to relocate to an alternate display in the event of a display failure. Independent Service
Thread pairs may or may not require diverse hardware and software, but both threads should be active and
available at all times. Users need to be able to select either thread at will without need for a system
switchover (See Section 6.3 for a detailed discussion of Independent Service Thread pairs.)

INHERENT VALUE: A measure of reliability, maintainability, or availability that includes only the
effects of an item’s hardware design and its application, and assumes an ideal operation and support
environment functioning with perfect software.

LOWEST REPLACEABLE UNIT (LRU): For restoration purposes, an LRU is an assembly, printed
circuit board, or chassis-mounted component that can easily be removed and replaced.

MAINTAINABILITY: The measure of the ability of an item to be retained in or restored to specified
condition through maintenance performed, at each prescribed level of maintenance and repair, by
appropriately skilled personnel using prescribed procedures and resources.

12
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Many maintainability effectiveness measures have inconsistent and conflicting definitions, and the same
acronym sometimes represents more than one measure. These inconsistencies generally arise as a
consequence of the categories of downtime that are included in a maintainability effectiveness measure.

The foll

owing definitions reflect the usage in this document and the NAS-SR-1000:

Mean Time to Repair (MTTR) — Mean Time to Repair is a basic measure of maintainability. It
is the sum of corrective maintenance times (required at any specific level of repair) divided by the
total number of failures experienced by an item that is prepared at that level, during a particular
interval, and under stated conditions. The MTTR is an inherent design characteristic of the
equipment. Traditionally, this characteristic represents an average of the number of times needed
to diagnose, remove, and replace failed hardware components. In effect, it is a measure of the
extent to which physical characteristics of the equipment facilitate access to failed components in
combination with the effectiveness of diagnostics and built in test equipment.

MTTR is predicted by inserting a broad range of failed components and measuring the times to
diagnose and replace them. It is calculated by statistically combining the component failure rates
and the measured repair times for each component. The measure assumes an ideal support
environment in which trained technicians with all necessary tools and spare parts are immediately
available — but it does not include scheduled downtime for preventive maintenance or such things
as the time needed for a technician to arrive on scene or delays in obtaining necessary spare parts.
With the increasing use of Commercial Off-the-Shelf (COTS) equipment, MTTR is becoming
less significant in System-Level specifications because it is a predetermined, inherent
characteristic of the manufacturer’s design.

Mean Time to Restore Service (MTTRS) — The MTTRS is also an inherent measure of the
design characteristics of complex systems. It represents the time needed to manually restore
service following an unscheduled service failure requiring manual intervention. Like MTTR, it
includes only unscheduled downtime and assumes an ideal support environment, but the MTTRS
includes not only the time for hardware replacements, but also times for software reloading and
system restart times. MTTRS does not include the times for the successful operation of automatic
fault detection and recovery mechanisms that may be part of the system design. The performance
specifications for the operation of automatic recovery mechanisms are addressed separately.

Mean Down Time (MDT) — Mean Down Time is an operational performance measure that
includes all sources of system downtime, including corrective maintenance, preventive
maintenance, travel time, administrative delays, and logistics supply time.

MAINTENANCE SIGNIFICANT ITEMS (MSI) — Hardware elements that are difficult to
replace, i.e., cables, backplanes, and antennas.

MEAN TIME BETWEEN OUTAGE (MTBO) - MTBO is an operational performance
measure for deployed systems that corresponds to the inherent MTBF measure. A measure of the
time between unscheduled interruptions, MTBO is monitored by NAPRS. It is computed by
dividing the total operating hours by the number of outages.

NAS CAPABILITY CRITICALITY: each of the NAS Architecture Capabilities is assigned one of
three criticality ratings with an associated inherent availability requirement. The NAS capability
criticalities are:

CRITICAL (.99999) Loss of this capability would raise to an unacceptable level, the risk
associated with providing safe and efficient local NAS operations.

13
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ESSENTIAL (.999) Loss of this capability would significantly raise the risk associated with
providing safe and efficient local NAS operations.

ROUTINE (.99) loss of this capability would have a minor impact on the risk associated with
providing safe and efficient local NAS operations.

NON-DEVELOPMENTAL ITEM (NDI): An NDI is system, or element of a system, that is used in a
developmental program but has been developed under a previous program or by a commercial enterprise.

RECOVERY TIME: For systems that employ redundancy and automatic recovery, the total time
required to detect, isolate, and recover from failures. Recovery time is a performance requirement. While
successful automatic recoveries occurring within the prescribed recovery time are not counted as
downtime in RMA computations, requirements for systems employing automatic recovery do limit the
allowable frequency of automatic recovery actions.

RELIABILITY: Reliability can be expressed either as the probability that an item or system will operate
in a satisfactory manner for a specified period of time, or, when used under stated conditions, in terms of
its Mean Time between Failures (MTBF). Expressing reliability as a probability is more appropriate for
systems such as missile systems that have a finite mission time. For repairable systems that must operate
continuously, reliability is usually expressed as the probability that a system will perform a required
function under specific conditions for a stated period of time. It is a function of (MTBF), according to the
formula

t

R= e ™

where “t” is the mission time and “m” is the MTBF. Also, reliability is often expressed as the raw MTBF
value, in hours, rather than calculating R according to the above formula.

SYSTEM ANALYSIS AND RECORDING (SAR): A system function that records significant system
events, performance data, and system resource utilization for the off-line analysis and evaluation of
system performance. Typical data to be recorded includes:

a. All system inputs

b. All system outputs

c. All system and component recoveries and reconfigurations

d. System status and configuration data including changes

e. Performance and resource utilization of the system and system components
f. Significant security events

SERVICE: The term “service” has different meanings in the contexts of the NAS Architecture (Version
5.0 or greater) and the NAPRS.

NAS Architecture Service represents services, such as separation assurance, that are provided to
NAS users. These services are provided by a combination of ATC specialists and the systems that
support them. Each NAS Architecture Service comprises two or more NAS capabilities
associated with the service.

14
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NAPRS Services as defined in FAA order 6040.15 are services that represent an end product,
which is delivered to a user (AT personnel, the aviation public, or military) that results from an
appropriate combination of systems, subsystems, equipment, and facilities.

To distinguish the NAPRS services from NAS Architecture Services, NAPRS services will be referred to
in this document as “Service Threads.”

SERVICE THREADS: Service Threads are strings of systems that support one or more of the NAS
Architecture Capabilities. These Service Threads represent specific data paths (e.g. radar surveillance
data) to controllers or pilots. The threads are defined in terms of narratives and Reliability Block
Diagrams depicting the systems that comprise them. They are based on the reportable services defined in
FAA Order 6040.15D National Airspace Performance Reporting System (NAPRS). Note that some new
Service Threads have been added to the set of NAPRS services, and some of the NAPRS services that are
components of higher-level threads have been removed. (See section 6.2 for a detailed discussion of the
Service Thread concept.)

SERVICE THREAD LOSS SEVERITY CATEGORY (STLSC): Each Service Thread is assigned one
of three Service Thread Loss Severity Categories based on the severity of impact that loss of the thread
could have on the safe and efficient operation and control of aircraft. (See Section 6.4 for a detailed
discussion of the STLSC concept.) The Service Thread Loss Severity Categories are:

Safety-Critical —Service thread loss would present an unacceptable safety hazard during transition
to reduced capacity operations.

Efficiency-Critical — Service thread loss could be accommodated by reducing capacity without
compromising safety, but the resulting impact has the potential for system-wide impact on NAS
efficiency of operations.

Essential — Service thread loss could be accommodated by reducing capacity without
compromising safety, with only localized impact on NAS efficiency.

SYSTEM STATUS INDICATIONS (e.g., ALARM, RETURN-TO-NORMAL): Indications in the
form of display messages, physical or graphical indicators, and/or aural alerts designed to communicate a
change of status of one or more system elements.

TARGET OPERATIONAL AVAILABILITY: The desired operational availability associated with a
given NAS Service/Capability Criticality.

VALIDATION: The process of applying a methodology to determine that the right system is being built
(i.e., that the system requirements are unambiguous, correct, complete, consistent, operationally and
technically feasible, and verifiable).

VERIFICATION: The process of applying a methodology to determine that the design solution has met
the system requirements and that the system is ready for use in the operational environment for which it is
intended.
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4 GENERAL GUIDANCE

This handbook is intended to assist FAA Service Units and acquisition managers in the preparation of the
RMA sections of procurement packages for major system acquisitions. These sections include System-
Level Specifications (SLS), Statements of Work (SOWs), Information for Proposal Preparation (IFPP)
documents, and associated Data Item Descriptions (DIDs). The document provides guidance for the
decomposition of NAS-Level requirements to produce detailed specifications and characteristics that can
be readily monitored and verified. Recommended procedures for evaluation of contractor proposals,
monitoring of the design development, and testing and verification are included. The intent is to present a
comprehensive set of steps that not only establish contractual requirements, but also helps to ensure the
achievement of operationally acceptable reliability, maintainability, and availability characteristics in the
fielded systems.

The document also provides guidance to headquarters system engineering personnel responsible for
maintaining the NAS SR-1000 requirements related to Service Threads.

4.1 Purpose and Objectives

The NAS-Level requirements and this handbook are based on the NAS Architecture. This handbook uses
the NAS Architecture terminology (Vers